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SYSTEM, METHOD, AND COMPUTER
PROGRAM PRODUCT FOR FIBER ACCESS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This patent application 1s the continuation of U.S. patent

application Ser. No. 10/224,474, filed Aug. 21, 2002, which
claims the benefit of U.S. Provisional Application No.

60/313,499 filed Aug. 21, 2001, both of which are incorpo-
rated by reference herein 1n their entireties.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention described herein relates to communications
systems, and more particularly to optical networks.

2. Related Art

Ethernet passive optical networks (EPON) are an emerging,
access network technology that provides a low-cost method
of deploying optical access lines between a carrier’s central
olfice and a customer site. EPONs seek to bring to life the
dream of a full-services access network (FSAN) that delivers
converged data, video, and voice over a single optical access
system. The carrier’s central office typically contains a cen-
tralized controller device which 1s 1n optical communication
with at least one subscriber device at the customer site. To
communicate effectively with a subscriber device, the cen-
tralized controller device must be synchronized with the sub-
scriber device.

For example, a section of the downstream channel can be
framed for timing synchronization. A physical layer signal
can be periodically transmitted on the framed portion of the
downstream channel to broadcast a global time. This process
creates problems, however, 1n that, the EPON has to rely on an
exact transmission time. Further, such a process can be 1net-
ficient, as the signal has to be constantly transmitted, thereby
wasting valuable bandwidth for transmitting time signals.
Hence, what 1s needed 1s a method for expanding the MAC
control layer in an FPON device to add additional control
messaging to ensure eificient time synchronization and
appropriate shared access of the media between a centralized
controller device and subscriber devices 1n an EPON.

SUMMARY OF THE INVENTION

The mnvention described herein addresses access operation
between a centralized controller device and at least one sub-
scriber device on an Ethernet Passive Optical Network
(EPON). The MAC control layer of an EPON device 1s
expanded, and additional messaging control 1s added via the
transmission of Ethernet frames. The expansion 1s indepen-
dent of the physical layer defimition. The time synchroniza-
tion of the present mvention also allows a time stamp to be
incorporated 1nto a message. Thus, bandwidth 1s not wasted
by simply transmitting a time stamp by 1itself. The method
begins with the centralized controller device transmitting a
time synchronization message to the subscriber devices to
specily a global time reference. The centralized controller
device then allocates a ranging interval during which the time
at each subscriber device 1s synchronized with the time at the
centralized controller device.

During the ranging interval, a subscriber device transmits a
ranging request to the centralized controller device to request
time adjustment. The centralized controller device measures
the time difference between the time at which a particular
subscriber device’s ranging request 1s transmitted and the
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time at which the ranging request is recerved by the central-
1zed controller device. The time difference represents the time
adjustment value for the particular subscriber device. A token
transmitted by the centralized controller device contains the
time adjustment value to be used by the particular subscriber
device to synchronize 1ts clock with that of the centralized
controller device. The centralized controller device then
transmits a token to at least one of the subscriber devices to
allocate bandwidth to the device. At this point, the subscriber
device 1s operational 1n the network, will use the bandwidth
assigned, and will request more 11 needed.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 1s a block diagram illustrating an ethernet passive
optical network system (EPON) according to embodiments
ol the present invention.

FIG. 2 1s a high-level block diagram illustrating the archi-
tecture of an EPON system device according to embodiments
ol the present invention.

FIG. 3 1s a ttiming diagram depicting timing synchroniza-
tion between an OLT and two ONUs on an EPON.

FIG. 4 1s a flowchart depicting the sequence of steps
involved 1n the communication process from the perspective
of an OLT.

FIG. 5 1s a flowchart depicting the sequence of steps
involved 1n the communication from the perspective of an
ONU.

FIG. 6 1s a diagram 1llustrating an exemplary computer
system on which a method 1n accordance with embodiments
ol the present invention can be performed.

DETAILED DESCRIPTION OF THE INVENTION

A preferred embodiment of the present invention i1s now
described with reference to the figures, where like reference
numbers 1ndicate identical or functionally similar elements.
Also 1n the figures, the left-most digit of each reference num-
ber corresponds to the figure in which the reference number 1s
first used. While specific configurations and arrangements are
discussed, 1t should be understood that this 1s done for 1llus-
trative purposes only. A person skilled 1n the relevant art wall
recognize that other configurations and arrangements can be
used without departing from the spirit and scope of the inven-
tion. It will be apparent to a person skilled 1n the relevant art
that this invention can also be employed 1n a variety of other
devices and applications.

While the present invention 1s described herein 1n the con-
text of EPONSs, 1t should be understood that the systems and
methods discussed below are also applicable 1n other contexts
as well. Generally, these systems and methods are applicable
to any fiber access system such as the present invention.
While this mvention 1s described as included in the MAC
control layer, it should be understood that the invention 1s also
applicable to other layers. For example, the invention can also
be implemented 1n a control layer having an extension of an
cthernet protocol to control transmission between subscriber
devices 1n a Passive Optical Network (PON)-like media based
on a definition of ethernet frames for control.

i

I'he invention described herein 1s a system architecture for
an Ethernet-Passive Optical Network (EPON). The architec-
ture provides extended functionality of the system control
teatures at the media access control (MAC) control layers of
devices coupled to the EPON (e.g., optical line terminator
(OLT) and optical network unit (ONU)). The extended func-
tionality of the system control features occurs through the
transmission of ethernet frames. Thus, the architectural




US 7,817,676 B2

3

approach of the present invention provides tlexible allocation
of bandwidth. This allows eftlicient sharing of bandwidth by
subscriber devices, referred to herein as ONUs. Further, hav-
ing the extended functionality of the system control features
at the MAC control layer avoids modification of the physical
layer definition to a large extent.

FIG. 1 1illustrates an FEPON 100 in accordance with
embodiments of the present invention. An EPON 1s a PON 1n
which the transmission protocol 1s 1n Ethernet. EPON 100 1s
well suited to delivering video services in either analog
CATYV format, using a third wavelength, or IP video. EPON
100 comprises Optical Line Terminator (OLT) 105, Splitter
110, Optical Network Units (ONUs) 115a-115%, and End
User Devices (EUDs) 120a-120z7.

OLT 105 broadcasts data downstream to ONUs 115a-115#
in variable-length packets of up to 1,518 bytes, according to
the IEEE 802.3 protocol. Each packet carries a header that
uniquely 1dentifies 1t as data intended for a particular ONU
(e.g., ONU 1155b). In addition, some packets may be intended
for all of ONUs 115a-113# or a particular group of ONUSs
(multicast packets) such as ONUs 113556 and 1135z.

Splitter 110 divides data on EPON 100 into n separate
signals, each carrying ONU-specific packets. When the data
reaches a particular ONU, the ONU accepts the packets that
are 1intended for 1t and discards the packets that are intended
for other ONUs. For example, in FIG. 1, ONU 1154 can
receive packets destined for ONUs 1155 and 115# as well as
packets destined for itself. ONU 11354, however, only accepts
the particular packet(s) that was actually intended for 1t. ONU
115a then delivers the packet(s) to 1ts associated device (1.e.

End User Device (EUD) 120a).

Each ONU 115a-115#% provides an interface between the
customer’s data, video, and telephony networks (e.g. EUD
120a-1207%) and EPON 100. The primary function of each
ONU 11354-115# 1s to recerve traffic 1n an optical format and
convert 1t to the customer’s desired format (e.g., Ethernet,
Internet Protocol (IP), multicast, Plain Old Telephone System
(POTNS), etc.). Each ONU 1154-1157 may provide Layer-2 or

Layer-3 switching functionality, which allows internal rout-
ing of enterprise traffic at ONUs 115a-1155.

Because each of ONU 1134-115# can be located at a cus-
tomer location and the costs are not shared over multiple
subscribers, the design and cost of each ONU 1s a key factor
in the acceptance and deployment of EPON systems.

FIG. 2 illustrates the protocol architecture of an EPON
system device (e.g., OLT 105) according to embodiments of
the present invention. For example, an optical line terminator
(OLT) and an optical network unit (ONU) can operate under
the protocol architecture depicted 1n FIG. 2. The protocol
architecture comprises physical layer 205, MAC layer 210,
MAC control layer 220 and higher layers 225. Physical layer
205 1s the protocol layer that defines the physical character-
1stics of the network such as connections, voltage levels and
timing.

It should be noted that 1n addition to the extension at MAC
control layer 220 (described below), the present invention
also utilizes a signal from MAC control layer 220 to physical
layer 205 (for burst operation in the ONU only). In embodi-
ments, the signal 1s a “transmit/wait” timing signal (e.g. 207)
and represents an active and passive (1.e., on/oll) state of the
laser, as would be apparent to one skilled 1n the art after being
presented with the description herein. The ONU should not
transmit 1n the passive state, as 1t does not have a token (It
should be noted that the term token 1s used herein to encom-
pass a bandwidth grant opportunity). When the ONU has
receipt of a token, however, MAC control layer 220 transmits
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a signal to turn on the “transmit/wait” timing signal 1n order to
activate the laser so the ONU can transmiut.

MAC control layer 220 controls the MAC and includes
extended functionality such as that provided by MAC timing
and synchronization layer 220q and token control layer 2205.

MAC timing and synchronization layer 220a 1s responsible
for ensuring that all devices on the EPON are synchronized to
a common time reference (e.g., an ONU knows when to
transmit when itrecerves a grant for time '10). For example, all
of the subscriber devices (e.g., ONUs) must be synchronized
to the same time reference as that of the centralized controller
device (e.g., OLT). Thus, the centralized controller device
maintains a clock. The centralized controller device periodi-
cally broadcasts the clock timing 1n a synchronization mes-
sage addressed to each of the subscriber devices. The syn-
chronization message allows each subscriber device to
synchronize 1ts clock with that of the centralized controller
device.

The centralized controller device utilizes a process known
as ranging to compute time compensation, as will be
described in FIG. 3.

Token control layer 2205 allows for the request and allo-
cation of tokens. A token from the centralized controller
specifies an interval of time (e.g., a virtual time unit (VIU))
during which a subscriber device may transmit data packets.
The request for the bandwidth (from the subscriber device to
the central controller) can include priority information such
as the prionty level of the requested token, a key sequence
(e.g., sequence number of the encryption key to use), and the
amount of the requested bandwidth in VTUs. It should be
noted that 1n an embodiment wherein a subscriber device
specifies the sequence number 1n its request, the centralized
controller device already knows which encryption key to use
in communicating with the subscriber device as it was speci-
fied 1n the subscriber device’s request. Thus, the centralized
controller device need not provide the sequence number to the
subscriber device when a frame 1s sent on the downstream.
Upon recerving a request for bandwidth, the centralized con-
troller device provides the subscriber device with a token. The
token specifies a time offset value (e.g., time offset from a
VTU allocation time reference), a type of region (e.g., rang-
ing, data, periodic ranging, etc.), a priority (e.g., level of
priority ol the requested token), a key sequence (e.g.,
sequence number of the encryption key to use), and a size
value (e.g., s1ze of the region specified by the token 1n VIUs).
It should be noted that in an embodiment wherein the cen-
tralized controller device specifies the sequence number of
the encryption key to use, a subscriber device already knows
what encryption key to use on the upstream transmission.
Thus, the frame 1n the upstream direction need not indicate
which sequence number should be used. The actual sequence
of token control activity will be further described 1n FIG. 3.

Higher layer 2235 1s responsible for service setup and con-
figuration. Higher layer 225 can contain a service controller
for data admission and shaping and policing of activities.
Further, higher layer 225 can receive statistics from MAC
control layer 220 to aid in the policing of activities.

FIG. 3 depicts timing correction between an OLT (e.g., a
centralized controller device) and ONUs (e.g., subscriber
devices). The process of correcting timing between an OLT
and an ONU 1s known as ranging. Ranging adjusts each
ONU’s timing oifset such that it 1s aligned with the OLT"s
timing. Ranging may be contention-based or non contention-
based. In non-contention-based ranging, a token 1s transmit-
ted to a specific subscriber device such that only that sub-
scriber device may participate in the ranging process (1.e.,
manual registration occurs). In contention based ranging, a
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token 1s transmitted to all subscriber devices such that they all
can contend for transmission. As explained above, this pro-
cess 1s applied 1n the present invention 1n an EPON environ-
ment but may be applied 1n other environments as well.

Referring to FIG. 3, at time T0, the OLT transmits a syn-
chronization message to retlect the global time. This 1s the
time all devices on the EPON will recognize as time T0. Time
0, however, occurs at a different point for each device on the
EPON. In other words, time 0 at ONU1 occurs at a different
point than time T0 at ONU2. Similarly, time T0 at the OLT
occurs at a different point than time T0 at ONU1 and ONU?2.
For example, ONU1 may recognize time T0 when the OLT 1s
already at time T10. Thus, ranging compensates for this time
difference.

Transmission of synchronization message 305 from the
OLT 1indicates that the time synchronization method 1s to be
executed. Transmission of synchronization message 3035
from the OLT to an ONU can occur as frequently or infre-
quently as the designer would like. For example, synchroni-
zation message 305 can be sent at OLT time 0, OLT time 100,
OLT time 200, etc. In an embodiment of the invention, every
message from the OLT to an ONU contains a time stamp and
can therefore be viewed as a synchronization message.

After the OLT transmits synchronization message 303 to
ONU1 and ONU?2, 1t then transmits a ranging interval mes-
sage (not shown) to establish ranging interval 310. Transmis-
sion of the ranging 1nterval message indicates to all devices
that ranging will occur for a specified period of time. During,
ranging interval 310, each ONU may transmit a ranging,
request to the OLT to notify the OLT that 1t would like to
request bandwidth. For example, in FIG. 3, after the OLT
transmits the ranging interval message, and thereby estab-
lishes ranging interval 310, ONU1 can transmit ranging
request 315 to the OLT to obtain 1ts time adjustment value to
request bandwidth. Similarly, after the OLT transmits the
ranging 1interval message, ONU2 can transmit ranging
request 320 to the OLT to obtain 1ts time adjustment value to
request bandwidth.

After the OLT recerves a ranging request from an ONU
(e.g., ranging request 315 from ONU1), the OLT calculates
the difference 1n the time at which the particular ONU trans-
mitted the ranging request and the time at which the OLT
receives the ranging request. The time difference represents
the time adjustment value for the particular ONU. For
example, 1n FIG. 3, the difference between the time at which
ONUI1 transmitted ranging request 315 and the time at which
the OLT recerves ranging request 315 1s represented by time
adjustment value 325 (i.e., a round trip delay (RTD) of 16).
Similarly, the difference between the time at which ONU2
transmitted ranging request 320 and the time at which the
OLT received ranging request 320 1s represented by time
adjustment value 330 (i.e., a round trip delay (R1TD) of 28).
Both ONU1 and ONU2 have now been synchronized with the
OLT.

The OLT then 1ssues token 335 to ONU1 to grant ONU1
bandwidth 1n which to transmait data. For example, token 335
specifies that ONU1 has been assigned 20 units of bandwidth
(1.e., from OLT time 200 to OLT time 220). It should be noted
that the OLT can calculate the time adjustment period for
ONUI1, for example, and send the time difference to ONUI.
Thus, ONU1 1s told that 1t must begin transmuitting at its local
time 184 1n order to begin transmitting at OLT time 200, as its

clock 1s 16 units behind that of the OLT.

Alternatively, in embodiments of the present invention, the
OLT can send the time adjustment to the ONU and specity the
grant time according to the OLT time. Each ONU can then
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translate the grant time to local time by subtracting the ONU
time adjustment period from the grant time.

Likewise, the OLT 1ssues token 340 to ONU2 to grant
ONU2 bandwidth 1n which to transmit data. For example,
token 340 specifies that ONU2 has been assigned 30 units of
bandwidth (1.e., from OLT time 220 to OLT time 2350). The
OLT has already calculated the time adjustment period for
ONU?2. Thus, ONU2 1s told that 1t must begin transmitting at
its local time 192 1n order to begin transmitting at OLT time
220, as 1ts clock 1s 28 units behind that of the OLT.

FIG. 4 depicts the sequence of steps involved 1n the com-
munication process from the perspective of an OLT. Control
begins with step 405 and proceeds immediately to step 410. In
step 410, the OLT transmits a synchronization message to the
ONUs. The synchronization message indicates that the time
synchronization method 1s to be executed.

In step 415, the OLT allocates aranging interval message to
establish a ranging interval. During the ranging interval, the
ranging process will be performed.

In step 420, the OLT receives a ranging request from a
particular ONU. The ranging request indicates to the OLT that
the particular ONU wishes to have its time synchromzed.

In step 425, the OLT calculates the time difference between
a time at which the particular ONU transmitted 1ts ranging
request and a time at which the OLT received the ranging
request. This time difference represents the time adjustment
value for the particular ONU. In step 430, the OLT 1ssues a
token to a particular ONU to specily an assigned time interval
(1.e., a period of time during which the particular ONU may
transmit data) for the ONU. For example, if the time adjust-
ment value was determined to be 24 units, the token specifies
that the particular ONU should begin data transmission 24
units before the assigned OLT time period, given that the
ONU clock 1s 24 units behind that of the OLT clock. Again, 1t
should be noted that the system can operate with grant time
speciiying the OLT time and having each ONU translate the
grant time to local time by subtracting the ONU time adjust-
ment period from the grant time.

Finally, control ends with step 435.

FIG. 5 1s a flowchart depicting the sequence of steps
involved 1n the communication process from the perspective
of an ONU (e.g., establishing management service). Control
begins with step 505 and proceeds immediately to step 5310. In
step 510, a synchronization message 1s received from the OLT
to obtain a common time reference.

In step 515, the ONU recerves a ranging interval allocation
message specifying a period of time during which ranging
will occur.

In step 520, the ONU transmits a ranging request to the
OLT to have its time synchronized (1.e., to have its time
adjusted) with that of the OLT. In step 525, the ONU monitors
broadcast tokens and recetves a token from the OLT taking
into consideration the time adjustment value. The ONU can
then engage 1n a registration process with the OLT (1.e., the
ONU can establish primary service with the OLT). Finally,
control ends with step 530.

FIG. 6 1s a diagram 1llustrating an exemplary computer
system on which a method 1n accordance with embodiments
of the present invention can be performed. The above-de-
scribed techniques or methods may be executed as software
routines, 1 part, by the Media Access Control (MAC) portion
of a subscriber device and the MAC portion of a centralized
controller device. For example, with reference to the example
implementation of ONU 115q described 1n FIG. 1, ONU
115a includes a MAC (not shown) for performing necessary
method steps by executing software functions with the assis-
tance of a Central Processing Unit (CPU). These software
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functions are stored in a memory, such as but not limited to a
Random Access Memory (RAM) or a Read Only Memory
(ROM). Furthermore, with reference to the example imple-
mentation of OLT 105, its MAC performs necessary method
steps by executing software functions with the assistance of a
CPU. These software functions are also stored in a memory,
which may comprise either a RAM or a ROM.

However, methods of the present invention need not be
limited to these embodiments. For example, the methods of
the present mvention may be embodied 1n software routines
which are executed on various computer systems, such as a
computer system 600 as shown in FIG. 6. However, after
reading this description, 1t will be apparent to a person skilled
in the relevant art how to implement the invention using other
computer systems and/or computer architectures. The com-
puter system 600 includes one or more processors, such as
processor 603. The processor 603 1s connected to a commu-
nication bus 602.

Computer system 600 also imncludes a main memory 603,
preferably random access memory (RAM), and may also
include a secondary memory 610. The secondary memory
610 may include, for example, a hard disk drive 612 and/or a
removable storage drive 614, representing a tloppy disk drive,
a magnetic tape drive, an optical disk drive, etc. The remov-
able storage drive 614 reads from and/or writes to a remov-
able storage unit 618 1n a well-known manner. Removable
storage unit 618, represents a floppy disk, magnetic tape,
optical disk, etc., which 1s read by and written to by remov-
able storage drive 614. As will be appreciated, the removable
storage unit 618 includes a computer usable storage medium
having stored therein computer software and/or data.

In alternative embodiments, secondary memory 610 may
include other similar means for allowing computer programs
or other instructions to be loaded 1nto computer system 600.
Such means may include, for example, a removable storage
unit 622 and an interface 620. Examples of such may include
a program cartridge and cartridge interface (such as that
found 1 video game devices), a removable memory chip
(such as an EPROM, or PROM) and associated socket, and
other removable storage units 622 and interfaces 620 which
allow software and data to be transferred from the removable
storage unit 622 to computer system 600.

Computer system 600 may also include a communications
interface 624. Communications interface 624 allows software
and data to be transierred between computer system 600 and
external devices. Examples of communications interface 624
may include a modem, a network 1nterface (such as an Eth-
ernet card), a commumnications port,a PCMCIA slot and card,
a wireless LAN (local area network) interface, etc. Software
and data transferred via communications interface 624 are 1n
the form of signals 628 which may be electronic, electromag-
netic, optical, or other signals capable of being recerved by
communications interface 624. These signals 628 are pro-
vided to communications interface 624 viaa communications
path (1.e., channel) 626. This channel 626 carries signals 628
and may be implemented using wire or cable, fiber optics, a
phone line, a cellular phone link, a wireless link, or other
communications channels.

In this document, the term “computer program product™
refers to removable storage units 618, 622, and signals 628.
These computer program products are means for providing
soltware to computer system 600. The invention 1s directed to
such computer program products.

Computer programs (also called computer control logic)
are stored 1n main memory 603, and/or secondary memory
610 and/or 1n computer program products. Computer pro-
grams may also be recerved via communications interface
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624. Such computer programs, when executed, enable the
computer system 600 to perform the features of the present
invention as discussed herein. In particular, the computer
programs, when executed, enable the processor 603 to per-
form the features of the present invention. Accordingly, such
computer programs represent controllers of the computer
system 600.

In an embodiment where the mvention 1s 1implemented
using soitware, the software may be stored in a computer
program product and loaded 1nto computer system 600 using
removable storage drive 614, hard drive 612 or communica-
tions interface 624. The control logic (soitware), when
executed by the processor 603, causes the processor 603 to
perform the functions of the invention as described herein.

In another embodiment, the 1nvention 1s implemented pri-
marily in hardware using, for example, hardware components
such as application specific integrated circuits (ASICs).
Implementation of hardware state machine(s) so as to per-
form the functions described herein will be apparent to per-
sons skilled 1n the relevant art(s).

In yet another embodiment, the mvention 1s implemented
using a combination of both hardware and software.

CONCLUSION

While various embodiments of the present invention have
been described above, 1t should be understood that they have
been presented by way of example, and not limitation. It wall
be apparent to persons skilled 1n the relevant art that various
changes in detail can be made therein without departing from
the spirit and scope of the invention. Thus the present inven-
tion should not be limited by any of the above-described
exemplary embodiments.

What 1s claimed 1s:

1. A fiber access system, comprising:

a centralized controller device implementing a control

layer; and

at least one subscriber device implementing said control

layer 1n optical communication with said centralized

controller device,

wherein each said implementation of said control layer

COMPrises:

a transmit/wait timing signal from said control layerto a
physical layer, wherein said signal represents an
active or passive state of a laser; and

extended functionality that 1s implemented through
transmission of data frames.

2. The fiber access system of claam 1, wherein said
extended functionality of said control layer 1n said centralized
controller device includes token allocation.

3. The fiber access system of claim 2, wherein said token
specifles a sequence number of an encryption key to be used
by said at least one subscriber device.

4. The fiber access system of claam 1, wherein said
extended functionality of said control layer 1n said at least one
subscriber device includes token request and receipt.

5. The fiber access system of claam 1, wherein said
extended functionality of said control layer includes timing
and synchronization between said centralized control device
and said at least one subscriber device.

6. The fiber access system of claim 5, wherein said timing
and synchronization is initiated by transmaission of a synchro-
nization message from said centralized controller device to
said at least one subscriber device.

7. The fiber access system of claim 3, wherein said timing,
and synchronization includes allocation of a ranging interval
specified by said centralized controller device.
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8. The fiber access system of claim 5, wherein said timing,
and synchronization includes transmission of a ranging
request from said at least one subscriber device to said cen-
tralized controller device.

9. The fiber access system of claim 5, wherein said central-
1zed controller device determines a time adjustment period
corresponding to a difference 1n time between a clock at said
centralized controller device and a clock at said subscriber
device.

10. The fiber access system of claim 9, wherein said time
adjustment period 1s derived from a time difference between
a message timestamp and a message arrival time at an optical
line terminator.

11. The fiber access system of claim 9, wherein an optical
line terminator specifies a grant assignment adjusted by a
corresponding optical network unit adjustment period to rep-
resent said grant assignment in optical network unit local
time.

12. The fiber access system of claim 9, wherein said cen-
tralized controller device transmits a time adjustment mes-
sage to said subscriber device.

13. The fiber access system of claim 12, wherein an optical
line terminator specifies the grant assignments according to
the time at said optical line terminator and an optical network
unit adjusts 1ts local time based on the received adjustment
period.

14. The fiber access system of claim 3, wherein every
message from said centralized controller device to said sub-
scriber device contains synchronization information.

15. The fiber access system of claim 1, wherein said sub-
scriber device transmits 1n said active state only.

16. A method of communication between a centralized
controller device and at least one subscriber device in a fiber
access system, wherein each device implements a control
layer having extended functionality, comprising the follow-
ing steps performed via transmission of data frames 1n the
control layer:

(a) transmitting a ranging grant {from the centralized con-
troller device to the at least one subscriber device;

(b) recerving a ranging request from the at least one sub-
scriber device;

(c) calculating a time difference between a time at which
the ranging request 1s sent and a time at which the rang-
ing request was recerved at the centralized controller
device;

(d) transmuitting a signal from the control layer to a physical
layer, wherein the signal 1s a transmit/wait timing signal
that represents an active or passive state of a laser; and

(e) 1ssuing a token from the centralized controller device to
the at least one subscriber device to assign a transmis-
s10n period.

17. The method of communication of claim 16, wherein the

token specifies a sequence number for an encryption key.

18. The method of communication of claim 17, wherein the
encryption key 1s used for transmission of information during
the transmission period.

19. A method of communication between a centralized
controller device and at least one subscriber device in a fiber
access system, wherein each device implements a control
layer having extended functionality, comprising the follow-

ing steps performed via transmission of data frames 1n the
control layer:

(a) recerving a ranging grant at the at least one subscriber
device from the centralized controller device;

(b) transmitting a ranging request from the at least one
subscriber device to the centralized controller device;
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(¢) receiving a token at the at least one subscriber device,
wherein the token 1s transmitted from the centralized
controller device based on a calculated time difference
between the centralized controller device and the sub-
scriber device; and

(d) transmitting a signal from the control layer to a physical
layer, wherein the signal 1s a transmit/wait timing signal
that represents an active or passive state of a laser.

20. The method of claim 19, wherein said subscriber device

transmits 1n said active state only.

21. The method of claim 19, wherein said request includes
a sequence number of an encryption key.

22. The method of claim 21, wherein the encryption key 1s
used for downstream transmission from an optical line termi-
nator to an optical network unit until another key 1s specified.

23. A computer program product comprising computer
usable media having computer readable program code means
embodied 1n said media for causing application programs to
execute on a computer that synchronizes time between a
centralized controller device and at least one subscriber
device 1n a fiber access system, said computer readable pro-
gram code means comprising:

a first computer readable program code means for causing,
the computer to transmit a ranging grant from the cen-
tralized controller device to the at least one subscriber
device;

a second computer readable program code means for caus-
ing the computer to recerve a ranging request at the
centralized controller device from the at least one sub-
scriber device:

a third computer readable program code means for causing,
the computer to transmait a signal from a control layer to
a physical layer wherein said signal 1s a transmit/wait
timing signal and represents an active or passive state of
a laser; and

a fourth computer readable program code means for caus-
ing the computer to calculate a time difference between
a time at which the ranging request was transmitted and
a time at which the ranging request was recerved at the
centralized controller device.

24. The computer program product of claim 23, further

comprising;

a fifth computer readable program code means for causing
the computer to 1ssue a token to the at least one sub-
scriber device from the centralized controller device.

25. A computer program product comprising computer
usable media having computer readable program code means
embodied 1n said media for causing application programs to
execute on a computer that synchronizes time between a
centralized controller device and at least one subscriber
device 1n a fiber access system, said computer readable pro-
gram code means comprising:

a first computer readable program code means for causing,
the computer to receive a ranging grant at the at least one
subscriber device from the centralized controller device:

a second computer readable program code means for caus-
ing the computer to transmit a ranging request from the
at least one subscriber device to the centralized control-
ler device; and

a third computer readable program code means for causing,
the computer to transmit a signal from a control layer to
a physical layer wherein said signal 1s a transmit/wait
timing signal and represents an active or passive state of
a laser.

26. The computer program product of claim 25, further
comprising a fourth computer readable program code means



US 7,817,676 B2

11

for causing the computer to receive a token at the at least one
subscriber device from the centralized controller device.
277. The computer program product of claim 235, wherein
said subscriber device transmits 1n an active state only.
28. A fiber access system, comprising:
a centralized controller device implementing a control
layer;
at least one subscriber device implementing said control
layer in optical communication with said centralized
controller device;
wherein each said implementation of said control layer

COmprises:

a transmit/wait timing signal from the control layer to a
physical layer, wherein said signal represents an
active or passive state of a laser; and

an extension of a protocol to control transmission
between subscriber devices 1n an optical media based
on a definition of data frames for control.
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29. The fiber access system of claim 28, wherein timing,
definition 1s based on data frame handshaking.

30. The fiber access system of claim 28, wherein said
extension ol said protocol in said centralized controller
device includes token allocation.

31. The fiber access system of claim 30, further comprising,
a configuration mechanism wherein said centralized control-
ler device 1s configured to assign bandwidth to said at least
one subscriber device.

32. The fiber access system of claim 28, wherein said

extension 1n said at least one subscriber device includes token
request and receipt.

33. The fiber access system of claim 28, wherein said
subscriber device transmits 1n said active state only.
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