United States Patent

US007813351B2

(12) (10) Patent No.: US 7.813.351 B2
Shriram et al. 45) Date of Patent: Oct. 12, 2010
(54) AVAILABLE BANDWIDTH ESTIMATION 2002/0075941 Al* 6/2002 Souissietal. ............... 375/133
2003/0202468 Al* 10/2003 Cametal. .................. 370/229
(75) Inventors: Alok Shriranl:J Chapel I—hll:J NC (US),, 2003/0204623 Al1* 10/2003 Caln .oovvvrrniinianainnnnn, 709/241
Sujata Banerjee, Sunnyvale, CA (US): 2004/0059830 AL*  3/2004 BrOWD ....ocooovveverenennn. 709/238
" ” L 2004/0264466 Al* 12/2004 HUANE «.oveeereeeneeeeennn. 370/392
gl:‘;;;?;‘agﬁ'}d‘gaa Rgdwg‘?‘d iy, 2005/0002372 Al*  1/2005 Runeetal. ................. 370/346
> SURS=IU LEE, dll TIANEISC0, 2005/0111487 Al*  5/2005 Matta etal. ..oooeee....... 370/468
CA (US) 2005/0120105 Al 6/2005 Popescu et al.
_ 2005/0122955 Al 6/2005 Limnetal. .....ccco.ee...... 370/351
(73) Assignee: Hewlett-Packard Development 2005/0213550 Al* 9/2005 Krishnan et al. ............ 370/338
Company, L.P., Houston, TX (US) 2007/0160016 AL1*  7/2007 Jain .cccoeveeeeeeeneenenen. 370/338
( *) Notice: Subject to any disclaimer, the term of this OTHER PURI ICATIONS
patent 1s extended or adjusted under 35
U.S.C. 134(b) by 355 days. Ningning Hu, Peter Steenkiste, Exploiting Internet Route Sharing for
Large Scale Available Bandwith Estimation (2005).
(21) Appl. No.: 11/787,008 Mavromoustakis C X et al—*“Bandwidth clustering for reliable and
ploritized network routing using split-agent-based method”—IEEE-
(22) Filed: Apr. 13,2007 DCS Workshops 2005—pp. 89-94.
Dhuransher S K et al—*Weight based adaptive clustering in wireless
(65) Prior Publication Data ad hoc networks”- ICPWC 2005—pp. 95-100.
US 2008/0253286 Al Oct. 16, 2008 * cited by examiner
(51) Int.Cl Primary Examiner—Panka)] Kumar
H0:1L }2/26 (2006.01) Assistant Examiner—Hicham B Foud
HO4L 12/28 (2006.01)
HO4L 12/56 (2006.01) (57) ABSTRACT
GOoF 15/173 (2006.01) _
(52) U.S.Cl 370/395.41- 370/257- 370,254 Feature vectors for nodes 1n a network are computed based on
TOT T T ’ 700 /223’ a network metric. Clusters of the nodes are formed based on
_ _ _ the feature vectors. A cluster head 1s selected for each cluster.
(58)  Field of Cla;;z)f/i;:gt;m;l 9§e4af (.:513 2709/230 332/225226 Available bandwidths between the cluster head and nodes
Q lication fil Ij" ' ’1 t " i t" B outside the cluster are determined. The available bandwidths
“& dppHCdalion UIE 101 COMPICIE seatell ISIOLY. between the cluster head and the nodes outside the cluster
(56) References Cited may be used as estimations ol available bandwidths for the

U.S. PATENT DOCUMENTS
6,088,722 A * 7/2000 Herzetal. .................. 709/217

nodes 1n the cluster.

15 Claims, 5 Drawing Sheets

DETERMINE FEATURE VECTORS

301

FORM CLUSTERS USING FEATURE

VECTORS

302

y

SELECT CLUSTER HEAD

303

ESTIMATE AVAILABLE

BANDWIDTH BASED ON
BANDWIDTH MEASUREMENTS 303

FOR CLUSTER HEAD



US 7,813,351 B2

Sheet 1 of S

Oct. 12, 2010

U.S. Patent

O

OL1 S4dON l\»

AOLL 3AON

() Hivd O

11Nv33d

X0LL 3AON
104dN0S



1I-l
4
y
ST
e .
. - FFFPFFFPFPFFFFILITIFIL I LI | .
.
) -
;.
) -
. ;.
)
[ | -
< .
.
A
ol ;
. -

US 7,813,351 B2

- e i e
- P T [
. B a_a_ & '
- watn'nte'e’
. L BRI Y | - - L L R
2 n - 4 -k .
- ’ Co O . .nn.nnw.uf......
2 i . . . SR . . - . . I . . . . . . . . . - '--. .-..I.-.l.ll. lll. H..I.-.LIH.I-...‘:I_-..-..I. .
2 - L AASASSUNSISNSNNSNNNNNSNNT e BT AR IR
“ ] ] ] ] . “ e -ﬂ-w.”..___-._..._.,lftfl,lrlflf|.nl_.i_..t_.nt.,i_....-__...-.._..l....._...l..._.__.._.._-...-a”_” .
- . . - m - B
. l.-..rl....!.l.__url-_ O e
3 S0 . * 4 .
i a Wu!. . - ' o e i e e
” R - S 33 entesssensnsane Y
- . ' . . ' Ta t._..l..__..... B O A A A A I A, ."1.|".. n“l"H“n“H"..Hu“l“l“a“n"l“a“a"l"“"u 3 .-_...-..
. . . . T L T T T T .l.... ERIXTRREXEXTEXTTER e
“ “ e ”l.._l__l_.l,.l.__ln_l._l..-l..-ln_l.-l..-l.-l.-l.-l..-l.n[..-l.”- 1". “"..1 "IlI”I"H“H"H“I”H”H"H“I"I"I"ﬂ“l"l 1”...-“
- . - d d L - Ko ' R EEEEEEEA N ENENEENEN - & .
] - B A M N A M N AR N N M N NN NN = . 1 - bor AR X NEXREERNEXERNESR L ]
. r o W e e i e e e e
L] - r T N X KX K KN XX N NKKESENRSE N h - A RERENEXRELRERELRERINE L ]
. . . . X R AERENRERSEXERESXE XX RN T N B Ll AEXTREERERX XXX X XXX NERRE FE BRI
] - FERE R X X F X X N K X F K B K N BB | LN B & R M N AN EERNESXERNERSR & . =
- - X foly . . . HHIHHHHHHHHﬂﬂﬂﬂﬂﬂﬂlﬂﬂlﬂﬁlﬂﬂﬂ!‘lﬂﬂ! ' l-.. 1-. i II. A HHH IlHlHHﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂlﬂlﬂﬂﬂlﬂlﬂlﬂ ' .l- i .-l .
- L R R S AN EEEEEEEEEEALEN F - . = EEREEEEEEEEEEELEREEN - &
" - e %At .S N g b M N e
% P ; ww I S g
" o _w - R TR B R A Y T
- L] - - I L R A B A SRR ERAESE ~ 2 0 ER.. e e s e e e e e e e e s e E
o ”...l.r' *r - _-. il r - : xi“l"l“l“l“lnxnlﬂanxﬂnuanlﬂl“n“l"l nuun..” EREENE LR LR R
] : R e e e xR | ’ : ’
- I . . X EZXRERESTERELNERTRNE I, o
L] . -’ X M EXXELNENNENEET = . q .
S . B . . . . .
Pl il e Y T T T Tl kSt S e e S o . . ... . .
. . . A ' A e i i i I
rr ittt e e et Ry Ry : - . ) : i T
- B AT Ry Tt R S OL B e ST C M e S N L e g
B B e B S S S - e N S Rl M
. .-llll...'. . - L. .. .lu ... ‘. - . . .. . . .. .. . . . e e e e e e e e e . . . . . . .
R N A e A
. . ﬂ.nl...-_“.”.q.-_.q.-_...-...-_..-_..-..l.l.,.l.,l.l.,.l.rl.,l.,l.,.l,.l.”l.”l“l“l.l“”.”_.lwl'. .
L ..
.......................... N .-I”..l”.-.-.l._.. ..
B T A N A Mo o e o M o oot B
. .?.'.l.l_.l.l.l...l...l...l..l...l..l..l-l...l.-lll.._lll.__lllllll.__l.__l.-l.__ . . Lot ”.I.”I..t.b..b..t.bfl...-ﬁb.. —...r. T..T..u"_.. . . .
. ..-..n_n_n.____._.-.__.__.!.__ e .-..!._..-.n.._-._.. Himll Dt B e By Benlt el el Bl BBt e By Sy By M- oy o o ey ey e B ol i B o e By | T el ol e ik o e e, o o e =EF . . ... .
e S TS e i SO
. om ., IT#...I...-.LI.— .i.l.lil.- o A . . .,..ll_.l..._.. T e . . . P o e S S Sl Sl el Sl el B e S R R,
. et __.-_..-.I. .I....I.....I..._.I..._.I....I....I....I....l....l..__.lm.l..._l.-l...I....lI. . . . R nal P T e alln ‘a - .&F.t.ll' . . . B R P R LN
LN L o . . . '.II... . - l- . . .'-. ‘. . ..-.ql..... o .H...n_-..q-.
R OL i e LGRS e S I SRR T 8 RO o o A
........................ . . o B T e . . e . Lo R A
a ' Lo Ca e - T . ) . . . . . . . . . ) . . . _-....-.q. _annnnxnaﬂl. xn.a. annxnlﬂrnxxnnaau .-.—..-.
o e FE PR T .. ' ... e B O e e o e T R
& - & i - ko r i LR EEA SRS E TN RS A
' wa F . P . & (L X XX XX ERE N ALREXEERRE X AR ]
PR e N Aﬂu O W e A R e
- ra . . .l..l.‘. (A X E AN AIAEXEINERESX K ACH.]
¥ - " - . - ' L] oA N MR N ENE N KR T - d
- ra F . . . 3 " - D ] X XERXEXXERXEXESRST 4 o1
T - T - ﬁr 1 - | AN X NN N NN roa q
o a F . - . » . - & XX XEXEREXEXESRN L IR
.. e ..—llnt..v.l-_tltuu‘ ' o S i )
- ra F . . - - ' E F N LI L] . -
¥ - " . . - ' E_IE ] r.- &
L Ear . . . . . om i ' . . .
r - T o - I FEA XA XN ra F
. e o o L > R gy X I -.__..l..-_. _—
o et N : C X AR Sl I o
- o Lo S S R ST U._m_ A
” ..".””... . LlIIflf..-_fiTIllTIllilililllililtltltlilililu.tulu..-.. .- .!..-.II-.. 1. qui.i.. .
R g A . . . . . . . . . .o . .
. —.—_"_.__._.1I...-_L. . . . . . . . . .
Y I T N R .“h )

'
e N R

Oct. 12, 2010

. . o,
. .I...- " by . l.l ” 4. - . 1.I . 1.i 1.'..' b_.l l..l.i..l..r.l..-..l.i..l.....‘..-...f‘..r‘.T.I.T.I.T.I.... L] i L]
. il - . e e e e s mrr o rom

.1_._H~““._.rﬂ_.-_ .

e T
. X ...u._..-._..__...-_qh.. a3
. . .:lqr..‘hvu .. ' al”.l”"
. . . . X ._.I_._h.l.._..l.... - _..I.T.I = . NN

o S I oo G |

roa_n1_95_3_ 93 LIS S T T
i Ji.lr.l.-.l-.l-.l' ¥ __.l-.I-.I—_.I—_.I—_.I__.I._.I—..I—.‘-..- L G I N ] A
Br ot 0 rr o r LR A

F F F F F F ¥
* +
..... " 1I.” e i
e D T O v W nr u arre ¥ s
) L F, . x T !
g A i 03
T R T _-i - N
. e T ™, VN e N I
S OOt 23 B e
A R I R .....". ) N R R T
R e L L A
.m.1. ; ) .r".l- .l".. 1“1..-.-
e ' h . " e
. e e AT
N - - B
...-“..Ha“x .|"”- .-". M T N B e 1.".1;."
A S g T N 1_...,.“.
1-_...- .HHHH .r-1l' - t-.l-1. 2 L T .
%o e e R A
e . G B
__u_nqun.w rnuxxunnnaxuxnaxa..”-..un. _."_......_...._._._._._..._._._._..... - ..l..l..l..l..l..l..l.-t.. ]
[ -
R T R R R R R K F e e
s S
l.-.-. .}.‘.‘.‘.‘.‘l‘.‘.‘".‘

U.S. Patent



L ttetatataaa et e e,

..::-.*'.*'. '

US 7,813,351 B2

o
.. il. . l1-
-.- L .I—_.IT.lT.IT.lT.lT.l-..lT.lU..lu..l.“..lh_..lh..lh..lh..l..'.l.“..lr.l.v.l.r.lT.I.T.li..l.._..l.flfl.'.-_
- : e =
L T S NI A . .
Ill_l...ll...ll...llllll...l...lllllllllllll . . . . . . . . . '
l“..l-. w l.._l...l.__l...l.__l...l.__.l.__l.__l...l.__l.__l.._.l...l.__l...l.__l.__lll...l....lll....l.__l.._l... * ) - ) ) ) .-.I.-n.l”lil.ll.ll.l.l.l.l.l.l..r.l.l.—l.l..r .rl.”_l..i.l.rl.l.l.l.%l -l._.-l._-. o l
l‘ -.ﬁ"h a_n_4_4 L. L g T T § §. & J‘. -1.--— . - . . il-'.‘.ﬂi - . ) . ” . . ) . . . . ) - ” . ” . ” H' --------------------------
" e R N ._...-u.- . . e, o i e
___...r.qﬂ.-fr+.4tu.4+._....-.t—.ﬁr-.umuuﬂ--ﬂttu-r ... .,t..._._hM n.m ; it .. ......_..._.rl.vv.r.rrt.r.r.r.r.r.r.r.r.r.r.rrlr.rt.-rl. ;
.1--..-.-' ‘.“*I‘i.“i‘i‘.‘i‘i.ﬂ“.h‘ ‘ -. ‘. .'... - . L] . . - . . .—. ......................................... l..
. . : . ".—. i ..*1.41.*1.'1.‘1.‘1*-.'1*.1*1-' .‘1.*1.*1*1.*1.*.1.;‘1*1.”' “. .
. .k » .
. "». nHa"l ! ”- ______"
. . L ] A
! - s Ny xR e
- . “.-_ n". . "». HHHHH e
k o - g X _ .”-“._._
I T Lo X e e
' A ] . . . . an +" i e
. " LB ‘X " rx -
__ T R o o e sl
y R * . A e o Rk A D
.- ”" . . .." "h nnan.__. n.__.au__.nx.n n nanana:anunl“a ___"
. . . . A . d
.- . ._.lrll A My 1tt!.itluiqiujtltltltttltltl-1tlu1
. . . . |". . . l.l”.l_ l”.l”.l_.l“.l”.l_.l”.l“.l“.l“.l“.l“ l“.l“.l“.l“.l_.l.ﬂl“l“l“
1 N xR e At R

=
e

Sheet 3 of 5

.,... .. . . ...-.,..,..,....,.
..F. . - . ...r-r-'r' E N

. . .. . i -
0 o "t : "n ﬁ””.m W st r._-unh_ "» .q_n_. ". .
. . . . L Al B -k - a -
...... gt T + i .ﬂiw.”.m"‘fm.:.q1 ¥ m .F o
oo PR X r ) = A A .ﬁ.. i ﬁ . _-._' xrxvuru_.nnrurrrxrupxrxrur:rxrur:rr e
R R R R R R R R R R R R R R R R T » X L . B e i R e g .
1 .-_L ' lll;lllllllll}.lmlfl-.lrljlllnlnl-lnlllrl. “ . - 'y .._.. P, . . . . . . ?I,I.L-. . . . . il .-.'..-. [ v”H"H“H”H“H”H“H”H”H“H”H”ﬂ”ﬂ"ﬂ"ﬂ”ﬂ” ' "l
- o ...._. ] . - o S e I - e e R R N e e
SR I X - a X . e e e e - LI B o o R R N e
R M e .H-_. I [l nlma 1 e u__._rnnaann:Hﬂﬂ#ﬂ:ﬂﬂﬂﬂﬂﬂﬂ!ﬂﬂﬂ:ﬂ#ﬂlﬂﬂ -
e o e RO e ' . e X i ¥
A XX R O | T R T N
2 ’ L e Vo o e - A - " L % e o e e e A ‘n
.. ¥ (X A - X . Er N e e i
A XN B X P W e e e X o mx e ]
T % ) T T . ) T E- S ..ua.. e
. ¥ . (X E TR ol | . . E o XXX XXX X XXX TRERER [
A R X - how . B e o e e e e e e e e e B
. . e Cl | . ar FX XX XERREX N EX X xR e ol
& e t“. H “n“r."a“l .|". “- hx i - ."w. nnana..___annﬂnnnaaannanaaalaanann 1 1"| .
- ¥ ‘'R EER X Tw . e - ‘n' - e e e e e e O
2 g g e ; . . e e e e
. “L ' ”" ' ”" . - . e E L.-..—_.l.u..l“..lv..l”..I“..l.—_.l..—_.l..l..l..I..l”..l”.i...l.”..l..I..l...l..—_.l..l...l...lul
1 ;! L ", - - .
) 'L 'R I- M
: . .'.'...-..n.._ﬂ.“ .F..‘.”‘r.mi.‘.—.‘.....1..1.-1...“-.- .F..ﬂ..ﬂ.] ! ~ 4
. 4 P |
[ ] = W - oo e -
)
ol )
~ . e} e ¢

lln.,..l.l-_. L-m.-.l. ' S RN lnlnl_.l_.l...l,.l_.lnl,.l,.l.,.l_nl,.l,.l lL .

. . , .-.i. 4 l .w.l.-.i.ﬂ. 1 -..lb..-_.-i. l.f-...-_..l .Ih' aﬂ".‘.”.[.”..h nl-.-. . uq.l.._...l.._..l.—_..-—_..l.—_..l.—_...._..I....I....I....I.—...I..%.__.ll. ..
L Lm._“.Lt.l.LL-wi.L_LthL_L 't -___.i .. L ettt et et e et l..__..__.l.lp.

. .
. ”.,",.”a”x”;Hp“x”auana"xupn."a“ﬁx" .
0 I O I

) Ha"n”a”nxa"nxnxaaa:axuannaaunnana
xR,

” ;. R N
o w

u.

l'llll

Al

__.;_.__.;_.'__.'__.__.'_:_________._
Ty wTyww '1

L N BN N Y

b

'h

U.S. Patent

P N - |

e



U.S. Patent Oct. 12, 2010 Sheet 4 of 5 US 7.813.351 B2

DETERMINE FEATURE VECTORS

301
FORM CLUSTERS USING FEATURE

VECTORS 205

SELECT CLUSTER HEAD
303

ESTIMATE AVAILABLE

BANDWIDTH BASED ON

BANDWIDTH MEASUREMENTS 303

FOR CLUSTER HEAD

FIG. 3



US 7,813,351 B2

Sheet 5 of 5

Oct. 12, 2010

U.S. Patent

olLPp

JOVHOLS
SSVIN

90V

JOV4431LNI
HAOMLAN

AJOWEN

1407

149)%
S30IA3A O/l

GOv

JOSS300dd

cOv




US 7,813,351 B2

1
AVAILABLE BANDWIDTH ESTIMATION

BACKGROUND

Large networks, such as the Internet, provide the inira-
structure for many peer-to-peer systems and are now being
used to provide a variety of services to users. Some recent
Internet applications require high bandwidth. Live, high-
quality, streaming video, video conferencing, and graphic-
intensive multiplayer games are examples of high-bandwidth
applications.

A Tundamental challenge in effectively utilizing high-
bandwidth network services 1s to provide these services and
other data transmission without affecting the quality of the
services. Quality of Service ((QoS) routing 1s a major factor in
providing these services. However, selecting routes that pro-
vide the performance required by the service 1s difficult.

Accurately measuring metrics for computing network
routes can be difficult. This 1s especially true when determin-
ing bandwidth. Measuring bandwidth 1s a computational and
resource mntensive process. It is difficult to conduct bandwidth
measurements for large networks, such as the Internet, having,
a large number of paths. Measuring simultaneously on mul-
tiple paths may cause interference to measurement tools and
may generate cross traific, thus making 1t difficult to get
accurate measurements in real-time. Furthermore, bandwidth
changes quite rapidly and the measurements need to be
updated frequently. In a large network, continuously measur-
ing bandwidth would be infeasible because of the large mea-
surement overhead.

BRIEF DESCRIPTION OF THE DRAWINGS

Various features of the embodiments can be more fully
appreciated, as the same become better understood with ret-
erence to the following detailed description of the embodi-
ments when considered in connection with the accompanying,
figures, 1n which:

FI1G. 1 1llustrates a network including nodes, according to
an embodiment;

FIGS. 2A-B illustrate examples of nodes that may and may
not be clustered, according to an embodiment;

FI1G. 3 1llustrates a flow chart of a method for estimating
available bandwidth, according to an embodiment; and

FIG. 4 illustrates a computer system, according to an
embodiment.

DETAILED DESCRIPTION OF TH
EMBODIMENTS

(Ll

According to embodiments described herein, efficient and
scalable methods for estimating available bandwidth for an
end-to-end path are provided. In one embodiment, a relatively
stable network metric, when compared to available band-
width, 1s used to i1dentily clusters of nodes that are likely to
have similar available bandwidths to other nodes 1n the net-
work. Examples of a stable network metric include but are not
limited to capacity and last m-hops 1n network paths. A rep-
resentative node 1s selected from each cluster, referred to as
the cluster head, and available bandwidth 1s measured from
the cluster head to all other nodes 1n the network outside the
cluster. The measured available bandwidth from the cluster
head may be used as an estimation of available bandwidth
from each of the nodes in the cluster. Thus, much fewer
available bandwidth measurements are performed to deter-
mine available bandwidth between all the nodes 1n a network.
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2

This represents a significant savings in terms ol network
tratfic and time to determine available bandwidth between the
nodes 1n a network.

After the available bandwidths between the nodes are
determined, the available bandwidths may be stored, dis-
played or conveyed to a user or another node in the network.
The available bandwidths may be used to select a path for
transmitting data to a destination. In one example, the avail-
able bandwidths are used to select a path that meets the
requirements for providing a service. For example, a service
provided to a user over a network, such as the Internet, may
require a mimmimum available bandwidth. A path 1s selected in
the network that has an available bandwidth greater than or
equal to the required minimum available bandwidth. Other
network metrics, such as latency, throughput, loss rate, etc., in
addition to available bandwidth, may be considered when
selecting a path.

As used herein capacity 1s the maximum transmission rate
ol a data transmission on a link or end-to-end path, assuming
the data transmission has full access to the link or path with-
out any other network traffic on the link or path. Capacity
measurements create network traific. However, a capacity
measurement 1s typically valid for a much longer period of
time, so the periodicity of performing these measurements to
be used for determining available bandwidth 1s less.

Available bandwidth 1s the transmission rate of a data
transmission on a link or path with other network tratfic on the
link or path. The network traffic typically varies over time, so
the available bandwidth varies over time and 1s generally less
stable than capacity.

Equation 1 provides a more formal description of available
bandwidth for a path as the minimum unused capacity of the
path during a time nterval (t,,t,).

Equation 1:

B(1, 1p)
Ih — 1

AB[Il, Iz] = (' —

In Equation 1, AB is the available bandwidth in bits per
second (bps) for the time 1nterval (t,,t,), C 1s the capacity of
the path and B 1s the measured traffic on the path during the
time 1nterval.

An end-to-end path 1n a network between a source and a
destination, also referred to as a path or network path, may be
comprised of one or more links. The available bandwidth or
capacity of a path comprised of multiple links may be char-
acterized by the link 1n the path having the lowest capacity or

lowest available bandwidth. This link may be referred to as
the bottleneck link.

FIG. 1 illustrates a network 100 including nodes. An
example of the network 100 includes a large-scale network,
such as the Internet. However, the embodiments may be
implemented 1n smaller networks.

A node 1s any device that may send and/or receive mes-
sages via the network and that 1s typically operable to perform
some type of data processing. Examples of nodes include
routers, servers, and end-user devices, such as personal digi-
tal assistants (PDAs), personal computers, laptops, and cel-
lular phones. The nodes 110 may be operable to route data 1n
the network 100 along network paths.

FIG. 1 shows a source node 110x and a destination node
110y. A path 130 between the source node 110x and the
destination node 110y includes links 131a-¢ and intermediate
nodes 1107-u. The path 130, for example, 1s an IP network
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path for routing data between the source node 110x and the
destination node 110y, as 1s known 1n the art.

The slowest link of the path 130 determines the maximum
available bandwidth of the entire path 130. For example, 1f the
available bandwidths for the links 131a-e are 20, 50, 100, 30
and 1 Mbps respectively, the maximum available bandwidth
for the path 130 1s 1 Mbps. IT a service, such as streaming
media, or a bulk transfer of data to be provided to the desti-
nation node 110y requires over 1 Mbps to provide the service,
the path 130 may not be selected to provide the service if
another path to the destination node 110y with available band-
width greater than 1 Mbps 1s available for providing the
service. For example, another path and/or another source
providing the same service may be used to provide the ser-
vice. The path 130 may be selected 11 the service requires less
than or equal to 1 Mbps available bandwidth. Similarly to
available bandwidth, the link having the lowest capacity 1n
the path 130 may be used as the maximum capacity of the
entire path 130.

According to an embodiment, nodes are clustered to esti-
mate available bandwidth with reduced overhead. Nodes are
clustered based on the sameness of their view of the network
in terms ol a network metric, such as bandwidth, capacity, last
m-hops, etc. F1IGS. 2A-B illustrate examples ol nodes that can
or cannot be clustered based on their views of the network.

FI1G. 2A 1llustrates nodes 110e-/ 1n the network 100. Each
of the nodes 110e¢-j measures a network metric, i this
example bandwidth, to all the other nodes. FIG. 2A shows the
measured bandwidths, which are access bandwidth for each
of the nodes. The access bandwidth 1s the transmission rate on
the link closest to the node providing access to the network. In
the examples shown 1n FIGS. 2A-B, the lowest bandwidth of
any path (1.e., the bandwidth of the bottleneck link 1n the path)
happens to be the access bandwidth of one of the two end
nodes of the path, and thus the minimum of the end nodes’

access bandwidths may be considered as the bandwidth for
the entire path. As shown in FIG. 2A, the access bandwidths

for the nodes 110e-j are 100, 10, 50, 350, 1 and 100 Mbps,
respectively.

The view of the network for the node 110e, shown as 201e,
1s the bandwidth for each of the paths from the node 110e to
the nodes 1107-7, respectively 1n this example. The view 201e
includes 10, 50, 50, and 1 Mbps, which are the bandwidths for
the paths between the node 110e and the nodes 110/-i, respec-
tively. Similarly, the view of the network for the node 110y,
shown as 2017, includes 10, 50, 50, and 1 Mbps, which are the
access bandwidths for the nodes 110/-i, respectively. The
view 201; represents the bandwidth for each of the paths from
the node 110e to the nodes 110/-/, respectively. The views
201e and 2017 are the same, and thus the nodes 110e and 110/
may be clustered for estimating available bandwidth.

FI1G. 2B 1s an example of nodes that cannot be clustered. As
shown 1n FIG. 2B, the view of the network for the node 110e,
shown as 201e, includes 10, 50, 50, and 1 Mbps, as described
above. The view 2014 for the node 110k1s 1, 1, 1, 1 Mbps,
which are the bandwidths for the paths between the node 1104
and the nodes 110/-i, respectively. The bandwidth 1s 1 Mbps
tor each path because that 1s the bandwidth of the bottleneck
link of each path. The views 201e and 201% are substantially
different. Thus, the nodes 110e¢ and 1104 may not be clus-
tered.

The examples shown in FIGS. 2A-B are simplistic and 1t
will be apparent to one of ordinary skill 1n the art that other
metrics may be used to determine views ol the network.
Furthermore, views may not exactly match, but may still be
considered close enough for placing the respective nodes 1n
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the same cluster. Criteria for comparing views to determine
whether to place nodes 1n the same cluster are described 1n
turther detail below.

Through testing, 1t has been observed that many paths 1n a
large network, such as the Internet, are shared. Also, most
bottleneck links are in the first or last four hops i a path
between a source and destination node. Also, tight and narrow
links 1n a path are the same. A tight link 1s a link 1n a path with
the smallest capacity. A narrow link 1s a link 1n a path with the
smallest available bandwidth. Based on these observations,
clustering approaches for determining available bandwidth
for a path, according to embodiments, 1s described with
respect to FI1G. 3.

FIG. 3 1llustrates a method for estimating available band-
width using a clustering approach. FIG. 3 1s described with
respect to FIGS. 1 and 2A-B by way of example and not
limitation.

At step 301, feature vectors are determined for each node.
The views 201e, 201;, and 201% are examples of feature
vectors. For example each node measures a network metric
between 1tself and every other node 1n the network or a set of
nodes 1n the network. The measurements are the feature vec-
tor. The views 201e, 2017, and 2014 shown in FIGS. 2A-B are
examples of feature vectors and the network metric 1s band-
width for those feature vectors.

In one embodiment, the feature vectors include capacity
measurements. For example, the nodes 110e-7 shown 1n FIG.
2 A each measure capacity to each other to determine feature
vectors for each of the nodes. Bandwidth and capacity mea-
surement tools known 1n the art may be used to perform the
measurements.

Capacity measurements create network tratfic. However,
capacity 1s a relatively stable network metric and 1s typically
valid for a much longer period of time, when compared to
other metrics, such as available bandwidth, which are depen-
dent on current network traffic. Thus, the periodicity of per-
forming capacity measurements for feature vectors to be used
for determining available bandwidth 1s less. Furthermore,
since 1t has been observed that tight and narrow links 1n a path
tend to be the same, capacity may be leveraged to determine
available bandwidth for a path.

In another embodiment, the feature vectors include the last
m-hops for each path. For example, each of the nodes 110e-;
shown 1n FIG. 2A perform traceroutes to each other. The
traceroutes are used to determine the last m-hops for each
path between each of the nodes 110e-/. For example, 11 m=4,
the feature vector for the node 110¢ includes the last 4 hops in
cach path between the node 110e and the nodes 110/-i. This
may mclude a umique ID of the last four nodes in each path or
some other representation of the last four nodes 1n each path.
Since 1t has been observed that many paths 1n a large network
are shared, nodes that are common for two different paths
may be used as the metric for clustering.

At step 302, the feature vectors are used to form clusters.
Clusters are formed based on the “sameness” of the nodes
view of the network 1n terms of a network metric, such as
capacity, last hops 1n a path, etc. Sameness 1s determined from
the feature vectors and distance metrics computed from the
feature vectors as described below.

According to an embodiment, feature vectors are com-
prised of capacity measurements. Using the capacity mea-
surements, a distance metric between any two given nodes 1n
the network 1s computed to determine sameness between the
nodes and to form clusters. For example, given a node pair
and assuming n number of nodes are in the network, the
distance metric 1s the average of the normalized differences
between the capacity from the first node 1n the pair and the
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capacity from the second node 1n the pair to each other (n-2)
nodes. For example, two nodes, such as the node 110e and the
node 1107, shown 1n FIG. 2A, are being compared. Assuming
the network 100 includes n number of nodes, the average of
the normalized differences between the capacity from node
110e and the capacity from the node 110/ to each of the other
(n—2) nodes 1s computed. This computation 1s performed for
every node pair. The result for each computation, for
example, 1s a number between O and 1. Depending on where
the threshold 1s set, the pair 1s erther placed 1n the same cluster
or not. Alternatively, the computation results are used as input
to a known clustering function, such as k-means clustering,
and the function determines the clusters.

Computing the distance metric for each pair of nodes 1s as
follows: given n number of nodes in the network, a compu-
tation 1s performed for each node pair (1, 7). At step 301, for
example, capacity 1s measured from each of the nodes 1 and ;
to every other node in the network to determine the feature
vectors. A capacity measurement from the node1to anode k
1s represented as Cap(N, ), and Cap(N,,) represents the
capacity measurement from the node j to node k 1n the net-
work. A difference 1s computed. The difference is the capacity
from node 1 to node k minus the capacity from node 1 to node
k. The difference 1s divided by the maximum of the capacities
from node 1 to node k and from node j to node k. This
computation 1s represented by Equation 2 as follows:

Equation 2:

|CQP(NIR) Cﬂp(Njk)l
MHK(CﬂP(NI k) CﬂP(NJ 9),

ok
Diff!; =

The difference calculated in equation 2 1s averaged across
all other (n-2) nodes 1n the network. Thus, equation 2 1s
calculated for each node k, where k represents the nodes 1n the
network other than the nodes 1 and . The number of nodes k
1s (n-2). The computation for averaging the differences
across all other (n-2) nodes 1s shown in Equation 3 as follows:

Equation 3:

* it

The normalized difference calculated 1n Equation 3, for
example, 1s a number between O and 1 and 1s the distance
metric for the pair. If the capacities are the same, then the
difference 1s O and then the nodes 1 and 1 have the same view
and are placed in the same cluster. Generally, 11 the normal-
1zed diflerence 1s closer to 0, the nodes are placed in the same
cluster. If the normalized difference 1s closer to 1, the nodes
are not placed in the same cluster. In one embodiment, the
results of Equation 3 for each node pair 1n the network are
used as input to a known clustering function, such as k-means
clustering, and the function determines the clusters.

The distance metric may be calculated for a subset of nodes
in the network instead of all the nodes in the network. For
example, n 1s a number of nodes 1n the subset of nodes 1n the
network; (n-2) 1s a number of the nodes 1n the subset except
for the node pair; and k represents each node 1n the subset.

According to another embodiment, paths are used to deter-
mine feature vectors. For example, as described above, the
last m-hops to all destination nodes are provided in the feature
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vectors for each node. A distance metric representing path
similarity 1s calculated, which measures the fraction of nodes
that are common between the routes from two nodes 1n a node
pair to a common destination and averages over all destina-
tions. Any standard clustering techmque may then be applied
to obtain the clusters. A distance metric of 1 implies nodes can
be clustered and a distance metric of O implies nodes cannot
be clustered.

Computing the distance metric for each pair of node 1s as
follows: given n number of nodes 1n the network, a compu-
tation 1s performed for each pair of source nodes 1 and j. and
a destination node k. At step 301, for example, the last m-hops
are determined for the two paths between nodes 1 and k and
nodes 1 and k. For each of the heps h ranging from 1 to m, a
hop similarity function HS, . (h) 1S eemputed as shown 1n
Equation 4 as follows, where N, £ "and N, k are the node 1d’s
for the h”” hop on the paths between nodes i 1 and k and nodes
1and k respeetwely Note that N, ; " and N, " could be part of
k™ entry in the feature vectors for nodes 1 and 7 as discussed
betore.

HS, f(h)zl if (NI-?;{ ) else HS; k(}z) =() Equation 4

For example, for m:4, in computing the feature vector for
a node 1, the intermediate nodes at the last 4 hops (h,, h,, h,,

h,) to each destination node k are used. Assume that the last
four hops from node 1 to the node k are 110/, 1107, 110/ and

1104, and the last four hops from node 7 to the node k1s 1107,
110:, 110x, 110y. The results of equation 4 for nodes 1 and j
with respect to destination k1s 1, 1, O, and 0, because h, and

h, are the same in both feature vectors and h, and h, are
different.

The path similanity (PS) of two paths from node 1 to k and
node ] to k 1s computed as a function of the sum of HS, f(h) for
cach of the m hops as follows:

Equation 3:

ZH )

i

PS¢ . =

.E,J'

In the example above where the last four hops from node 1
to the node k are 110/, 1107, 110; and 1104 and the last four
hops from node j to the nodek are 110/, 1107, 110x, 110y, the

result of equation 5 1s 2/4.

PS, ; 1s averaged over the set of all other destination nodes
k, such that k=1, 1. The normalized PS 1s the distance metric
and 1s calculated using Equation 6:

Equation 6:
k
Z Pst.
. Vi, ]
Y (=2

Thus, at step 302, a distance metric matrix including the
distance metric for every node pair 1s created. If a known
clustering function, such as k-means clustering function, 1s
used to form the clusters, the distance matrix metric along
with the number of clusters to be formed 1s 1nput nto the
clustering function to form the clusters of nodes.

At step 303, a cluster head 1s selected for each cluster. For
example, once the clusters are created, each cluster elects 1ts
cluster representative, 1.¢., the cluster head, which then con-
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ducts bandwidth measurements to the nodes outside the clus-
ter. The cluster representative may be chosen by a number of
techniques.

In a direct approach for determining the cluster head, the
cluster head 1s chosen, for example randomly, and available
bandwidth measurements from the cluster head are consid-
ered estimations from all the nodes 1n the cluster.

Available bandwidth measurements are also performed to
obtain the bandwidths between the nodes 1nside each cluster.
These measurements may be used to identily a bottleneck
link close to the source and for selecting a cluster head using
a second approach, referred to as the min-use approach. In
this approach, 1f available bandwidth between a node 1n the
cluster, referred to as a source node in the cluster, and the
cluster head 1s less than the available bandwidth between the
cluster head and a node outside the cluster, referred to as a
destination node outside the cluster, the available bandwidth
between the source node 1n the cluster and the cluster head 1s
used as the estimation of available bandwidth between the
source node and that destination node. The min-use approach
accounts for bottleneck links that may be closer to the source
node rather than the destination node. These bottleneck links
may beused as the estimation of available bandwidth from the
nodes 1n the cluster. If the bandwidths between the cluster
head and the nodes outside the cluster are smaller than the
bandwidths between the nodes 1n the cluster and the cluster
head, the bottleneck links may be close to the destination.
Then, the bandwidths between the cluster head and the nodes
outside the cluster may be used as the estimation of available
bandwidth for the nodes 1n the cluster.

For example, nodes 110e and 1107 are 1n the same cluster,
and the node 110¢ 1s selected as the cluster head using the
direct approach. The node 110e measures available band-
widths to all the nodes outside the cluster. Assume the node 1s
110g 1s outside the cluster. If the available bandwidth between
110¢ and 110g 1s 10 Mbps and the available bandwidth
between 110e and 1107 1s 5 Mbps, then 5 Mbps may be used
as the available bandwidth to the destination 110g from node
110;. If the available bandwidth between another node 1n the
cluster and 110e 1s less than 5 Mbps, then that available
bandwidth may be used as the available bandwidth to the
destination 110g from that node.

At step 304, available bandwidth measurements from a
single node 1n the cluster are used as an estimation of avail-
able bandwidth from all the nodes 1n the cluster.

FIG. 4 illustrates an exemplary block diagram of a com-
puter system 400 that may be used as a node 1n the network
100. The computer system 400 includes one or more proces-
sors, such as processor 402, providing an execution platform
for executing software.

Commands and data from the processor 402 are commu-
nicated over a communication bus 405. The computer system
400 also includes a main memory 404, such as a Random
Access Memory (RAM), where software may be resident
during runtime, and a secondary memory 406. The secondary
memory 406 includes, for example, a hard disk drive and/or a
removable storage drive, representing a floppy diskette drive,
a magnetic tape drive, a compact disk drive, etc., or a non-
volatile memory where a copy of the soltware may be stored.
The secondary memory 406 may also include ROM (read
only memory), EPROM (erasable, programmable ROM),
EEPROM (electrically erasable, programmable ROM). In
addition to software for routing and other steps described
herein, routing tables, capacities for overlay paths, available
bandwidths for overlay paths, and other data may be stored in
the main memory 404 and/or the secondary memory 406. The

10

15

20

25

30

35

40

45

50

55

60

65

8

memories 404 and/or 406 may store network metric measure-
ments, including feature vectors and measured available
bandwidths.

A user interfaces with the computer system 400 with one or
more I/0 devices 404, such as a keyboard, a mouse, a stylus,
display, and the like. A network interface 416 1s provided for
communicating with other nodes in the network 100.

One or more of the steps of the method 300 and other steps
described herein may be implemented as software embedded
on a computer readable medium, such as the memory 404
and/or 406, and executed on the computer system 400, for
example, by the processor 402. The steps may be embodied
by a computer program, which may exist in a variety of forms
both active and inactive. For example, they may exist as
soltware program(s) comprised of program instructions in
source code, object code, executable code or other formats for
performing some of the steps. Any of the above may be
embodied on a computer readable medium, which include
storage devices and signals, in compressed or uncompressed
form. Examples of suitable computer readable storage
devices include conventional computer system RAM (ran-
dom access memory), ROM (read only memory), EPROM
(erasable, programmable ROM), EEPROM (electrically eras-
able, programmable ROM), and magnetic or optical disks or
tapes. Examples of computer readable signals, whether
modulated using a carrier or not, are signals that a computer
system hosting or running the computer program may be
configured to access, including signals downloaded through
the Internet or other networks. Concrete examples of the
foregoing include distribution of the programs on a CD ROM
or via Internet download. In a sense, the Internet itself, as an
abstract entity, 1s a computer readable medium. The same 1s
true of computer networks 1n general. It 1s therefore to be
understood that those functions enumerated below may be
performed by any electronic device capable of executing the
above-described functions.

While the embodiments have been described with refer-
ence to examples, those skilled in the art will be able to make
various modifications to the described embodiments without
departing from the scope of the claimed embodiments.

What 1s claimed 1s:
1. A method of estimating available bandwidth between
nodes 1n a network, the method comprising:
determining, feature vectors for each node based on a net-
work metric;

determiming clusters of the nodes based on the feature
vectors;

selecting a cluster head for each cluster;

for at least one cluster of the clusters, determiming a first
available bandwidth from the cluster head of the at least
one cluster to a destination node outside the at least one
cluster:;

determining a second available bandwidth between the
cluster head of the at least one cluster and a source node
in the at least one cluster:

determining a minimum of the first available bandwidth
and the second available bandwidth:

using, by a computer, the minimum as an estimation of
available bandwidth between the source node and the
destination node; and

using the minimum for communicating between the source
node and the destination node.

2. The method of claim 1, wherein determining feature

vectors comprises:

measuring capacity from each node to every other node 1n

the network to determine the feature vectors.
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3. The method of claim 1, wherein determining feature
vectors comprises:
determining last m-hops 1n paths between each node and
every other node 1n the network to determine the feature
vectors, where m represents one or more hops. 5
4. The method of claim 1, wherein determining clusters of
the nodes based on the feature vectors comprises:

for every pair of the nodes, determiming a sameness of the

nodes based on the network metric; and

placing each pair of the nodes 1n the same cluster based on 10

the sameness.

5. The method of claim 4, wherein determining a sameness
COmMprises:

computing a distance metric from the feature vectors for

cach pair of nodes; and 15
determining the sameness for the pair ofnodes based on the
distance metric.

6. The method of claim 5, wherein determining clusters
COmMprises:

using the distance metrics for all the node pairs as input to 29

a clustering function to determine the clusters.

7. The method of claim 5, wherein every node pair 1s
represented by a first node and a second node and there are n
nodes 1n the network, and computing the distance metric
comprises: 2>

for each pair of nodes computing an average of a normal-

1zed difference between capacities from the first and
second nodes to each one of other (n-2) nodes.

8. The method of claim 5, wherein the feature vectors
comprise last m-hops, where m represents one or more hops,
and every node pair 1s represented by a first node and a second
node and there are n nodes 1n the network, computing the
distance metric comprises:

for each pair of nodes computing a value indicative of a

fraction of nodes that are common between routes from
the first and second nodes to all other nodes 1n the net-
work; and

averaging the values over n-2.

9. The method of claim 1, further comprising;

estimating available bandwidth for all the nodes 1n a cluster

of the clusters based on bottleneck links close to each of
the nodes outside the cluster 1n paths from the cluster
head.

10. The method of claim 1, further comprising:

estimating available bandwidth for all the nodes 1n a cluster

of the clusters based on bottleneck links close to the
cluster head or close to other nodes 1n the cluster.

11. A computer program embedded on a non-transitory
computer readable storage device, the computer program
including instructions that when executed by a processor
implement a method comprising:

determining feature vectors for each node of a plurality of

nodes 1n a network based on a network metric of capac-
ity:; 55
determining clusters of the plurality of nodes based on the
feature vectors,
wherein determining clusters of the plurality of nodes
based on the feature vectors includes
for every pair of the nodes, determining a sameness of 60
the pair based on the network metric and a distance
metric computed from the feature vectors for the
pair of nodes; and
placing each pair of the nodes 1n the same cluster
based on the sameness, 65
wherein there are n nodes 1n the plurality of nodes 1n the
network, and computing the distance metric includes
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for each pair of nodes computing an average of a
normalized difference between the capacity from
cach of a first node and a second node 1n the pair to
cach one of other (n-2) nodes, where n 1s a number
of the plurality of nodes; selecting a cluster head for
each cluster;

for each cluster, determining available bandwidths
between the cluster head and nodes outside the cluster:
and

using the available bandwidths between the cluster head
and nodes outside the cluster as estimations of available
bandwidths for the nodes in the cluster.

12. The computer program of claim 11, wherein determin-

ing clusters comprises:

using the distance metrics for all the pairs of nodes as input
to a clustering function to determine the clusters.

13. A computer program embedded on a non-transitory
computer readable storage device, the computer program
including instructions that when executed by a processor
implement a method comprising:

determining feature vectors for each node of a plurality of
nodes 1n a network based on a network metric of last-m
hops, where m represents one or more hops;

determining clusters of the plurality of nodes based on the
feature vectors,
wherein determining clusters of the plurality of nodes

based on the feature vectors includes

for every pair of the nodes, determining a sameness of
the pair based on the network metric and a distance
metric computed from the feature vectors for the
pair of nodes; and

placing each pair of the nodes 1n the same cluster
based on the sameness,

wherein there are n nodes 1n the plurality of nodes 1n the

network, and computing the distance metric includes

for each pair of nodes computing a value indicative of

a fraction of nodes that are common between routes

from each of a first node and a second node 1n the

pair to all other nodes of the plurality of nodes in the
network; and

averaging the values over n-2, where n 1s a number of
the plurality of nodes;

selecting a cluster head for each cluster;

for each cluster, determining available bandwidths
between the cluster head and nodes outside the cluster:
and

using the available bandwidths between the cluster head
and nodes outside the cluster as estimations of available
bandwidths for the nodes 1n the cluster.

14. A node of a plurality of nodes 1n a cluster, wherein the
node 1s a cluster head of the cluster and the plurality of nodes
are 1n a network, the node comprising:

a memory storing available bandwidth measurements
between the node and nodes 1n the network outside the
cluster; and

a processor operable to
determine a first available bandwidth from the cluster

head to a destination node outside the cluster,

determine second available bandwidth between the clus-
ter head and a source node 1n the cluster,

determine a minimum of the first available bandwidth
and the second available bandwidth,

use the minimum as an estimation of available band-
width between the source node and the destination
node, and

use the minimum for communication between the
source node and the destination node.
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15. The node of claim 14, wherein the memory stores a nodes based on a comparison of the feature vector for the
feature vector of network metric values, and the network node and the feature vectors for all the other nodes 1n the
metric values are associated with network paths between the plurality of nodes 1n the cluster.

node and other nodes in the network, wherein the node 1s
placed 1n a same cluster as all other nodes 1n the plurality of %k ok ok *
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