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1
HIERARCHICAL MODULL

FIELD OF THE INVENTION

The present mvention relates to a memory module and
especially to a hierarchical module architecture that facili-
tates coping with high-speed performance.

BACKGROUND OF THE INVENTION

A DIMM (Dual Inline Memory Module) has card edge
connectors for transmitting and receiving electric signals

externally where electric signals are assigned to the front and
back of the board (one row each), and various kinds of prod-
ucts such as DDR (Double Data Rate), SDRAM (Synchro-
nous DRAM), and 184-pin DIMM (400 MHz/256 MB) have
been on the market. A DIMM 1s used for PCs and worksta-
tions, for instance, and mounted on the board perpendicularly
using a DIMM socket.

FIG. 5 1s a drawing showing an example of the structure of
a conventional memory module (multidrop system). In refer-
ence to FIG. 5, first module substrates 10, each of which has
multiple DRAMSs 11 (eight of them, for example), are mnserted
into sockets 30 soldered to a motherboard 40. In the example
shown 1n FIG. 5, eight of the first module substrates 10 are
mounted, and the eight first modules 10, through 10, are
bus-connected and connected to a LSI 60 for controlling
DRAM controllers. The controller LSI 60 1s connected to a
CPU, not shown in the drawing, on the motherboard 40.
Hereinatter, the structure comprising the first module sub-
strates 10 and the DRAMSs 11 shown in FIG. 5 1s called the
first module. The first module corresponds to the above-
mentioned DIMM. Further, the first module substrates 10,
through 10, are referred to as the first module substrate 10
when a number 1s not specified.

In the case of the structure shown 1n FIG. 5, when the data
transier rate reaches high-speed, signal deterioration at the
pins of the bus-connected first modules 10 becomes apparent.
Furthermore, when the data transfer rate of each pin of the
first modules 10 exceeds, for instance, 500 Mbps (megabits
per second), no more than two first modules can be connected.

If a structure where multiple first modules are parallel-
connected 1s employed as a countermeasure to the problem of
the bus structure shown 1n FIG. 3, the numbers of the wiring,
lines and wiring layers on the motherboard and the wiring
constraint increase. For instance, 1f eight of the first modules
are parallel-connected, the motherboard will require not less
than eight layers, resulting in a cost increase. Therefore, 1t 1s
difficult to increase capacity.

For instance, as means for reducing the number of the
wiring lines on the motherboard, a structure where the first
module substrates are cascade-connected (daisy chain
method), shown 1in FIG. 6, 1s known. The data from the
controller LSI 60 1s transferred via the first module substrates
one after another, and reaches its ultimate destination, the
DRAM. Also, the output from the DRAM 11 of the nghtmost
first module substrate 10, 1s inputted 1nto the controller LSI
60 after passing through the first module substrates 10,
through 10, one after another.

Furthermore, 1n order to reduce the number of the pins on
the first module substrates and increase the data transier
speed, a technique of increasing the speed of the input/output
of the DRAM by multiplexing 1t 1s also known. (Refer to
Non-Patent Document 1, for example.) However, 1n the case
of the above-mentioned technique where the mput/output of
the DRAM 1s multiplexed to increase its speed, for instance,
in order for the data to pass through all the eight first module
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substrates 10, to 104, each first module substrate requires
input/output pins. In this case, the actual overall data transfer
speed 1s %2 at the first module compared to the data transfer
speed of the interface of each module and the number of the
pins on the first module since the mput and output of the
DRAM are multiplexed. Therefore, the test cost for the inter-
face of the first module 1s doubled. (For example, the test time

1s doubled.)

Further, in the structure shown i1n FIG. 6, the more the
number of the cascade-connected first module substrates 10
increases, the more the data transfer rate per interface
decreases, divided by the number of the cascade-connected
module substrates.

For 1nstance, 1n the case where the first modules have:

10 incoming send/receive channels (send: 2 pins/1 chan-
nel, receive: 2 pins/1 channel, a total of 40 pins)

10 outgoing send/receive channels (send: 2 pins/1 channel,
receive: 2 pins/1 channel, a total of 40 pins)

a data rate of 2 Gbps per channel
Eight modules connected

The overall number of the high-speed interfaces 1s (10+
10)x8=160 send/recerve channels, and the overall data trans-

ter speed 1s 10x2=20 Gbps.

Furthermore, in the case of the structure shown in FIG. 6,
since 1t 1s a daisy-chain connection system, the bigger the
number of the first modules connected 1s, the more the latency
1ncreases.

Further, a structure where a controller multiplexes the data
of multiple SDRAMSs and outputs it to a data IO bus, and an
address and data from a processor are demultiplexed and
supplied to the SDRAM 1s described 1n Patent Document 1.

|Patent Document 1]

Japanese Patent Kokai Publication IJP-A-10-340224
(FIGS. 1 and 3) (corresponding U.S. Pat. No. 5,870,350A)

| Non-Patent Document 1 |
Joseph Kennedy et al., “A 2 Gb/s Point-to-Point Heteroge-
neous Voltage Capable DRAM Interface for Capacity-Scal-

able Memory Subsystems,” IEEE International Solid-State
Circuits Conference ISSCC/SESSION 11/DRAM/11.8, pp.

214-2135, February 2004.

The entire disclosures of Patent Document 1 and Non-
Patent Document 1 are incorporated herein by reference
thereto.

SUMMARY OF THE DISCLOSUR.

(Ll

-

['heretore, there 1s much desired 1n the art for a module
architecture that realizes a system where 1t 1s possible to
parallel-dispose multiple modules, increase the transfer rate
speed, and handle large capacity.

Further, there 1s also desired 1n the art for a module archi-
tecture that achieves the above-mentioned objects without a
big cost increase, and an apparatus comprising the same.

According to the present invention disclosed 1n the present
application, the specific aspects of the invention include as
follows:

A module relating to an aspect of the present invention
comprises multiple first modules having substrates with at
least one memory device, and a second module whereon the
multiple first modules are mounted. The second module com-
prises: a substrate with at least two pairs of signal line groups
arranged 1n parallel and connected to at least two first mod-
ules of the multiple first modules respectively. The second
module turther comprises a controller, provided on the sub-
strate, and connected to at least two pairs of the signal line
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groups arranged 1n parallel, that converts the signal lines into
tewer lines than the total number of at least two pairs of the
signal line groups.

In the module relating to the present invention, the sub-
strate of the second module 1s mounted on the second module,
and has signal wiring layers not fewer than the total number of
the pairs of the signal line groups of the first modules arranged
in parallel to each other.

In the module relating to the present invention, the multiple
first modules are connected 1n common to bus lines provided
on the substrate of the second module, and are connected to
the corresponding terminals o the controller via the bus lines.
In the present invention, a structure where multiple pairs of
the bus lines are arranged 1n parallel on the substrate of the
second module can be employed. In the present invention, a
structure where the multiple first modules are divided into
multiple groups and multiple first modules 1n the same group
are connected to the common bus lines provided on the sec-
ond module substrate and to the controller can be employed.

In the present mvention, a structure where the controller
multiplexes the output of the multiple first modules connected
in parallel and outputs the result can be employed.

In the present invention, the substrate that constitutes the
second module has a layer structure where power supply
layers and ground layers, which comprise the substrate, are
provided alternately. The power supply layer, an insulating,
layer (resin), and the ground layer can be used as a decoupling
capacitance.

In the present invention, a structure where the controller 1s
disposed on the back side of the second module substrate and
underneath the first modules can be employed.

In the present invention, the second module substrate 1s
preferably mounted on the motherboard.

In the present invention, the memory device 1s comprised
of a DRAM device, the first modules are DIMMs, and the
controller 1s comprised of a DRAM controller.

An apparatus relating to another aspect of the present
invention comprises multiple first modules having first sub-
strates on which at least one semiconductor device 1s pro-
vided, a second module having a second substrate on which
the multiple first modules are provided and at least two of the
multiple first modules are arranged 1n parallel, and a third
substrate on which the second module 1s mounted. In the
apparatus relating to the present invention, at least two pairs
of signal line groups connected to at least two of the multiple
first modules respectively are preferably provided in parallel
on the second substrate of the second module, and a controller
device that 1s connected to at least two pairs of the signal line
groups arranged in parallel and that converts the number of
signal lines 1into a number smaller than the total number of at
least two pairs of the signal line groups i1s provided on the
second substrate.

The meritorious effects of the present invention are sum-
marized as follows.

According to the present invention, a system with a high-
speed transfer rate and large capacity can be realized by
employing the hierarchical module architecture comprising
the second module that facilitates an optimum wiring
between the first modules and the controller circuit.

According to the present invention, the difficulty 1n wiring
design of the motherboard 40 1s eliminated by employing the
structure where the first modules are mounted on the second
module and not directly on the motherboard.

According to the present invention, the data transfer speed
of each pin can be improved greatly by employing the hier-
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4

archical module architecture, and the test cost, development
cost, and power consumption of the pins at the same data rate
can be reduced.

According to the present invention, even when the number
of the modules connected 1s increased, the increase 1n latency
can be restrained.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1 and 1A show the structure of the first embodiment
according to the present mvention.

FIG. 2 shows the structure of the second embodiment
according to the present invention.

FIGS. 3A, 3B and 3C show the structure of the controller
L.SI according to the present invention.

FIG. 4 shows the structure of the third embodiment accord-
ing to the present mvention.

FIG. 5§ shows memory modules of the conventional tech-
nology.

FIG. 6 shows memory modules of the conventional tech-
nology.

PREFERRED EMBODIMENTS OF THE
INVENTION

The preferred embodiments of the present invention will be
described further in detail with reference to the attached
drawings. An embodiment of the present invention, in refer-
enceto FIGS. 1and 1A, comprises multiple first modules (10,
to 10,) that include substrates (10) with multiple semicon-
ductor devices (such as DRAMs 11), and a second module
substrate (20) whereon the multiple first modules (10, to 10,)
are mounted, at least two pairs of signal line groups (23) are
disposed 1n parallel and connected to at least two first mod-
ules of the multiple first module (10, to 105) respectively, a
controller (such as a controller LSI 50), connected to at least
two first modules through at least two pairs of the signal line
groups disposed in parallel respectively, that converts the
number of the signal lines into a number smaller than the total
number of at least two pairs of the signal line groups 1s
provided. This second module substrate has wiring layers not
fewer than the number of the signal line group of the first
modules disposed in parallel ({or instance, when four pairs of
the signal line group of the first modules are disposed in
parallel, the second module substrate has not fewer than four
layers of signal wiring layers). The second module substrate
(20) 1s mounted on a motherboard (40) for example. The
second module substrate (20) 1s newly introduced by the
present invention and by employing a hierarchical module
architecture comprised of multiple first modules and the sec-
ond module on which the first modules are mounted, multiple
first modules can be connected 1n parallel without redesign-
ing the motherboard, and the needs of high-speed transfer and
test cost reduction can be met while simplitying the structure.
Hereinatter, embodiments will be described.

Embodiment

FIGS. 1 and 1A are drawings showing the structure of a
first embodiment of the present invention. In reference to
FIGS. 1 and 1A, 1n the first embodiment of the present inven-
tion, the first module substrates 10 with the DRAMSs 11 has
the same structure (DIMM) as the first module substrates 10
described with reference to FIGS. 5 and 6, the first module
substrates 10 are 1nserted 1into sockets 30 and mounted on the
second module substrate 20. The sockets 30 are soldered and
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fixedly connected to the second module substrate 20. The
second module substrate 20 1s connected on the motherboard
40 by soldering, for example.

In the present embodiment, the controller LSI 50 such as a
DRAM controller 1s mounted on the second module substrate
20 as well, and the sockets 30, into which each of the eight
first module substrates 10, to 10, are inserted, and the corre-
sponding pins (electrodes) of the controller LSI 50 are con-
nected 1n parallel to each other by the pairs of wiring lines
(s1ignal lines) 23 provided 1n the second module substrate 20.
In the present embodiment, eight pairs of the signal lines (23)
connected to the first modules 10, to 10, are provided 1n
parallel 1n a different layer.

In the present embodiment, the second module substrate 20
has signal wiring layers not fewer than the number of the
signal line group of the first modules disposed 1in parallel. The
first module substrate 10, near the end of the controller LSI 50
1s connected to the correspondmg pin (electrode) of the con-
troller LSI 50 by the wiring line pair 23 1n the component side
signal layer 103 (or a layer beneath 1t) on the surface of the
second module substrate. The first module substrate 10,
furthest from the controller LLSI 50, 1s connected to the cor-
responding pin (electrode) of the controller LSI 50 by the
wiring line pair 23 1n the solder side signal layer 104 (or a
layer above it) on the back side. The number of the signal
wiring layers of the second module substrate 20 1s not fewer
than eight layers, corresponding to the number (eight) of the
signal line groups of the multiple first modules provided 1n
parallel.

Further, a second layer 1s a ground layer 21, and then a
power supply layer 22 and the ground layer 21 are provided
alternately, providing a countermeasure against the noise of
high-speed signal transmission. Further, the power supply
layer 22 and the ground layer 21 can be used as a decoupling
capacitance (capacitance corresponding to a frequency band)
with these layers as capacitive electrodes (an insulating resin
interposed between the power supply layer 22 and the ground
layer 21 1s the capacitance).

The controller LSI 50 performs mput/output operations to
and from the first module substrates 101 to 108 1n parallel
through the eight pairs of the wiring lines (signal lines) 23 (the
multilayer wiring within the second module substrate 20).

Further, the controller LLSI 50, for instance, 1s connected to
a CPU (another LSI) provided on the motherboard 40 and not
shown 1n the drawing via a signal line 61. The controller LSI
50 converts the number of the signal line 61 (data line for
example) 1into a number smaller than the eight pairs of the
signal lines 23.

According to the present embodiment, an optimum wiring
between the first modules and the controller LSI 350 1s
achieved by employing the hierarchical module architecture
where the second module 20 with the first modules and the
controller LSI 50 1s provided and mounted on the mother-
board 40.

Further, even when the transtfer rate of the DRAM 11 1s, for
instance, several hundred MHz (660 MHz, for example), the
data transier rate of the second module substrate 20 with the
multiple first modules 1s the same rate as the transier rate of
the DRAM 11, and 1t does not have to be several GHz. Only
the controller LSI 50 requires a high-speed interface. This
tacilitates the realization of a system with large capacity and
a high-speed transier rate (such as a server).

According to the present embodiment, the difficulty 1n
wiring design of the motherboard 40 1s eliminated by employ-
ing the structure where the first modules are mounted on the
second module substrate 20 and not directly on the mother-
board 40. When the number of the first modules provided in
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parallel 1s increased, the number of the wiring layers of the
second module substrate 20 increases while the structure of
the motherboard 40 remain the same. In other words, 1n the
present embodiment, the structure of the motherboard 1s inde-
pendent of the number of the first modules provided 1n par-

allel.

Further, according to the present embodiment, the data
transfer speed of each pin of the first modules can be
improved greatly by employing the hierarchical module
architecture, and the test cost, development cost, and power
consumption of the pins at the same data rate can be reduced.

Further, even when the number of the first modules con-
nected 1s increased, the increase 1n latency can be restrained.

Also, according to the present embodiment, the second
modules substrate 20 has a layer structure 1n which the power
supply layer 22 and the ground layer 21 are provided con-
secutively, giving a countermeasure against the noise of high-
speed signal transmission.

Further, the controller LLSI 50 can have a structure where
signals are serial-transmitted between the LSI 50 and another
L.SI via the signal line 61, or a structure where signals are
parallel-transmitted between the LSI 50 and another LSI by
one pair ol the signal lines (m lines) of the first module
substrates 10 or even fewer signal lines.

Next, a second embodiment of the present invention will be
described. FIG. 2 1s a drawing showing the structure of the
second embodiment of the present invention. In the second
embodiment of the present invention, multiple first module
substrates are connected to a common bus line by group. In
other words, 1n reference to FIG. 2, first module substrates
10, and 10,, nearest to a controller LSI 50, are connected to
the corresponding pins (electrodes) of the controller LSI 50
by a bus (wiring) 24 1n the component side signal layer on the
surface (or alayer beneath 1t) of a second module substrate 20,
module substrates 10, and 10, are connected to the corre-
sponding pins (electrodes) of the controller LSI 50 by the bus
(wiring) 24 across a ground layer 21 and power supply layer
22, module substrates 10 and 10, are connected to the cor-
responding pins (electrodes) of the controller LSI 50 by the
bus (wiring) 24 across the ground layer 21 and power supply
layer 22, module substrates 10, and 10, furthest from the
controller LSI 50, are connected to the corresponding pins
(electrodes) of the controller LSI 50 by the bus (wiring) 24 1n
the solder side signal layer (or a layer above it) on the back
side of the second module substrate 20. The power supply
layers 22 and the ground layers 21 are provided alternately 1n
this embodiment as well, providing a countermeasure against
the noise of high-speed signal transmission.

In the second embodiment of the present invention, mul-
tiple first modules are connected 1n parallel by group (1n FIG.
2, two neighboring first modules consist of a group and four
groups are connected 1n parallel), first modules in the same
group are bus-connected to a common bus line.

According to the second embodiment of the present mven-
tion, the number of the wiring layers of the second module
substrate 20 can be fewer than the above-mentioned first
embodiment, and by employing a structure where two mod-
ule substrates are bus-connected to accommodate to high-
speed transfer, the need for high-speed transfer rate can be
met.

FIGS. 3A through 3C are drawings showing a few
examples of the structure of the controller LSI 50. In FIGS.
3 A through 3C, the first modules shown 1n FIGS. 1, 1A, and
2 are assumed to be DIMMs, and for the sake of simplicity, the
second module substrate 20 1s considered to have four

(DIMM 1 to DIMM 4) first modules connected in parallel.
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In reference to FIG. 3A, this controller LSI 50, with a
selection circuit 31, selects one output from the outputs of the
four first modules (DIMM1 to DIMM4) and outputs 1t. For

instance, a first module outputs m number of wiring lines
(signal lines) 25 to the controller LSI 50, and the controller
L.SI50 selects an output from the outputs of the four sets of the
first modules (DIMM1 to DIMM4), outputs it to the signal
lines 61 (m lines) from a builer circuit 52, and transfers it to
a CPU, not shown in the drawing. Also, the selection circuit
51 supplies a signal from the CPU (not shown in the drawing)
to the corresponding first module (DIMMI1 to DIMM4). In
this case, the transter rate of the signal line 61 of the controller

[.SI 1s the same as the transier rate of the signal line 25. Or a
structure where the selection circuit 51 1s a multiplexer circuit
and the signals from the four modules (DIMMI1 to DIMM4)
are multiplexed and outputted from the bufler can be
employed. In FIG. 3A, the bufler circuit 32 1s comprised of a
tristate bufler circuit and receiver circuit, and can have a
circuit structure where 1mput/output 1s multiplexed or an I/O
separate structure where mput pins and output pins are sepa-
rate.

FIG. 3B 1s a drawing showing another example of the
structure of the controller I.SI 50. In reference to FIG. 3B, 1n
this controller LSI 50, the selection circuit 51 that receives
multiple pairs of the signal lines 25 (m lines per pair) from the
tour modules (DIMMI1 to DIMMA4) selects one pair, which 1s
serial-converted by a parallel/serial conversion circuit of an
SP (serial-parallel)/PS (parallel-serial) circuit 33 and trans-
terred to a CPU, not shown 1n the drawing. Meanwhile, a
serial/parallel conversion circuit of the SP/PS circuit 53 con-
verts a serial signal from the CPU into a parallel signal, and
the selection circuit 51 supplies 1t to the signal line 25 of the
corresponding first module. The parallel/serial conversion
circuit of the SP/PS circuit 53 can have a structure where 1t
performs a conversion of, for instance, n:1 (n 1s a measure of
m and not smaller than 2) and converts a pair of the signal
lines 25 (m lines) selected by the selection circuit 51 mto m/n
number of the signal lines 61. In this case, signals of the
wiring lines 61 1s driven by a higher frequency than that of the
signal line 235, however, the transier rates of the signal lines 25
of the DIMM1 through DIMM4 connected in parallel are the
same as the transier rate of the DRAM.

FIG. 3C 1s a drawing showing a different example of the
structure of the controller [.SI 50. In reference to FIG. 3C, 1n
this controller LSI 50, a selection circuit 5S1A that receives
multiple pairs of the signal lines 25 (m lines per pair) from the
four modules (DIMM1 to DIMM4) selects two pairs of the
signal lines (2xm lines) simultaneously, a parallel/serial con-
version circuit of a SP/PS circuit 54 serial-converts each of
the two pairs of the signal lines and transfers the result to a
CPU, not shown 1n the drawing. Also, a serial/parallel con-
version circuit of the SP/PS circuit 34 converts serial signals
from the CPU not shown i the drawing into two pairs of
parallel signals, and the selection circuit 51 A, which receives
the two pairs of parallel signals, supplies these two pairs of
parallel signals to the signal lines 25 of the corresponding two
pairs of the first modules 1n parallel. The parallel/seral con-
version circuit of the SP/PS circuit 534 can have a structure
where 1t performs a conversion of, for instance, n:1, and
converts mx2 number of the signal lines of two DIMMs,
selected by the selection circuit 51A, into (m/n)x2 number of
the signal lines. In this case, the driving frequency of signals
on the wiring line 61 1s twice as much as that in the case shown
in FI1G. 3B. Further, the transfer rates of the signal lines 25 of
the DIMM1 through DIMM4 connected 1n parallel are the
same as the transfer rate of the DRAM.
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Next, another embodiment of the present invention will be
described. FIG. 4 1s a drawing showing a third embodiment of
the present invention. In reference to FIG. 4, in the present
embodiment, the controller LSI 50 1s disposed 1n an area
corresponding to the location of the first module substrates 10
ol the back side of the second module substrate 20. Prefer-
ably, the controller LSI 50 should be disposed right beneath
the location of the first module substrates 10 of the back side
of the second module substrate 20, reducing the area of the
second module substrate to approximately the same as the
area where the first modules are arranged. The second module
substrate 20 1s fixed to the motherboard 40 by a fixing tool
such a spacer.

According to the present embodiment, the area of the sec-
ond module substrate 20 can be reduced, improving mounting
density and flexibility 1n design.

As described above, according to the present invention,
even 1n the case where a high-speed interface 1s used as the
controller LSI, the total number of high-speed interfaces 1s as
follows: 10 channels (send only) in the incoming route (the
route toward the CPU) and 10 channels (recetve only) 1n the
outgoing route (the route from the CPU to the DRAM). The
overall data transfer speed 1s 10x2=20 Gbps, the same as that
of the conventional technology.

Therefore, according to the present invention, the data
speed per high-speed interface channel 1s sixteen times as fast
as that of the conventional structure shown in FIG. 6.

Further, 1n the present invention, if the first modules con-
nected 1n parallel are multiplexed (for instance, two modules
are multiplexed), the total number of high-speed interfaces
will be as follows: 20 channels 1n the incoming route (send
only) and 20 channels in the outgoing route (receive only).
The data transier rate per channel will be 2 Gbps, and the
overall data transfer speed will be 10x4=40 Gbps. This 1s
twice as much as that of the conventional structure shown in
FIG. 6. However, as far as the number of high-speed interface
channels 1s concerned, only one-eighth will be necessary
since the data transier speed 1s sixteen times as fast.

Therelore, the present invention can greatly reduce the test
cost, development cost, and power consumption of the high-
speed pins at the same data rate.

Comparisons among the conventional technology, the
present mvention, and present invention (when the parallel
modules are multiplexed by the controller LSI) are shown 1n
the table below.

TABLE 1
Present Invention
(when the parallel
modules are
Conventional Present multiplexed by the
Technology Invention controller LSI)
Total Number Send 160 Send 10 Send 20
of Interfaces Receive 160 Receive 10 Receive 20
with
& Modules
Overall Data 20 Gbps 20 Gbps 40 Gbps
Transfer Speed
High-speed 1 1/16 1/8
Pin Test Cost
(against
Conventional
Technology
High-speed 1 1/16 1/8
Pin Power
Consumption
(against
Conventional
Technology)
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The hierarchical module architecture according to the
present invention 1s most suitable when used for a high-speed
memory module of a server with a igh-speed CPU, however,
it can also be used for other data and information processing
apparatuses. Furthermore, 1n the above-described embodi-
ments, the DIMMs are inserted into the board perpendicu-
larly, however, the present invention 1s not limited to such a
structure.

The present invention 1s described above with reference to
the above-mentioned embodiments, however, the present
invention 1s not limited to the structures of the above embodi-
ments, and 1t should be noted that 1t includes various modifi-
cations and revisions, which may be made possible by a
manufacturer within the scope of the present invention.

It should be noted that other objects, features and aspects of
the present invention will become apparent 1n the entire dis-
closure and that modifications may be done without departing
the gist and scope of the present invention as disclosed herein
and claimed as appended herewith.

Also 1t should be noted that any combination of the dis-
closed and/or claimed elements, matters and/or items may fall
under the modifications aforementioned.

What is claimed 1s:

1. A hierarchical module comprising:

a plurality of first modules, each of said first modules
comprising a first module substrate on which atleast one
semiconductor device 1s provided;

a second module substrate on which said first modules are
mounted, said second module substrate comprising a
plurality of wiring layers;

a third substrate on which said second module substrate 1s
mounted;

a controller device provided on said second module sub-
strate; and

a plurality of pairs of signal lines, each of said pairs of
signal lines being provided 1n parallel and connecting
one of said first modules with said controller device
through one of said wiring layers of said second module
substrate,

wherein at least two of said of signal lines connect said
controller device with at least two of said first modules
respectively,

wherein a number of said wiring layers 1s not less than a
number of the pairs of signal lines,

wherein said controller device converts a signal provided
by adata line into a signal for a pair of signal lines 1n said
plurality of pairs of signal lines, and

wherein said controller device converts a signal provided
by a pair of signal lines 1n said plurality of pairs of signal
lines 1nto a signal for said data line.

2. The hierarchical module as defined in claim 1, wherein
said controller device comprises a circuit that selects said pair
of signal lines 1n said plurality of pairs of signal lines con-
nected to said first modules respectively.

3. The hierarchical module as defined in claim 1, wherein
said controller device comprises a circuit that supplies a sig-
nal inputted into said controller device from a data line sup-
plying a plurality of signals to said first modules to corre-
sponding pairs of signal lines 1n said plurality of pairs of
signal lines connected to said first modules for which said
signal was intended.

4. The hierarchical module as defined 1n claim 1, wherein
said controller device comprises a circuit that receives signals
from at least said pair of signal lines 1n said plurality of pairs
of signal lines connected to said first modules respectively,
multiplexes the signals, and outputs the signals to a data line.
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5. The hierarchical module as defined in claim 1, wherein
said controller device comprises a circuit that receives mul-
tiplexed signals inputted into said controller device through a
data line supplying a plurality of signals to said first modules,
demultiplexes said multiplexed signals, and supplies said
demultiplexed multiplexed signals to corresponding pairs of
signal lines 1n said plurality of pairs of signal lines connected
to said first modules for which said multiplexed signals were
intended.

6. The hierarchical module as defined 1n claim 1, wherein
the wiring layers comprise a layer structure where a plurality
of power supply layers and a plurality of ground layer are
provided alternately.

7. The hierarchical module as defined in claim 1, wherein
said controller device 1s provided on a side of said second
module substrate where said first modules are provided.

8. The hierarchical module as defined 1n claim 1, wherein
said controller device 1s provided on a side of said second
module substrate opposite to a side where said first modules
are provided.

9. The hierarchical module as defined in claim 1, wherein
said third substrate comprises a motherboard.

10. The hierarchical module as defined 1n claim 1, further
comprising;

multiple sockets 1n which said first modules are inserted for

mounting on said second module substrate, said mul-
tiple sockets formed on said second module substrate.

11. The hierarchical module as defined 1n claim 1, wherein
said controller device 1s formed 1n an area corresponding to a
location of said first modules at a back side of said second
module substrate.

12. The hierarchical module as defined in claim 1, wherein
said wiring layers comprise a plurality of power supply layers
and a plurality of ground layers provided alternately, and

wherein said plurality of pairs of signal lines are arranged

in said alternately provided power supply layers and
ground layers.

13. The hierarchical module as defined 1n claim 1, wherein
said plurality of wiring layers comprise:

a component side wiring layer provided as an uppermost

layer of said second module substrate;

a solder side wiring layer provided as a bottommost layer

of said second module substrate; and

a plurality of ground and power supply layers provided

alternately between said component side wiring layer
and said solder side wiring layer.

14. The hierarchical module as defined in claim 1, wherein
said controller device comprises a serial-parallel/parallel-se-
rial (SP/PS) circuit that converts said signal provided by said
data line 1nto said signal for said pair of signal lines in said
plurality of pairs of signal lines and converts said signal
provided by said pair of signal lines in said plurality of pairs
of signal lines into said signal for said data line.

15. The hierarchical module as defined 1n claim 6, wherein
the layer structure comprises one of the power supply layers,
an mnsulating layer, and one of the ground layers, and 1s used
as a decoupling capacitance on said second module substrate.

16. The hierarchical module as defined 1n claim 9, wherein
said at least one semiconductor device comprises a dynamic
random access memory (DRAM) device,

wherein said first modules comprise dual inline memory

modules (DIMM), and wherein said controller device
comprises a DRAM controller.

17. The hierarchical module as defined in claim 11,
wherein said controller device 1s formed beneath the location
of said first modules at said back side of said second module
substrate.
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18. The hierarchical module as defined 1n claim 14,
wherein said signal provided by said data line and said signal
for said data line comprise a serial signal, and

wherein said signal for said pair of signal lines 1n said
plurality of pairs of signal lines and said signal provided 5
by said pair of signal lines 1n said plurality of pairs of
signal lines comprise a parallel signal.

19. An electronic device comprising the hierarchical mod-
ule as defined 1n claim 16.

20. A hierarchical module, comprising: 10

a plurality of first module substrates formed on a second
module substrate, said second module substrate being
formed on a motherboard and comprising a plurality of
wiring layers;

a plurality of semiconductor devices formed on said first -

module substrates;

a controller formed on said second module substrate; and

12

a plurality of pairs of parallel signal lines connecting said
controller with said semiconductor devices through said
wiring layers and said first module substrates

wherein at least two pairs of signal lines of said plurality of
pairs ol signal lines connect said controller with at least
two of said semiconductor devices through at least two
of said wiring layers and at least of two of said first
module substrates, respectively,

wherein an amount of said wiring layers 1s not less than an
amount of the plurality of pairs of signal lines,

wherein said controller device converts a signal provided
by a data line into a signal for a pair of signal lines 1n said
plurality of pairs of signal lines, and

wherein said controller device converts a signal provided
by a pair of signal lines 1n said plurality of pairs of signal
lines 1nto a signal for said data line.
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