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1obs with predictable latency and throughput. Distributed
computing jobs may be divided into tasks and distributed to a
managed network of consumer-use processor-based devices.
In some cases, the nature and characteristics of each of those
devices as well as their available resources may be well
known to a system service provider or server. Thus, the capa-
bility of the network of processor-based devices may be reli-
ably predicted. Particularly where all the devices are main-
tamned remotely from a server, the managed network of
processor-based devices may be depended upon to more reli-
ably execute distributed processing tasks assigned by the
Server.
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MANAGING A NETWORK OF
CONSUMER-USE COMPUTING DEVICES

BACKGROUND

This mvention relates generally to processor-based sys-
tems and particular to networks of processor-based systems
used by consumers.

Managed networks of consumer-use computing devices
enable consumers to off load the management of their home
processor-based system to a remote service provider. The
service provider may remotely maintain the system resident
in the user’s home. Remote diagnostic devices may be uti-
lized to analyze any software or hardware problems as they
arise on the home-based system. A remote server may moni-
tor each home-based processor-based system for alerts. In
addition, the remote server may provide soltware upgrades
for those systems.

Ideally, the remote server works seamlessly with each
home-based processor-based system in the network since the
nature ol each home-based processor-based system may be
specified by the service provider. Alternatively, a network
service provider may provide the software and hardware that
make up each of the home-based processor-based systems in
the network.

For example, each of the home-based processor-based sys-
tems may be persistently connected to the server. In one
example, the server may be a simple message system (SMS)
server. The server, 1n persistent communication with each of
the home-based processor-based systems, knows what each
processor-based system 1s doing at any time. The persistent
connection may be maintained using a predetermined address
and port.

The service provider may provide television-related data
services, shopping, banking or other services. Thus, the con-
sumer may use the processor-based system to receive a range
of services that may be facilitated through software provided
by the service provider. The processor-based system may be
a desktop computer, a set-top box, or a processor-based appli-
ance, as a few examples.

The success of the service provider may be dependent, 1n
part, on providing the greatest possible value to each network
user. This may enable the service provider to provide its
services at the lowest possible cost.

Thus, there 1s a need for better ways to obtain the greatest
possible value from networks of managed consumer-use
computing devices.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic depiction of one embodiment of the
present invention;

FIG. 2A 1s a flow chart for soitware for operating a server
in accordance with one embodiment of the present invention;

FIG. 2B 1s a continuation of the flow chart shown in FIG.
2A; and

FIG. 3 1s a flow chart for software stored on a client in
accordance with one embodiment of the present invention.

DETAILED DESCRIPTION

Referring to FIG. 1, a managed network 10 of consumer-
use computing devices or clients 16 may provide a on-de-
mand or persistent connection between each client 16 (only
one of which 1s shown in FIG. 1) and a server 12. In one
embodiment of the present invention, the server 12 manages
the operations on each of a large number of clients 16 over a
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network 14 such as wide area network, local area network, a
metropolitan area network or the Internet as examples. In one
embodiment, the server 12 may be a system management
server (SMS).

As one example, the server 12 may communicate over a
predetermined, persistent connection with each client 16. For
example, a predetermined address and port may be utilized to
facilitate two-way communications between each client 16
and the server 12. The persistent connection may be a cable or
telephone connection such as a digital subscriber link (DSL).

The server 12 may monitor all operations which occur on
cach client 16. Thus, the server 12 may know at any instance
of time what the client 16 1s working on. In addition, the
server 12 monitors the health of each client 16 and watches
for alerts from each client 16.

In some embodiments of the present invention, the hard-
ware and software available on the client 16 are known to the
server 12. For example, 1n one embodiment, the client 16
hardware and software may be provided by a service provider
that manages the network 10. Thus, the service provider
knows how the client 16 may operate and may even provide
additional hardware and software related services such as
software upgrades. In addition, 1f a software or hardware
problem occurs on the client 16, remote diagnostic systems
may be utilized by the server 12 to resolve those client 16
problems remotely from the server 12.

As a result, the server 12 may determine the available
computing resources of the network 10. That 1s, at any given
time and over any given period, the server 12 can determine
the available computing resources in the network 10 because
the server 12 knows the client’s capacity and average com-
puting load, including memory, network, processor and disk
utilization. Since the activity on the client 16 may be affected
asynchronously by operations initiated by the user of the
client 16, the server 12 can develop models that indicate, for
given times ol day and given days of the week, the available
resources 1n the network 10. The models may be developed
from a history of computing load. In this way, the server 12
software can dynamically predict at any given time or over
any given time period, what distributed computing jobs may
be completed by i1dle network resource made up of all the
unused resources of all the clients 16 1n the network 10.
Moreover, 1n some embodiments the server 12 has complete
control over the client 10 including the ability to prevent the
user from iterfering with any distributed computing tasks
assigned to the client 16.

As a result, a service provider that operates the network 10
may oflfer for sale to third parties, the use of any unused
distributed computing resources of the network 10. The third
party’s software and data may be downloaded from the server
12 to clients 16 to enable the clients 16 to complete all or part
of a overall distributed processing job. The data may then be
returned by the client 16 to the server 12 for assembly. The
results from the client 16 computing resources may then be
reported to the third party. This may all be done without
significant disruption to the services provided by each client
16.

The server 12 may be a processor-based system that
includes a storage that stores the software 18. Similarly, the
client 16 may be a processor-based system such as a desktop
computer, a set-top box, a processor-based appliance, as
examples, including a storage that stores the soitware 20.

The server software 18, in accordance with one embodi-
ment of the present invention, distributes third party process-
ing jobs to the clients 16 in the network 10. Imtially, the
software 18 parses a processing job into tasks and develops
task packages including code and data, as indicated 1n block
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22. Thus, the server 12, in one embodiment, may take an
overall computing job and may divide 1t 1nto tasks that are
amenable to being operated on at each client 16. An overall
10b may be divided into a number of tasks that are of suili-
ciently small size and require no more resources than those
available on a given client 16.

Each task may then be provided as a package that may be
communicated over an existing persistent communication
link from the server 12 to each client 16 1n one embodiment.
Each package may be assigned to a particular client 16 as
indicated 1n block 24. The client package assignments may
then be logged on the server 12 with delivery times and
expected completion times as indicated 1n block 26.

The server 12 keeps track of which package was sent to
cach client 16. The server 12 may do this by maintaining a list
of packages and package identities together with a corre-
sponding 1dentifier for the client 16 that 1s recerving the
package. Since the available resources on the client 16 are
known, the server 12 can determine an expected task comple-
tion time. For example, the server 12 may utilize system-wide
average 1dle cycle time information to determine an expected
completion time of an assigned task by any given client 16.
Alternatively, the server 12 can use statistics associated with
cach client 16 to determine the expected completion time.

In one embodiment of the present invention, the client 16
may execute the assigned task during 1dle cycles. Thus, the
processing job may be completed by a plurality of clients 16
using otherwise unused cycles. These unused cycles may
occur at night when the client 16 1s not operating or 1n the day
when the user happens not to be using the client 16. In a
multitasking environment, the task may also be completed, in
some cases, when the clients 16 are doing tasks for the user or
owner of the client 16.

The server 12 may establish a session with each client 16
when an available port exists as indicated 1n block 28. The
server 12 then downloads the software and the data making up
the package to the client 16 as indicated in block 30.

The server 12 may await a response from the client 16, as
indicated in diamond 32, in one embodiment. When the
response 1s received, the server 12 uploads the results from a
grven client 16, as indicated 1n block 34.

A check at diamond 36 determines whether a predeter-
mined time period has expired. If so, the server 12 may
request client status information as indicated 1n block 38. In
other words, the server 12 may attempt to determine why the
client 16 has not completed the task within a predetermined
amount of time. In one embodiment, the predetermined
amount of time 1s that time that the server 12 predicted the
client 16 would need to complete the assigned task. Thus, the
server 12 may determine 11 a processing error of some type
has occurred which has prevented the client 16 from complet-
ing the task.

In one embodiment, the server 12 automatically requests
an upload aiter the passage of the expected time to complete
the task. In other words, 1n this embodiment the upload 1s not
triggered by a client 16 task completion indication.

When a status response 1s recetved, as determined in dia-
mond 40, the server 12 may attempt to resolve any log jams as
indicated 1n block 42. For example 11 a software or hardware
crash has occurred, the server 12 may attempt to remotely
diagnose and resolve the problem. The server 12 may deter-
mine that a software upgrade may be needed to complete the
task as another example. The server 12 may also send a
message to the owner or user of the client 16 requesting,
completion of certain operations to determine why the client
16 1s not operating as expected.
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Turning next to FIG. 3, the software 20 stored on each
client 16, accepts the server session message, as indicated 1n
block 44 1n accordance with one embodiment of the present
invention. The client 16 then loads the software and stores the
data recerved from the server 12 1n order to complete the
assigned task, as imndicated 1n block 46.

At diamond 48, a check determines whether the client 16
resources are currently available to complete the assigned
task. For example, the software 20 can momtor ongoing
operations to determine whether the client 16 1s currently 1dle
or has been 1dle for sufficient time to predict that the client 16
will remain 1dle for a suificient time to complete the assigned
task. In accordance with one embodiment of the present
invention, the client 16 may be called upon to check the
Advanced Configuration and Power Interface (ACPI) Speci-
fication power states to determine the operational state of the
client 16. See ACPI Specification (Rev. 1.0, Dec. 22, 1996).
Depending on the current power state, the client 16 may be
directed to run the software and data received from the server
12, as indicated 1n block 50.

Once the execution of the assigned task 1s completed, the
server 12 may be notified, as indicated 1n block 52. In one
embodiment, the client 16 may send a message to the server
12 indicating that the client 16 has completed the assigned
task.

A check at diamond 54 may determine whether a server
session has been established between the client 16 and the
server 12. In one embodiment of the present invention, the
server 12 may initiate a session with the client 16 when
sufficient server 12 resources are available. In another
embodiment, the session may be mnitiated at a predefined
time. For example, the server session may be mitiated late at
night when 1t 1s unlikely that a user will be using the client 16.

When the server session begins, as determined in diamond
54, the results obtained by the client 16 may be uploaded to
the server 12, as indicated at block 56. The session may be
maintained until the server 12 provides an acknowledgement
that the results were correctly recerved. For example, a check-
sum may be provided with the uploaded results that enable the
server 12 to ensure that the results have been uploaded cor-
rectly. When the client receives an acknowledgement from
the server 12 that the results were recetved correctly, as deter-
mined 1n diamond 58, the client 16 may automatically delete
the software and data that was downloaded earlier from the
server 12, as indicated 1in block 60 1n the embodiment. This
ensures that client resources do not become unnecessarily
taxed by indeterminately storing software and data that are of
no use to the owner or user of the client 16.

In this way, 1n some embodiments of the present invention,
a third party does not need to depend on a distributed com-
puting arrangement in which the nature, characteristics and
number of clients that will participate 1n a computing project
1s unknown. Instead, with the clients 16 managed by the
server 12, the resources that may be applied to the project are
known 1n advance. As a result, the third party may be given a
realistic estimate of when the computing job may be com-
pleted. Moreover, because the nature of each client 16 1s
monitored by the server 12 and the server 12 ensures the
health of those clients 16, a more reliable distributed comput-
ing arrangement may be achieved. In some cases, each client
16 may be pre-equipped with the soitware that facilitates the
execution of 1dle cycle distributed computing jobs. Thus, the
use of a managed network of consumer-use computing
devices to complete distributed computing jobs may be
advantageous.

Advantages from such an arrangement to the third party as
well as those to the service provider are clear. Additionally,
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the owners or users of the clients 16 may enjoy reduced
operating expenses 1n some cases. Cost reductions may arise
because the proceeds from the sale of otherwise wasted
resources may be passed, at least in part, to the consumers
who use the clients 16.

While the present invention has been described with
respect to a limited number of embodiments, those skilled 1n
the art will appreciate numerous modifications and variations
therefrom. It 1s intended that the appended claims cover all
such modifications and variations as fall within the true spirit
and scope of this present invention.

What 1s claimed 1s:

1. A method comprising:

assigning, from a server, distributed computing tasks to a

network of processor-based client devices;

estimating, at said server, based on a client device’s

resources, a time when the client device 1s to complete an
assigned task;

determining, at the server, whether the task 1s completed

after said time: and

iI not, determining, at the server, why the task was not

completed.

2. The method of claim 1 including establishing a persis-
tent connection between at least one of said devices and a
SErver.

3. The method of claim 1 including subdividing a distrib-
uted computing job into tasks and assigning each of said tasks
to a different device.

4. The method of claim 1 including, 1f no results are
received after the passage of said time estimate, querying said
device.

5. The method of claim 1 including automatically request-
ing results after the passage of said time estimate.

6. The method of claim 1 including maintaining, from a
server, the software on said devices.

7. The method of claim 1 including recerving the results of
said task from a device and providing an acknowledgement to
said device when the results are recerved correctly.

8. The method of claim 1 including receiving a completion
message from a device and automatically establishing an
upload session to recerve the task results.

9. An article comprising a medium storing instructions
that, 1f executed, enable a server to:

assign, from a server, distributed computing tasks to a

plurality of processor-based client devices;

estimate, at said server, based on a client device’s

resources, a time when the client device 1s to complete an
assigned task;

determine, at the server, whether the task 1s completed after

said time: and

if not, determine, at the server, why the task was not com-

pleted.
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10. The article of claim 9 further storing instructions that
enable the server to establish a persistent connection between
at least one of said devices and said system.

11. The article of claim 9 further storing instructions that
cnable the server to subdivide a distributed computing job
into tasks and assign each of said tasks to a different device.

12. The article of claim 9 further storing instructions that
enable the server to query a device 1f no results are recerved
alter the passage of said time estimate.

13. The article of claim 9 further storing instructions that
enable the server to automatically request results from said
task after the passage of said time estimate.

14. The article of claim 9 further storing instructions that
cnable the server to maintain the software on a device.

15. The article of claim 9 further storing instructions that
enable the server to recerve the results of a task from a device
and provide an acknowledgement to said device when the
results are received correctly.

16. The article of claim 9 further storing instructions that
cnable the server to recetve a completion message from a
device and automatically establish an upload session to
receive the task results.

17. A server comprising:

a processor-based device; and

a storage coupled to said processor-based device storing

instructions that, 1t executed, enable said device to oper-
ate a managed network of consumer-use processor-
based clients, assign, from a server, distributed comput-
ing tasks to said clients, estimate, at said server, based on
a client device’s resources, a time when the client device
1s to complete an assigned task, and determine, at the
server, whether the task 1s completed after said time and,
if not, determine, at the server, why the task was not
completed.

18. The server of claim 17 wherein said server 1s a system
management server.

19. The server of claim 17 wherein said processor-based
device has a persistent connection with at least one consumer-
use processor-based client.

20. The server of claim 17 wherein said storage stores
instructions that enable said processor-based device to divide
a distributed computing job into a plurality of tasks, assign
said tasks to specific processor-based clients, and estimate the
time to complete said job by said clients.

21. The server of claim 17 further storing instructions to
develop an estimate of the time to task completion.

22. The server of claim 21 further storing instructions to
automatically request said results after the passage of said
time estimate.

23. The server of claim 17 further storing instructions that,
if no results are received after the passage of said time esti-
mate, querying said device.
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