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1
LINK STATE ROUTING TECHNIQUES

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a Continuation of U.S. patent applica-
tion Ser. No. 09/814,854, filed Mar. 23, 2001 now U.S. Pat.

No. 7,047,316.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to link state routing tech-
niques 1n a network which 1s structured into single-level or
multi-level luerarchy, and in particular to a link state routing,
device and method for determining an optimal path using
topology information and quality-of-service (QoS) informa-
tion of the entire network, which are obtained by exchanging
route information including link or nodal topology informa-
tion and QoS information between single peer group nodes or
hierarchical peer group nodes 1n the network.

2. Description of the Related Art

A QoS routing algorithm for finding a path that guarantees
QoS parameters requested by users has been proposed by
IWATA et al. “ATM Routing Algorithms with Multiple QOS
Requirements for Multimedia Internetworking” (IEICE
Transactions on Communications, Vol. E79-B, No. 8, pp 999-
1007, August 1996).

More specifically, the QoS routing algorithm includes a
precalculated path approach and an on-demand calculated
path approach. When receiving a connection setup request
from a user, the precalculated path approach 1s performed to
search a precalculated path resource information memory for
a candidate path satistying the QoS requirement of the con-
nection setup request. If such a candidate path 1s found, then
the connection 1s set up. Contrarily, when not found, the
connection setup request 1s supplied to the on-demand calcu-
lated path approach.

The on-demand calculated path approach calculates a path
satistying the QoS requirement of the connection setup
request based on link resource information stored in a link
resource information memory. When such a path 1s found,
then the connection 1s set up. Contrarily, when not found, the
connection setup request 1s finally rejected.

The link resource information memory stores link resource
information such as available bandwidth and delay for each
link. When receiving link resource information from another
node, 1t 1s determined whether any change 1n link resource
information occurs 1n the link resource imnformation memory.
If any link resource information 1s changed, then the corre-
sponding link resource information 1s updated.

In the case of a large hierarchical network, a border com-
munication device 1s needed to exchange summarized link
resource information between different-level nodes. Such a
border communication device for link state routing has been
proposed by Korkmaz et al. “Source-Oriented Topology

Aggregation with Multiple QoS parameters 1n Hierarchical
ATM Networks” (IEEE/IFIP IWQo0S’99, pp. 137-146, Jun.

1999).

More specifically, such a border communication device 1s
provided with a summarized information computation
means. When the contents of a link resource information
memory has been updated, the summarized information com-
putation means summarizes network status of nodes 1n its
own level while referring to the updated contents of the link
resource mformation memory. The summarized information
1s sent to another level of the hierarchy.
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There have been proposed various communication devices
similar to the above communication devices. For example,
Japanese Patent No. 2723097 discloses a QoS routing device
capable of selecting a path satistying all the QoS require-
ments ol a connection setup request. Japanese Patent Appli-
cation Unexamined Publication No. 11-252106 discloses a
connection path changing device capable of re-establishing a
connection so as to get around a designated node after con-
nection establishment. Japanese Patent Application Unexam-
ined Publication No. 10-164074 discloses an ATM network
system capable of searching for a connection path satisiying
QoS when routing 1n the network and also reducing the load
ol connection setup. Japanese Patent Application Unexam-
ined Publication No. 10-135980 discloses a connection setup
device avoiding causing an established connection to degrade
the quality thereof and allowing rapid recovery of the con-
nection. Japanese Patent Application Unexamined Publica-
tion No. 10-154979 discloses a point-to-multipoint connec-
tion method for setting up a point-to-multipoint call by
selecting an economical connection path 1n a broad-band
communications network.

A combination of path precalculation and dynamic route
search employed in the conventional link-state routing
devices as described above has disadvantages that there 1s
often the case where a precalculated path satistying the con-
nection quality requirement 1s not found. The reason 1s that
only a single precalculated path 1s used for each destination,
resulting 1n a few candidate paths. This increases the number
of times a path 1s dynamically calculated and thereby
increases the load.

In addition, since the precalculated path information fails
to retlect the latest path information, there 1s a high probabil-
ity ol connection setup failure.

As for the border communication device as described
above, calculation of summarized information needs the high
computing power because 1t 1s necessary to search the entire
network of 1ts own and repeatedly perform calculation with
accuracy.

Further, the summarized information 1s sent to another
level of the hierarchy every time when the network status of
its own 1s updated. Therefore, the amount of packet data 1s
increased, which may cause network congestion.

SUMMARY OF THE INVENTION

An object of the present invention 1s to provide a link state
routing communication device allowing path precalculation
satistying the required quality of a connection and reducing
the call blocking probability.

Another object of the present invention is to provide a link
state routing commumnication device allowing summarized
information to be calculated at high speed and with reduced
computation load.

Still another object of the present invention 1s to provide a
link state routing communication device allowing the reduced
amount of summarized information sent to the network.

According to the present invention, a link state routing
device of anode in anetwork composed of a plurality of nodes
and links, includes: a first memory for storing link resource
information for each link 1n the network, wherein the link
resource information 1s updated as occasion arises; a path
calculator for calculating a plurality of precalculated paths for
cach destination based on link resource information stored 1n
the first memory, independently of occurrence of a connec-
tion request; a second memory for storing the precalculated
paths for each destination and path resource information for
cach precalculated path; and a path selector for selecting a
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precalculated path from the precalculated paths stored 1n the
second memory when a connection request occurs, wherein
the precalculated path 1s selected so as to satisfy quality
requirement of the connection request.

The path selector may include: a precalculated path
searcher for searching the second memory for a precalculated
path candidate satistying quality requirement of the connec-
tion request; and a feasibility checker for checking whether
the precalculated path candidate 1s a feasible path, by refer-
ring to link resource information stored in the first memory,
wherein, when the precalculated path candidate 1s an 1nfea-
sible path, the precalculated path searcher searches the sec-
ond memory for another precalculated path candidate.

The path selector may turther include: an on-demand path
searcher for searching the first memory for a path candidate
satisfying quality requirement of the connection request
received, wherein, when a precalculated path candidate sat-
istying quality requirement of the connection request
received 1s not found, the on-demand path searcher 1s acti-
vated.

The link state routing device may further include: an
updater for updating path resource information of a precal-
culated path stored 1n the second memory when link resource
information of a link included in the precalculated path 1s
updated.

According to another aspect of the present invention, a link
state routing device of a node 1n a network composed of a
plurality of nodes and links, includes: a first memory for
storing link resource information for each link in the network,
wherein the link resource information 1s updated as occasion
arises; a path calculator for calculating a plurality of precal-
culated paths for each destination based on link resource
information stored in the first memory, idependently of
occurrence ol a connection request; a second memory for
storing the precalculated paths for each destination and path
resource information for each precalculated path; a path
selector for selecting a precalculated path from the precalcu-
lated paths stored in the second memory when a connection
request occurs, wherein the precalculated path 1s selected so
as to satisiy quality requirement of the connection request; a
connection setup attempter for attempting connection setup
ol the precalculated path; a first counter for counting number
ol path selection occurrences 1n the path selector; a second
counter for counting number of path blocking occurrences 1n
the connection setup attempter; a blocking rate calculator for
calculating a blocking rate based on the number of path selec-
tion occurrences and the path blocking occurrences; and a
controller controlling the path calculator such that, when the
blocking rate 1s not smaller than a predetermined threshold,
the path calculator recalculates a plurality of precalculated
paths for each destination based on link resource information
stored 1n the first memory.

The path selector may include: a precalculated path
searcher for searching the second memory for a precalculated
path candidate satisiying quality requirement of the connec-
tion request; and a feasibility checker for checking whether
the precalculated path candidate 1s a feasible path, by refer-
ring to link resource information stored 1n the first memory,
wherein, when the precalculated path candidate 1s an 1nfea-
sible path, the precalculated path searcher searches the sec-
ond memory for another precalculated path candidate.

According to still another aspect of the present invention, a
link state routing device of a node 1n a network composed of
a plurality of nodes and links, includes: a first memory for
storing link resource information for each link in the network,
wherein the link resource mnformation 1s updated as occasion
arises; a path calculator for calculating a plurality of precal-
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culated paths for each destination based on link resource
information stored in the first memory, independently of
occurrence ol a connection request; a second memory for
storing the precalculated paths for each destination and path
resource nformation for each precalculated path; a path
selector for selecting a precalculated path from the precalcu-
lated paths stored in the second memory when a connection
request occurs, wherein the precalculated path 1s selected so
as to satisiy quality requirement of the connection request; an
updater for updating path resource information of a precal-
culated path stored in the second memory when link resource
information of a link included in the precalculated path 1s
updated; and a controller controlling the path calculator such
that, when the updated link resource information of the link 1s
not smaller than a predetermined link quality threshold, the
path calculator recalculates a plurality of precalculated paths
for each destination exclusive of the updated link resource
information of the link.

A communication device of a border node for link state
routing in hierarchical networks, includes: a first memory for
storing link resource information for each link in the network,
wherein the link resource mnformation 1s updated as occasion
arises; a path calculator for calculating a plurality of precal-
culated paths for each destination based on link resource
information stored in the first memory, idependently of
occurrence of a connection request; a second memory for
storing the precalculated paths for each destination and path
resource information for each precalculated path; and a sum-
marized mformation calculator for calculating summarized
information from the precalculated paths for each destination
and path resource information for each precalculated path.
The summarized information calculator may include: an
update link detector for detecting a precalculated path includ-
ing an updated link, wherein the summarized information
calculator recalculates only summarized information of a
precalculated path including the updated link.

A communication device of a border node for link state
routing in hierarchical networks, includes: a first memory for
storing link resource information for each link in the network,
wherein the link resource information 1s updated as occasion
arises; a summarized mformation calculator for calculating
summarized information based on the link resource informa-
tion for each link stored in the first memory; a change rate
calculator for calculating a change rate between new link
resource mformation currently received from another node
and the link resource information stored 1n the first memory,
that was previously sent to a diflerent-level node; and a sum-
marized information transmitter for transmitting the summa-
rized information to a different-level node when a calculated
change rate 1s greater than a predetermined threshold.

As described above, according to the present invention, a
path satisiying a connection request can be selected from a
plurality of precalculated paths which are stored for each
destination. Therefore, a high-speed connection setup can be
achieved without re-calculating a path when a connection
request occurs.

Since the precalculated paths reflect the latest link resource
information using the feasibility check section or precalcu-
lated path update section, a blocking probability of connec-
tion setup using precalculated paths can be decreased.

In a border node, summarized information 1s calculated
based on precalculated paths and therefore high-speed sum-
marized information calculation i1s allowed, resulting in
reduced computation load.

In addition, calculation and transmission of summarized
information are controlled depending on a change rate of
summarized information. Therefore, the amount of summa-
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rized information transterred in the network can be reduced
and a sequence of processes regarding reception of summa-
rized information at different-level nodes can be omitted.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing a link state routing
communication device according to a first embodiment of the
present invention;

FIG. 2 1s a flow chart showing an operation of the first
embodiment;

FIG. 3A 1s a diagram showing an example of possible
network routes for explanation of an operation of the first
embodiment;

FIGS. 3B-3E are diagrams showing precalculated paths for
explanation of the first embodiment;

FIG. 3F 1s a diagram showing a link resource information
table for explanation of the first embodiment;

FIG. 3G 15 a diagram showing a precalculated path infor-
mation table for explanation of the first embodiment;

FIG. 4 1s a block diagram showing a link state routing
communication device according to a second embodiment of
the present invention;

FIG. 5 1s a flow chart showing an operation of the second
embodiment;

FIG. 6A 1s a diagram showing a precalculated path infor-
mation table for explanation of an operation of the second
embodiment;

FIG. 6B 1s a diagram showing a change of resource infor-
mation for explanation of an operation of the second embodi-
ment;

FIG. 6C 1s a diagram showing an updated precalculated
path mnformation table for explanation of an operation of the
second embodiment;

FI1G. 7 1s a diagram showing a precalculated path table used
in a hierarchically weighted round robin scheme;

FIG. 8 1s a block diagram showing a link state routing
communication device according to a third embodiment of
the present invention;

FIG. 9 1s a flow chart showing an operation of the third
embodiment;

FIG. 10 1s a block diagram showing a link state routing
communication device according to a fourth embodiment of
the present invention;

FIG. 11 1s a flow chart showing an operation of the fourth
embodiment;

FIG. 12 1s a block diagram showing a link state routing
border communication device according to a fifth embodi-
ment of the present invention;

FIG. 13A 1s a diagram showing an example of possible
network routes for explanation of the fifth embodiment;

FIG. 13B 1s a diagram showing summarized links for
explanation of the fifth embodiment;

FIG. 14A 1s a diagram showing an example of possible
network routes for explanation of an operation of the fifth
embodiment;

FIGS. 14B-14E are diagrams showing precalculated paths
for explanation of the fifth embodiment;

FIG. 14F 1s a diagram showing a link resource information
table for explanation of the fifth embodiment;

FIG. 14G 1s a diagram showing a precalculated path infor-
mation table for explanation of the fifth embodiment;

FIG. 15 1s a diagram showing a summarized link resource
information table for explanation of the fifth embodiment;

FIG. 16 1s a block diagram showing a link state routing
communication device according to a further embodiment of
the present invention;
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FIG. 17 1s a flow chart showing an operation of the turther
embodiment;

FIG. 18A 1s a diagram showing a table containing link
resource information of the link a-e 1n the level for explana-
tion of an operation of the further embodiment;

FIG. 118B 1s a diagram showing a table containing infor-
mation about a first precalculated path from node 501 to node
503 and a second precalculated path from node 501 to node
503 1n operation of the further embodiment; and

FIG. 18C 1s a diagram showing a table containing summa-
rized information of the level for explanation of an operation
of the second embodiment.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Hereafter, link state routing communication devices and
link state routing border communication devices will be
described 1n detail.

First Embodiment

A link state routing communication device according to a
first embodiment of the present invention 1s designed to be
used 1n a single peer group.

Referring to FIG. 1, the link state routing communication
device 1s provided with a link resource information recerver 1,
a data processor 2, a memory device 3, a connection request
receiver 4, and a connection setup section 3. The link resource
information receiver 1 recetves link resource information
from another communication device and outputs it to the data
processor 2. The connection request recerver 4 recerves a
connection request including the destination and required
connection quality of a call from a user and outputs 1t to the
data processor 2. The data processor 2 performs a link state
routing operation using the memory device 3 when receiving
a connection request from the connection request receiver 4.
The connection setup section 5 sets up a connection to the
destination of the received connection request under control
of the data processor 2.

The data processor 2 1s a program-controlled processor on
which the following sections are implemented: link resource
information update section 21, plural-path precalculation
section 22, and a path searcher 23 including precalculated
path searcher 231, on-demand path searcher 232; and feasi-
bility check section 233. The memory device 3 includes link
resource information memory 31 and precalculated path
memory 32 including precalculated path topology memory
321 and precalculated path resource information memory
322.

The link resource information memory 31 stores link
resource information received from another communication
device 1n the network. Link resource information may be
available bandwidth and delay information on a link.

i

T'he precalculated path topology memory 321 stores as
path topology a collection of node and links on a precalcu-
lated path to a destination.

The precalculated path resource mformation memory 322
stores path resource information corresponding to each path
topology stored 1n the precalculated path topology memory
321. Taking an available bandwidth on a path as an example
of path resource, the path resource information indicates a
minimum available bandwidth among the links on the path.
The path resource mnformation stored in the precalculated
path resource mformation memory 322 1s updated when the
link resource information stored in the link resource informa-
tion memory 31 1s updated. Alternatively, 1t 1s periodically
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updated independently of the link resource information
stored 1n the link resource information memory 31.

The link resource information update section 21 updates
the link resource information stored 1n the link resource 1nfor-
mation memory 31 when a change of corresponding link
resource mformation 1s detected by comparing the received
link resource information from the link resource information
receiver 1 with the stored link resource information in the link
resource mformation memory 31.

The plural-path precalculation section 22 calculates a plu-
rality of paths from 1ts own device to the destination of the
received connection request before accepting the connection
request. The precalculation 1s performed using the link
resource mformation stored in the link resource information
memory 31. The path topology information and the resource
information of each of the precalculated paths are registered
into the precalculated path topology memory 321 and the
precalculated path resource information memory 322,
respectively. Since a plurality of precalculated paths are reg-
1stered, 1t 1s possible to rapidly find an optimal precalculated
path satistying QoS requirements of the recerved connection
request, resulting 1n the decreased number of times a path 1s
dynamically re-calculated.

The precalculated path searcher 231, when recerving a
connection request, searches the precalculated path resource
information memory 322 for a precalculated path candidate
satistying the QoS requirements using the destination and the
connection quality of the received connection request as a
search key.

The feasibility check section 233 checks whether each link

on the found precalculated path satisfies the required connec-
tion quality by referring to the stored link resource informa-
tion 1 the link resource information memory 31. As
described betore, the precalculated paths stored 1n the precal-
culated path memory 32 do not always retlect the latest link
resource status. Therefore, 1 only the precalculated paths
stored 1n the precalculated path memory 32 are used to set up
a connection, a call blocking probability becomes high.
According to the first embodiment, the feasibility check sec-
tion 233 1s used to determine whether each line on the found
precalculated path satisfies the required connection quality,
resulting 1n substantially reduced call blocking probability.

The on-demand path searcher 232 calculates a path satis-
tying the required connection quality of the received connec-
tion request based on the link resource information stored in
the link resource mnformation memory 31.

Operation

Next, a link state routing operation according to the first
embodiment will be described with reference to FIG. 2.

Referring to FIG. 2, when receiving a connection request
(step Al), the precalculated path searcher 231 searches the
precalculated path topology memory 321 for a precalculated
path to the destination of the received connection request.
Thereaiter, the precalculated path searcher 231 searches the
precalculated path resource information memory 322 for a
precalculated path candidate satisiying the required connec-
tion quality using the destination and the connection quality
of the recerved connection request as a search key (step A2).

When no candidate 1s found (NO at step A3), the on-
demand path searcher 232 calculates an on-demand path sat-
1stying the required connection quality of the recerved con-
nection request based on the link resource information stored
in the link resource information memory 31 (step AS). When
such an on-demand path 1s found (YES at step A6), 1t 1s output
to the connection setup section 5 and the connection 1s set up
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(step Ad). When such an on-demand path 1s not found (NO at
step A6), the connection 1s blocked (step A7).

On the other hand, when a precalculated path candidate
satisiying the required connection quality 1s found (YES at
step A3), 1t 1s output to the feasibility check section 233. The
teasibility check section 233 checks whether each link on the
found path candidate satisfies the required connection quality
by referring to the stored link resource information 1n the link
resource information memory 31 (step C1). When the found
path candidate satisfies the required connection quality (YES
at step C1), 1t 1s output to the connection setup section 5 and
the connection 1s set up (step A4). When the found path
candidate does not satisty the required connection quality
(NO at step C1), control goes back to the step A2 so as to
select another precalculated path candidate.

Example

As shown in FIGS. 3A-3E, 1t 1s assumed for stmplicity that
a single peer group consists of five nodes 501-505 (see FIG.
3A) and four precalculated paths 521-524 from the node 501
to the node 503 are considered (see FIGS. 3B-3E).

In this case, the link resource information memory 31 of
the node 501 stores a link resource information table 511 as
shown in FIG. 3F and the precalculated path memory 32
thereof stores a precalculated path information table 531 as
shown 1n FIG. 3G. Referring to FIG. 3F, a link a-b, for
example, has a delay of 3 msec and an available bandwidth
(BW) o1 30 Mbps. Referring to FIG. 3G, a precalculated path
a-b-c, for example, 1s shown to have a delay of 7 msec and an
available bandwidth of 80 Mbps.

The plural-path precalculation section 22 periodically
updates the precalculated path information table 531 by refer-
ring to the link resource information table 511.

Assuming that the connection request recetver 4 recerves a
connection request for a connection to the node 503 of
BW=50 Mbps and delay=8 msec, the precalculated path
searcher 231 searches the precalculated path information
table 5331 for a precalculated path satisfying the connection
request. In this case, the precalculated path searcher 231 finds
the precalculated path 521, that 1s, a-b-c, which 1s indicated to
have a bandwidth of 80 Mbps and a delay of 7 msec (see FI1G.
3G).

As described before, the contents of the precalculated path
information table 531 are updated at regular intervals. There-
fore, when the precalculated path searcher 231 accesses the
precalculated path information table 331, there 1s a possibility
that the precalculated path information has not reflected the
latest network status. To avoid this, the feasibility check sec-
tion 233 checks whether each line on the precalculated path
521 satisfies the required connection quality.

More specifically, the precalculated path 521 consists of
two links a-b and b-¢ as shown 1n FIG. 3B. Referring to the
link resource information table 511 of FIG. 3F, the link a-b
has 30 Mbps, which does not satisiy the required bandwidth
of 50 Mbps (NO at step C1 of FIG. 2). Accordingly, the
teasibility check section 233 instructs the precalculated path
searcher 231 to select another precalculated path candidate.

Referring to FIG. 3F, the precalculated path searcher 231
selects as a next candidate the precalculated path 522: a-c.
Referring to the link resource information table 511 of FIG.
3F, the link a-c 1s shown to have a bandwidth of 60 Mbps and

a delay of 3 msec, which satisfies the requirements of BW=50
Mbps and delay=8 msec (YES at step C1 of FIG. 2). Accord-

ingly, the feasibility check section 233 determines that the
precalculated path 522 1s feasible. Then, the precalculated
path 522 1s output to the connection setup section 3 and the
connection following the precalculated path 522 1s set up.




US 7,765,321 B2

9

As described above, the plural-path precalculation section
22 registers a plurality of precalculated paths 1n the precalcu-
lated path memory 32. Therefore, it 1s possible to rapidly find
an optimal precalculated path satistying QoS requirements of
the received connection request with higher probability,
resulting in the decreased number of times a path 1s dynami-
cally re-calculated and thereby reduced computation load on
the communication device.

Further, the feasibility check section 233 uses the latest link
resource information table to determine whether each line on
the found precalculated path satisfies the required connection
quality. Therelfore, a probability of successtully setting up a
connection becomes higher, resulting in reduced call block-
ing probability.

Second Embodiment

A link state routing communication device according to a
second embodiment of the present invention 1s designed to be
used 1n a single peer group.

Referring to FIG. 4, the link state routing communication
device 1s provided with a link resource information receiver 1,
a data processor 10, a memory device 11, a connection
request recerver 4, and a connection setup section 5, wherein
circuit blocks similar to those previously described with ret-
erence to FIG. 1 are denoted by the same reference numerals
and the descriptions thereof will be omitted hereinatter.

The data processor 10 1s a program-controlled processor on
which the following sections are implemented: link resource
information update section 21; plural-path precalculation
section 22; path searcher 24 including precalculated path
searcher 231 and on-demand path searcher 232; and precal-
culated path resource information searcher 25. The memory
device 11 includes link resource information memory 31 and
precalculated path memory 33 including precalculated path
topology memory 321, precalculated path resource informa-
tion memory 322, and link-path correspondence table 323.

The link-path correspondence table 323 indicates which of
precalculated paths each link 1s included 1n.

The precalculated path resource information searcher 25
receives update link information from the link resource 1nfor-
mation update section 21 and uses the update link information
as a search key to search the link-path correspondence table
323 for a corresponding precalculated path. Thereafter, the
precalculated path resource information searcher 25 searches
the link resource information memory 31 for link resource
information of the corresponding precalculated path and, 1f
found, then updates the path resource information stored 1n
the precalculated path resource information memory 322.
Accordingly, the link resource information 1s updated and, at
the same time, the path resource information of the corre-
sponding precalculated path 1s also updated.

Operation

Referring to FIG. 5, when recerving link resource informa-
tion from another node (step B0), the link resource informa-
tion update section 21 1dentifies a link on which a change of
resource information occurs (step B1) and updates corre-
sponding link resource information stored in the link resource
information memory 31 (step B2).

In addition, the precalculated path resource information
searcher 25 uses the changed link information as a search key
to search the link-path correspondence table 323 for a corre-
sponding precalculated path (step F1). Thereaftter, the precal-
culated path resource information searcher 235 searches the
link resource iformation memory 31 for resource informa-
tion of the corresponding precalculated path and updates the
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path resource mformation stored in the precalculated path
resource information memory 322 (step F2). The step F2 1s
repeatedly performed until path resource mformation of all
precalculated paths including the updated link have been
updated (step F3).

Example

It 1s here assumed that the link resource of a link a-c 1s
changed.

As shown 1n FIG. 6 A, the precalculated path memory 33
stores a precalculated path information table 541 which
includes precalculated path topology information, precalcus-
lated path resource information, and link-path correspon-
dence information. In this case, precalculated path informa-
tion including the link a-c 1s shown in FIG. 6A.

When the link resource information update section 21
detects a change of resource information of the link a-c as
shown 1n FIG. 6B, the precalculated path resource informa-
tion searcher 25 updates the precalculated path information
table 341 to a table 542 as shown 1n FIG. 6C.

Concretely, as shown 1n a table 551 of FIG. 6B, the delay
time of the link a-c increases by 2 msec from 3 msec to 5
msec. Since delay or jitter 1s an additive parameter, the pre-
calculated path resource information searcher 25 increases all
delays of precalculated paths associated with the changed
link a-c across the board by 2 msec (see “delay” column of the
table 542 as shown 1n FIG. 6C).

On the other hand, the available bandwidth of the link a-c
decreases from 60 Mbps to 40 Mbps. Since bandwidth 1s a
non-additive parameter, only available bandwidths of precal-
culated paths greater than 40 Mbps 1n the table 541 are uni-
tformly decreased to 40 Mbps (see “BW” column of the table
542 as shown 1n FIG. 6C). In other words, the available
bandwidth of a precalculated path 1s determined by the mini-
mum bandwidth among the links included in the precalcu-
lated path. Therefore, in FIG. 6C, only the precalculated path
a-c-e 1s not changed 1n available bandwidth because its origi-
nal available bandwidth 1s 30 Mbps smaller than 40 Mbps.

In the case where the available bandwidth increases, it 1s
necessary to re-calculate path resource information by refer-
ring to the link resource information of each link included in
a precalculated path 1n question.

As described above, according to the second embodiment,
when the link resource information 1s updated, the path
resource 1nformation of the corresponding precalculated
paths 1s also updated without using the plural-path precalcu-
lation section 22. Accordingly, precalculated path selection
can be performed based on the latest path resource informa-
tion without the feasibility check section that 1s needed 1n the
first embodiment, resulting 1n reduced load of computation
and decreased call blocking probability.

In the first and second embodiments, the plural-path pre-
calculation section 22 may perform precalculation based on
link-1nherent parameters that are independent of link resource
information, such as Administrative Weight and propagation
delay. In the case where parameters dependent on the above
link resource information such as available bandwidth and
delay are used to perform path precalculation, it 1s necessary
to perform the precalculation every time link resource infor-
mation 1s changed, resulting 1n increased load of computa-
tion. Therefore, using link-inherent parameters allows
reduced computation load.

The plural-path precalculation section 22 may perform
precalculation a plurality of times based on a single param-
cter. For example, for a destination, a path having minimum
number of hops, a path having maximum available band-
width, and a path having minimum delay time are previously
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calculated and stored. In this case, a path precalculation unit
that was designed for a conventional communication device
can be also used 1n the present invention, resulting in reduced
time required for design.

The plural-path precalculation section 22 may perform
precalculation based on an integrated parameter having a
plurality of parameters including available bandwidth and
delay integrated in certain proportions. For example, such an
integrated parameter may be obtained by adding 1000/delay
[msec] to available bandwidth|Mbps]. In this case, by per-
forming precalculation only once, precalculated paths
reflecting a plurality of parameters can be obtained, resulting,
in reduced computation load.

Path Selection Control

How to select a path to be used for connection setup affects
eilicient use of network resources. For example, among paths
all satistying the same quality requirement, one having
smaller number of hops 1s selected to suppress resource con-
sumption of a link, achieving efficient network utilization.

By controlling the precalculated path searcher 231, it 1s
possible to change selecting order of a path to be used for
connection setup. Several examples will be described here-
alter.

Integrated Parameter

In the precalculated path searcher 231, precalculated paths
are previously sorted according to a certain integrated param-
cter. When a connection request occurs, the precalculated
path searcher 231 sequentially checks the sorted precalcu-
lated paths to find a precalculated path candidate satistying
the connection request.

Taking the case of FIGS. 3A-3G as an example, when an
available bandwidth 1s used as an integrated parameter, the

searching order of the precalculated paths 521-524 i1s as fol-
lows: 521, 522, 524, and 523.

In the case where a value obtained by 1000/delay[msec]+
available bandwidth[Mbps] 1s used as an integrated param-
cter, the respective integrated parameter values of the precal-
culated paths 521-524 are 222, 393, 530, and 216. Therelore,
if these integrated parameters are sorted 1n descending order,
then the searching order of the precalculated paths 521-524 1s
as follows: 523, 522, 521, and 524.

As describe above, by changing the integrated parameter,
selecting order of a path candidate to be used for connection
setup can be controlled, allowing the efficient utilization of
network resources to be adjusted.

Weighted Round Robin

Alternatively, a precalculated path candidate to be used for
connection setup may be selected 1n a weighted round robin
fashion using an integrated parameter as a weight.

In the case where a precalculated path candidate satisfying
the connection request 1s selected from the previously sorted
precalculated paths as described before, the leading one 1n the
previously sorted precalculated paths 1s used for connection
setup with high probability, resulting 1n uneven using ire-
quency. By using the weighted round robin scheme, using
frequency 1s uniformly distributed among precalculated paths
using the same integrated parameter.

Hierarchically Weighted Round Robin

A precalculated path candidate to be used for connection
setup may be selected 1n a hierarchically weighted round
robin fashion.

In FIG. 7, mine precalculated paths a to 1 to the same
destination, each satistying connection quality requirements,
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are shown as an example. A first group of precalculated paths
a, b, and ¢ needs three hops to the destination, a second group
of precalculated paths d, e, and 1 needs four hops to the
destination, and a third group of precalculated paths g, h, and
1 needs five hops to the destination. The available bandwidth
ol each precalculated path 1s currently determined as shown
in “available BW” column of FIG. 7.

Here, the number of hops 1s used as the first weight in the
hierarchically weighted round robin and the available band-
width 1s used as the second weight.

First, group selection 1s performed according to the first
weight (number of hops). In this example, the first, second,
and third groups are selected 1n proportions of 3:4:5 each
corresponding to the numbers of hops thereof, respectively.

Second, 1n a selected group, path selection 1s performed
according to the second weight (available bandwidth). For
example, 1n the case of the first group (three hops) being
selected, the precalculated paths a, b, and ¢ are selected 1n
proportions ol 100:50:10 each corresponding to the available
bandwidths thereof, respectively.

It 1s possible to designate a weight on which the round
robin selection 1s not performed. For example, the first weight
(number of hops) 1s not used to perform the round robin
selection but to just sort the precalculated paths. In this
example, a precalculated path having the smaller number of
hops can be always selected.

As describe above, by changing a hierarchical weight,
selecting order of a path candidate to be used for connection
setup can be controlled, allowing the efficient utilization of
network resources to be adjusted. Further, by using the hier-
archically weighted round robin scheme, using frequency is
uniformly distributed among precalculated paths.

Third Embodiment

A link state routing communication device according to a
third embodiment of the present invention 1s designed to be
used 1n a single peer group.

Referring to FIG. 8, the link state routing communication
device 1s provided with a link resource information recerver 1,
a data processor 12, a memory device 13, a connection
request receiver 4, and a connection setup section 3, wherein
circuit blocks similar to those previously described with ret-
erence to FI1G. 1 are denoted by the same reference numerals,
and the descriptions thereot will be omitted hereinafter.

The data processor 12 1s a program-controlled processor on
which the following sections are implemented: link resource
information update section 21; plural-path precalculation
section 22; path searcher 23 including precalculated path
searcher 231, on-demand path searcher 232, and feasibility
check section 233; and blocking rate calculation section 26.
The memory device 13 includes link resource information
memory 31, precalculated path memory 32 including precal-
culated path topology memory 321 and precalculated path
resource 1nformation memory 322, and blocking rate
memory 34 including blocking rate threshold memory 341,
blocking counter 342, and connection attempt counter 343.

Here, a blocking rate means at least one of link blocking
rate and path blocking rate. A link/path blocking rate 1s
defined as {3/c, where a 1s the number of times a link/path 1s
calculated as a connection candidate and p 1s the number of
times the link/path does not satisty connection quality
requirements.

The blocking rate threshold memory 341 stores a threshold
of link/path blocking rate, which indicates the limit of per-
formance deterioration. The blocking counter 342 counts the
number of times a link/path has been blocked. The connection
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attempt count memory 343 stores a feasibility counter for
counting the number of times the feasibility check has been
performed for a link/path and/or a connection attempt counter
for counting the number of times the connection setup opera-
tion has been performed.

The blocking rate calculation section 26 calculates a link/
path blocking rate by dividing the link/path blocking count
stored 1n the blocking counter 342 by the connection attempt
count stored 1n the connection attempt count memory 343.
Then the blocking rate calculation section 26 compares the
calculated link/path blocking rate with the threshold stored 1n
the blocking rate threshold memory 341 to determine whether
the link/path has been impaired. More specifically, when the
calculated link/path blocking rate 1s greater than the blocking
rate threshold, 1t 1s determined that the communication qual-
ity of the link/path 1s impaired, and then the plural-path pre-
calculation section 22 performs recalculation of precalcu-
lated paths exclusive of the impaired link/path.

Operation

Referring to FIG. 9, the steps A1-A3 and AS5-A7 are the
same as those 1n FIG. 2 and therefore the details will be
omitted.

When a precalculated path candidate satisfying the
required connection quality 1s found (YES at step A3), 1t 1s
output to the feasibility check section 233 and thereby the
teasibility check counter stored in the connection attempt
count memory 343 i1s mcremented by one (step D1). The
teasibility check section 233 checks whether each link/path
on the found path candidate satisfies the required connection
quality by referring to the stored link resource information 1n
the link resource information memory 31 (step C1).

When the found path candidate does not satisty the
required connection quality (NO at step C1), the blocking
counter 343 for the link/path 1s incremented by one (step D2).
Thereatter, the blocking rate calculation section 26 calculates
a link/path blocking rate of the link/path at the time when the
teasibility check 1s performed. When the calculated link/path
blocking rate 1s greater than the blocking rate threshold, 1t 1s
determined that the quality of the link/path 1s impaired, and
then the plural-path precalculation section 22 performs recal-
culation of precalculated paths exclusive ol the impaired link/
path and updates the precalculated path information stored in
the precalculated path memory 32 (step D3).

On the other hand, when all the links included 1n the found
path candidate satisiy the required connection quality (YES
at step C1) or when an on-demand path satistying the required
connection quality 1s found (YES at step A6), the found path
candidate or the on-demand path is output to the connection
setup section 3 and thereby the connection attempt counter 1s
incremented by one (step D4). The connection setup section 3
attempts the connection setup based on the found path can-
didate. At this time, 1f a link does not satisty the required
connection quality (NO at step D3), the blocking counter 343
for the link/path 1s incremented by one (step D2).

In the step D3, recalculation of precalculated paths exclu-
stve of the impaired link/path may be performed depending
on a threshold T, which 1s obtained by

T=YxR+(1-Y)xS§,

where R 1s a blocking rate when the feasibility check 1s
performed and S 1s a blocking rate when the connection setup
1s attempted. In other words, T 1s obtained by linear interpo-
lation from R and S.

As described above, according to the third embodiment,
the link blocking rate for each link 1s calculated and thereby
performance deterioration of a precalculated path can be
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detected. Therefore, 1t 1s possible to determine which portion
1s impaired and re-calculate precalculated paths exclusive of
the 1impaired portion, resulting 1n selecting a precalculated
path providing a lower blocking rate.

Fourth Embodiment

A link state routing communication device according to a
fourth embodiment of the present invention 1s designed to be
used 1n a single peer group.

Referring to FI1G. 10, the link state routing communication
device 1s provided with a link resource information recerver1,
a data processor 14, a memory deice 15, a connection request
receiver 4, and a connection setup section 5, wherein circuit
blocks similar to those previously described with reference to
FIG. 1 are denoted by the same reference numerals and the
descriptions thereof will be omaitted hereinafter.

The data processor 14 1s a program-controlled processor on
which the following sections are implemented: link resource
information update section 21; plural-path precalculation
section 22; path searcher 23 including precalculated path
searcher 231, on-demand path searcher 232, and feasibility
check section 231; and link quality check section 28. The
memory device 15 includes link resource information
memory 31, precalculated path memory 32 including precal-
culated path topology memory 321 and precalculated path
resource information memory 322, and link quality threshold
memory 35.

The link quality threshold memory 33 stores a link quality
threshold indicating the permissible lowest quality for com-
munication.

The link quality check section 28 compares updated link
resource information received from the link resource infor-
mation update section 21 with the link quality threshold
stored 1n the link quality threshold memory 35 to determine
whether the changed link satisfies the permissible lowest
quality. If there 1s a link that 1s lower than the permissible
lowest quality, the plural-path precalculation section 22 per-
forms recalculation of precalculated paths exclusive of the
impaired link.

Operation

Referring to FIG. 11, the steps B0-B2 are the same as those
in FIG. 5 and therefore the details will be omitted.

The link resource information update section 21 1dentifies
a link on which a change of resource information occurs and
the updated link resource imformation 1s output to the link
quality check section 28 (step B1).

The link quality check section 28 compares the updated
link resource information with the link quality threshold
stored 1n the link quality threshold memory 35 (step E1).

When the quality of updated link resource information 1s
lower than the link quality threshold (NO at step E1), the
plural-path precalculation section 22 performs recalculation
of precalculated paths exclusive of the impaired link (step
E2).

As described above, according to the fourth embodiment, 1t
1s possible to detect an impaired link based on the ling
resource information received from the link resource infor-
mation receiver 1. Therefore, when such an impaired link has
been detected, precalculated paths exclusive of the impaired
portion can be re-calculated, resulting 1n selecting a precal-
culated path providing a lower blocking rate.

Fifth Embodiment

A border communication device for link state routing
according to a fifth embodiment of the present invention 1s
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designed to be used 1n a multi-level hierarchical network.
Hereinatter, circuit blocks similar to those previously
described with reference to FIGS. 1 and 4 are denoted by the

same reference numerals and the details will be omitted.

Referring to FIG. 12, the border communication device 1s
provided with a link resource information recerver 1, a data
processor 16, a memory deice 17, and a summarized infor-
mation transmitter 8. The link resource information recerver 1
receives link resource information from another communica-
tion device and outputs it to the data processor 16. The data
processor 16 performs a link state routing operation using the
memory device 17. The summarized information transmaitter
8 transmits summarized information to different-level node
under control of the data processor 16.

The data processor 16 1s a program-controlled processor on
which the following sections are implemented: link resource
information update section 21, plural-path precalculation
section 22, and high-speed summarized information calcula-
tion section 62 including precalculated path resource infor-
mation searcher 25 (see FIG. 4) and summarized information
calculator 621. The memory device 17 includes link resource
information memory 31 and precalculated path memory 32
including precalculated path topology memory 321 and pre-
calculated path resource information memory 322.

The summarized information calculator 621 searches the
precalculated path topology memory 321 and the link
resource information memory 31 for path resource informa-
tion and calculates summarized information from the found
path resource information. The summarized information 1s
supplied to the summarized information transmitter 8. The
high-speed summarized information calculator 62 can calcu-
late the summarized information based on the precalculated
path information at high speed.

Summarized [ink State Information

As shown 1n FIG. 13A, 1t 1s assumed that a hierarchical
network 1s composed of four levels 601, 602, 603, and 604.
Here, a peer group of the level 602 consists of five nodes

501-505, in which nodes 501, 503, and 505 are border nodes
connected to different levels 601, 603, and 604, respectively.

As shown 1n FIG. 13B, 1n the case where the link resource
information of the level 602 i1s sent to the different level 601,
the link resource information of the level 602 1s summarized
to produce summarized information 702, which is sent from
the border node 501 to the different level 601. The summa-
rized information 702 1s obtained by mapping the information
of the level 602 into a network where the border nodes 503
and 503 are directly connected to the border node 501 through
two summarized links. Accordingly, only the link state infor-
mation of the two summarized links 1s sent from the border
node 501 to the level 601. If such summarized information 1s
not used, 1t 1s necessary to send link state information repre-
senting a total of seven links to the level 601.

Example
As shown 1 FIGS. 14A-14FE, it 1s assumed that a peer

group of the level 602 consists of five nodes 501-505 (sec
FIG. 14A) and four precalculated paths 521-524 from the

border node 501 to the border node 503 are considered (see
FIGS. 14B-14E).

In this case, a link resource information table 511 as shown
in FIG. 14F represents the link resource information of the
level 602 and a precalculated path information table 531 as
shown 1 FIG. 14G represents the precalculated paths 521-
524 from the border node 501 to the border node 503. Refer-
ring to FI1G. 14F, a link a-b, for example, has a delay o1 3 msec
and an available bandwidth (BW) of 30 Mbps. Referring to
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FIG. 14G, aprecalculated path a-b-c, for example, has a delay
ol 7 msec and an available bandwidth of 80 Mbps.

FIG. 15 shows a summarized information table 591, which
1s obtained from the precalculated path information table 531
and represents a summarized link from the border node 7021

to the border node 7023 as shown in FIG. 13B.

The precalculated path resource information searcher 25
searches the link resource information table 511 for resource
information of the precalculated paths 521-524 to produce the
precalculated path information table 531.

The summarized information calculator 621 searches the
precalculated path information table 331 for precalculated
path information appropriate to summarized link information

between the border nodes 501 and 503.

For example, when the best value 1s selected from the
precalculated path resource information, the policy best value
(delay: 2 msec and available bandwidth: 80 Mbps) 1s selected
as summarized link resource information (see the table 591 of
FIG. 15). When the worst value 1s selected from the precal-
culated path resource information, the policy worst value
(delay: 7 msec and available bandwidth: 30 Mbps) 1s selected

as summarized link resource information (see the table 591 of
FIG. 15).

In the case of linear interpolation from the best and worst

values, the delay time and the available bandwidth (BW) are
represented by the following expressions:

Delay: 2X+7(1-X) [msec]; and
Available 5 W: 80X+30(1-X)=30+50XTMbps],

where X 1s a real number between 0 and 1 (see the table 591
of FIG. 15).

Similarly, the summarized information calculator 621 can

determine other summarized link state immformation (here,
between the border nodes 501 and 3505).

Since summarized information 1s calculated using precal-
culated paths, high-speed processing can be achieved.

Sixth Embodiment

A border communication device according to a sixth
embodiment 1s provided with a precalculated path memory
33 including a link-path correspondence table 323 as shown
in FIG. 4, i place of the precalculated path memory 32 of
FIG. 12.

As described before, the link-path correspondence table
323 indicates which of precalculated paths each link 1is
included 1n.

-

T'he precalculated path resource mnformation searcher 25
receives update link information from the link resource infor-
mation update section 21 and uses the update link information
as a search key to search the link-path correspondence table
323 for a corresponding precalculated path. Thereatter, the
precalculated path resource information searcher 25 searches
the link resource information memory 31 for link resource
information of the corresponding precalculated path and, 1f
found, then updates the path resource information stored 1n
the precalculated path resource information memory 322.
Accordingly, the link resource information 1s updated and, at
the same time, the path resource information of the corre-
sponding precalculated path 1s also updated. In other words,
when the link resource information i1s updated, only the path
resource information of the corresponding precalculated path
1s re-calculated, resulting in reduced number of computation
times and thereby decreased computation load.
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Seventh Embodiment

A border communication device for link state routing
according to a seventh embodiment of the present invention 1s
designed to be used in a multi-level hierarchical network.
Heremaiter, circuit blocks similar to those previously
described with reference to FIG. 1 are denoted by the same
reference numerals and the details will be omitted.

Referring to FIG. 16, the border communication device 1s
provided with a link resource information recerver 1, a data
processor 18, a memory deice 19, and a summarized infor-
mation transmitter 8. The link resource information recerver 1
receives link resource information from another communica-
tion device and outputs it to the data processor 18. The data
processor 18 performs a link state routing operation using the
memory device 19. The summarized information transmitter
8 transmits summarized information to different-level node
under control of the data processor 18.

The data processor 18 1s a program-controlled processor on
which the following sections are implemented: link resource
information update section 21; summarized information cal-
culation section 61; change rate detector 63; and change rate
comparator 64. The memory device 19 includes link resource
information memory 31, summarized information memory
36, and change rate threshold memory 37.

The summarized mformation memory 36 stores summa-
rized information that was previously sent to a different-level
node.

The change rate threshold memory 37 stores a change rate
threshold which 1s used to determine whether summarized
information should be sent to a difterent-level node.

The change rate detector 63 compares new summarized
information received from the summarized information cal-
culator 61 with the stored summarized information that was
previously sent to a different-level node to produce a change
rate of summarized information. The new summarized 1nfor-
mation and the calculated change rate are output to the change
rate comparator 64.

The change rate comparator 64 compares the calculated
change rate with the change rate threshold stored in the
change rate threshold memory 37 to determine whether old
summarized mmformation should be replaced with the new
summarized iformation. More specifically, when the calcu-
lated change rate 1s greater than the change rate threshold, the
change rate comparator 64 updates the stored summarized
information of the summarized imnformation memory 36 into
the new summarized information and outputs the new sum-
marized information to the summarized information trans-
mitter 8.

Operation

Referring to FIG. 17, when the link resource information
update section 21 recerves link resource information from the
link state resource imformation receiver 1 (step G0), the sum-
marized information calculator 61 calculates new summa-
rized information obtained by summarizing network status of
nodes 1n 1ts own level while referring to the contents of the
link resource imnformation memory 31 (step G1). The new
summarized mformation 1s output to the change rate detector

03.

The change rate detector 63 compares the new summarized
information with the previously summarized information
stored 1n the summarized information memory 36 to produce
a change rate of summarized mformation (step G2). The
calculated change rate 1s output to the change rate comparator

64.
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The change rate comparator 64 compares the calculated
change rate with the change rate threshold stored in the
change rate threshold memory 37 (step G3). When the calcu-
lated change rate 1s equal to or greater than the change rate
threshold (YES at step G3), 1t 1s determined that a large
amount of change occurs. In this case, the change rate com-
parator 64 updates the stored summarized information in the
summarized information memory 36 into the new summa-
rized information (step G4) and outputs the new summarized
information to the summarized information transmitter 8
(step G5).

Contrarily, when the calculated change rate 1s smaller than
the change rate threshold (NO at step G3), it 1s determined
that a small amount of change occurs and the process 1s
terminated without sending calculated summarized informa-
tion.

Example

FIG. 18A shows a table 581 containing link resource infor-
mation of the link a-¢ 1n the level 602 as shown 1n FIG. 13A.
FIG. 18B shows a table 582 containing information of pre-
calculated paths: first precalculated path from node 501 to
node 503; and second precalculated path from node 501 to
node 505. Such information of precalculated paths 1s used to
calculate summarized information of the level 602. FIG. 18C
shows a table 583 containing summarized information of the
level 602 that 1s calculated from the table 582.

It 1s assumed that the delay time of the link a-e 1s changed
from 1 msec to 3 msec and the available bandwidth thereof 1s
changed from 50 Mbps to 20 Mbps.

The summarized information calculator 61 first updates
precalculated path resource information as shown in the table
582 of FIG. 18B. Thereafter, the summarized information
calculator 61 changes summarized information based on the
updated precalculated path resource information as shown in
the table 583 of FIG. 18C.

The change rate detector 63 calculates a change rate of
summarized information. Here, the following expression 1s
used to calculate a change rate of summarized information:

R ore= R /R
where R, 1s a resource value betore updated and R, 15 a
resource value after updated.

A change rate of entire summarized mformation can be
obtained, for example, by summing change rates of all sum-
marized links included therein. A change rate of a summa-
rized link can be obtained, for example, by summing change
rates of resource information of respective links to be sum-
marized.

In the case where a policy of selecting a best value 1s
employed, the summarnzed link a-c provides a delay change
rate of 33% and an available bandwidth change rate of 0%
(see the table 583 of FIG. 18C) and therefore a total of change
rates 1n the summarized link a-c 1s 33%=33%+0%. Similarly,
the summarized link a-d provides a delay change rate of 20%
and an available bandwidth change rate of 0% (see the table
583 of FIG. 18C) and therefore a total of change rates 1n the
summarized link a-c 1s 20%=20%+0%. Accordingly, a
change rate of entire summarized information 1s 53% which
1s obtained by summing the calculated change rates of the
summarized links, that 1s, 33%+20%=53%.

On the other hand, 1n the case where a policy of selecting a
worst value 1s employed, the summarized link a-c provides a
delay change rate of 13% and an available bandwidth change
rate of 50% (see the table 583 of FIG. 18C) and therefore a
total of change rates 1n the summarized link a-c 1s 63%=13%+
50%. Similarly, the summarized link a-d provides a delay

last
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change rate of 0% and an available bandwidth change rate of
50% (see the table 583 of FIG. 18C) and therefore a total of
change rates in the summarized link a-c 1s 50%=0%+50%.
Accordingly, a change rate of entire summarized information
1s 113% which 1s obtained by summing the calculated change
rates of the summarized links, that 1s, 63%+50%=113%.

As described above, a change rate 1s calculated by compar-
ing calculated summarized information with the stored sum-
marized information that was previously sent to the different-
level node. Only i1 a large amount of change occurs, that is,
the calculated change rate 1s greater than the threshold, the
summarized information 1s sent to a different-level node,
resulting in reduced amount of summarized nformation
transferred 1n the network.

The mvention claimed 1s:

1. A link state routing device of a node 1n a network com-
prising a plurality of nodes and links, said link state routing,
device comprising:

a first memory for storing link resource mformation for
each link 1n the network, wherein the link resource infor-
mation 1s updated as an occasion to do so arises;

a path calculator for calculating a plurality of precalculated
paths from a source node to at least one destination node
based on link resource information stored in the first
memory, independently of occurrence of a connection
request;

a second memory for storing the plurality of precalculated
paths and path resource information for each precalcu-
lated path; and

a path selector for selecting a precalculated path from the
plurality of precalculated paths stored in the second
memory when a connection request occurs, wherein the
precalculated path 1s selected so as to satisiy a quality
requirement of the connection request.

2. The link state routing device according to claim 1,

wherein the path selector comprises:

a precalculated path searcher for searching the second
memory for a precalculated path candidate satistying the
quality requirement of the connection request; and

a feasibility checker for checking whether the precalcu-
lated path candidate 1s comprises a feasible path, by
referring to link resource imnformation stored in the first
memory,

wherein, when the precalculated path candidate comprises
an 1nifeasible path, the precalculated path searcher
searches the second memory for another precalculated
path candidate.

3. The link state routing device according to claim 2,

wherein the path selector further comprises:

an on-demand path searcher for searching the first memory
for apath candidate satisiying the quality requirement of
the connection request,

wherein, when a precalculated path candidate satisiying
the quality requirement of the connection request 1s not
found, the on-demand path searcher 1s activated.

4. The link state routing device according to claim 1, fur-

ther comprising:

an updater for updating the path resource information of a
precalculated path stored in the second memory when
link resource information of a link included in the pre-
calculated path 1s updated.

5. The link state routing device according to claim 4,

wherein the path selector further comprises:

an on-demand path searcher for searching the first memory
for a path candidate satisiying the quality requirement of
the connection request,
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wherein, when a precalculated path candidate satistying
the quality requirement of the connection request 1s not
found, the on-demand path searcher 1s activated.

6. The link state routing device according to claim 4, fur-
ther comprising a controller controlling the path calculator
such that, when the updated link resource information of the
link 1s not smaller than a predetermined link quality thresh-
old, the path calculator recalculates a plurality of precalcu-
lated paths for each destination node exclusive of the updated
link resource information of the link.

7. The link state routing device according to claim 1,
wherein the path calculator calculates a plurality of precalcu-
lated paths for each destination node based on a link-inherent
parameter that 1s independent of link resource information.

8. The link state routing device according to claim 1,
wherein the path calculator calculates a precalculated path
based on a single parameter a plurality of times to produce a
plurality of precalculated paths for each destination node.

9. The link state routing device according to claim 1,
wherein the path calculator calculates a plurality of precalcu-
lated paths for each destination node based on an integrated
parameter set having a plurality of parameters integrated
therein.

10. The link state routing device according to claim 9,
wherein the path selector sorts the precalculated paths stored
in the second memory according to the integrated parameter
set to search the second memory for a precalculated path
satisiying the quality requirement of the connection request.

11. The link state routing device according to claim 10,
wherein the path selector searches the second memory for a

precalculated path satistying the quality requirement of the
connection request 1in a round robin fashion weighted by the

integrated parameter set.

12. The link state routing device according to claim 11,
wherein the path selector searches the second memory for a
precalculated path satisfying the quality requirement of the
connection request in a round robin fashion hierarchically
weilghted by the integrated parameter set.

13. The link state routing device according to claim 1,
wherein each of said precalculated paths comprises path
topology information of links comprising a path between the
source node and the destination node.

14. A communication method 1n a link state routing device
ol a node 1n a network comprising a plurality of nodes and
links, said method comprising;:

storing link resource information for each link in the net-

work 1n a first memory;
updating the link resource information as an occasion to do
SO arises;

calculating a plurality of precalculated paths from a source
node to at least one destination node based on link
resource information stored in the first memory, inde-
pendently of occurrence of a connection request;

storing the plurality of precalculated paths and path
resource nformation for each precalculated path 1n a
second memory; and

selecting a precalculated path from the plurality of precal-
culated paths stored 1n the second memory when a con-
nection request occurs, wherein the precalculated path 1s
selected so as to satisty a quality requirement of the
connection request.

15. The method according to claim 14, wherein selecting
the precalculated path comprises:

searching the second memory for a precalculated path can-
didate satistying the quality requirement of the connec-
tion request; and
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checking whether the precalculated path candidate com- when the update link resource information of the link 1s not
pris?s a feasibl; path, by reterring to link resource infor- smaller than a predetermined link quality threshold,
mation stored 1n the first memory, recalculating a plurality of precalculated paths for each

wherein, when the precalculated path candidate comprises
an 1nfeasible path, the second memory is searched for 5
another precalculated path candidate.

16. The method according to claim 14, further comprising:

destination node exclusive of the updated link resource
information of the link.

updating the path resource information of a precalculated 19. The method according to claim 14, wherein the link
path stored in the second memory when link resource resource information comprises delay information and avail-
information of a link included 1n the precalculated path 10 able bandwidth information.
1s updated.

17. The link state routing device according to claim 1,
wherein the link resource information comprises delay infor-
mation and available bandwidth information.

18. The method according to claim 14, further comprising: 15 o

updating path resource information of a precalculated path source node and the destination node.

stored 1n the second memory when link resource infor-

mation of a link included 1n the precalculated path 1s
updated; and £ % % % %

20. The communication method according to claim 14,
wherein each of said precalculated paths comprises path
topology information of links comprising a path between the
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