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METHOD AND MECHANISM FOR
IDENTIFYING AN UNMANAGED SWITCH IN
A NETWORK

BACKGROUND

Networks including a number of domains (“layer 2
domains™) interconnected by routers, are known. Within each
domain, traffic 1s forwarded based on MAC (Medium Access
Control) addresses (or other data link layer addresses). The
routers route tratfic based on IP (Internet Protocol) addresses
or other network layer addresses. To restrict network connec-
tivity, a network administrator specifies connectivity groups
cach of which 1s a group of sub-networks that are allowed to
communicate. The administrator also specifies which entities
(MAC addresses, ports, or user names) belong to the same
group. The entities may be 1n the same or different domains.
A computer system automatically creates access control lists
for routers to allow or deny traffic as specified by the admin-
istrator. The computer system also creates VLANs (Virtual
Local Area Networks) to allow or deny traflic as specified,
wherein each VL AN is part of a domain or 1s a whole domain.
Connectivity within each domain 1s restricted by VL ANs and
connectivity between domains 1s restricted by access control
lists.

A method and apparatus for determining accurate topology
features of a network, including a monitoring system for
determining accurate topology features of a network, and
methods of operating the monitoring system, are known. In a
known embodiment, the system creates an accurate topology
map ol a given network by: obtaining a list of managed
network devices; identifying trunk ports, link channel ports,
and trunk channel ports; identifying link port and node ports;
determining connections between the ports; storing the col-
lected information; and displaying the network topology.
Methods are disclosed for identifying link and node ports. In
the preferred method, information regarding the devices,
including VL AN/backplane information, router ARP table
information, device interface information, and physical
address information for machines and devices connected to
the network 1s obtained. Also, the ports and/or devices are
logically grouped 1n order to provide more accurate topology
information. Source address table timing information 1is
obtained for each device, and a historical database of source
table information 1s kept. Filters may then be utilized on the
source address tables 1n order to provide more accurate topol-
ogy results. Connections between nodes are also resolved by
utilizing sorting methods. Alternative methods are also dis-
closed for identifying link ports and determining connections
between nodes.

A method of determining computer network topologies
that dramatically reduces the computational complexity and
greatly increases the accuracy of connection determination, 1s
known. The method 1nvolves classifying ports as either up or
down. A source address table 1s compiled for each port of each
data-relay device and each port 1s classified as either up or
down. Up ports connect to other data-relay devices which
report source address tables while down ports do not. After
the classification, each source address 1n each up port table 1s
replaced by the source address of the data-relay devices con-
taining the down port whose table contains that source
address. The tables of pairs of up ports are compared by
intersection and mimmal intersection defines the most prob-
able connection for each up port. A variety of methods are
used to remove invalid source addresses and the addresses of
devices that have moved during the collection of the source
address tables.
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A method and apparatus for interrogating devices 1n a
network are known, including a program suitable for imterro-
gating, 1n a network, a selected device of a large number of
possible devices 1n respect of at least one functionality of the
device (e.g. topology or sizing), using a plurality of directo-
ries of elements, each element comprising a module of pro-
gram code, each directory having a plurality of elements;
wherein the program selects from at least one directory those
clements which relate to the selected device and the desired
functionality and utilizes the selected elements to interrogate
the selected device.

A network supervising apparatus, a computer program,
and a method of supervising a network, are known. The
method includes applying an algorithm to information relat-
ing to the devices of the network to provide a stress value,
comparing the stress value with a predetermined limiat,
retrieving graphic symbol signals from a signal store and
providing the graphic symbol on a visual display apparatus
when the stress value reaches the predetermined limit, manu-
ally selecting the graphic symbol and causing said visual
display apparatus to provide an image indicating where the
stress value has reached the predetermined limit.

SUMMARY

In an exemplary embodiment, a method for managing a
network includes accessing information associated with a
managed switch in the network, querying an external data
source, and 1dentifying an unmanaged switch connected to
the managed switch based on a reply to the query and the
accessed information.

In an exemplary embodiment, a method for managing a
network by identitying an order of multiple devices con-
nected to ports of a managed network switch 1n a network,
includes for each port of the network switch, accessing Layer
2 and Layer 3 address information associated with the port,
identifying one or more devices connected to the port based
on the accessed Layer 2 and Layer 3 information, for each
identified device, determining whether the identified device 1s
included 1n an external list of switch-enabled devices, and
ordering the i1dentified device in an ordered list associated
with the port based on the determining.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings provide visual representa-
tions which will be used to more fully describe the represen-
tative embodiments disclosed herein and can be used by those
skilled 1n the art to better understand them and their inherent
advantages. In these drawings, like reference numerals 1den-
tily corresponding elements and

FIG. 1 1s a flow diagram illustrating an exemplary embodi-
ment.

FI1G. 2 15 a flow diagram 1llustrating an exemplary embodi-
ment.

FIG. 3 1llustrates an portion of a network on which exem-
plary embodiments would be applied.

FIG. 4 illustrates an exemplary distribution of resources.

DETAILED DESCRIPTION

As shown 1n FIG. 3, an exemplary network can include
routers 430, 432, located for example at a core of the network,
connected to distribution routers 22, 424, 426, 428. The dis-
tribution routers 422, 424, 426, 428 are shown connected
respectively to a computer 402 (e.g. a personal computer), a
computer 404, and phones 410, 412 that include switches, for
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example “unmanaged” switches. An unmanaged switch can
be for example a switch that 1s not an SNMP (Simple Network
Management Protocol) switch, or a switch that 1s not queried
or monitored using SNMP. The phones 410, 412 can also be
connected to personal computers, for example respectively to
the computers 406, 408 shown 1n FIG. 3.

In computer networks, switches such as the routers 430,
432 and the switches 414 through 428 shown in FIG. 3,
channel network packets from one device to another based on
ISO Level 2 (*MAC” or Medium Access Control) addresses.
The switches can learn the addresses of the devices connected
network, and then filter and direct data communication so that
collisions of data streams are minimized.

Many network switches have an ability to be managed by
external software. Information about the state of the software,
and Level 2 MAC information about the connected devices, 1s
frequently made available through Simple Network Manage-
ment Protocol (SNMP). The management software can then
use mdividual MAC addresses to look up the corresponding,

[P address of the connected device, 1n an Address Resolution
Protocol (ARP) cache. An ARP cache 1s a table containing

pairs of Level 2 and Level 3 1P addresses. With the informa-
tion in an ARP table, a Level or Layer 2 address of a device
can be used to find a Level/Layer 3 address of the device, and
vice versa. ARP caches can be created and can exist on several
types ol network devices, including routers and computers
systems, for example the routers shown 1in FIG. 3 and the
computers shown in FIGS. 3-4.

Information about accurate network topology can be usetul
to correctly diagnose problems in a network environment,
and applications such as Hewlett Packard Company’s Net-
work Node Manager have been developed to diagram net-
work topologies and perform root-cause analysis of network
problems based on the state and connectivity of computer
networks.

In some cases, a switch may either 1) not contain a man-
agement agent, 2) have a management agent that 1s not run-
ning, or 3) have agent data that 1s 1naccessible (e.g., to man-
agement software) due to communication problems. Such a
switch 1s effectively “unmanaged”, and can present a chal-
lenge when one attempts to correctly identily the connectivity
and state of a computer network, and to diagnose problems
with the network. Implementation of IP telephones in net-
works has made this 1ssue more urgent, because IP telephones
frequently contain an unmanaged switch. This allows a com-
pany to run a single wire to an employee’s location, where the
employee’s telephone acts as both a phone and as a switch to
which the employee’s computer 1s connected. In other words
as shown in FI1G. 3, a single link provides data from a network
to both a telephone and a computer, and the telephone 1s
located between the computer and the network. Thus there
can be an additional unmanaged switch per employee when
IP telephony 1s deployed 1n a corporate network.

In accordance with an exemplary method shown 1n FIG. 2,
a correct topology of a network can be deduced. In a first
block 202 shown 1n FIG. 2, information associated with a
managed switch in the network 1s accessed. The information
associated with the managed switch can for example be
accessed by querying the managed switch, and the informa-
tion associated with the managed switch can indicate a Level
2 or Layer 2 network address of a device connected to a port
of the managed switch. The information associated with the
managed switch can indicate a Virtual Local Area Network of
the network with which the Layer 2 network address 1s asso-
ciated.

Consider for example, a Cisco router having a) an interface
“FastEthernet 0/1” that 1s an uplink trunk which brings mul-
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4

tiple VLANSs 1nto the switch or router, and b) an interface
“FastEthernet 0/2” that connects to a Cisco IP phone, wherein
the phone 1n turn connects to a laptop PC. An exemplary
partial configuration of the Cisco switch or router can be
defined a follows:

interface FastEthernet(O/1

description 802.1Q trunk to FA2/33 on Distribution Rtr 6509
switchport trunk encapsulation dotlq

switchport mode trunk

switchport nonegotiate

intertace FastEthernet(/2

description 802.1Q trunk to Cisco phone: VLAN 500 1s Voice

switchport mode dynamic desirable
switchport voice vlan 500
mls qos trust cos

spannmng-tree portiast

Partial results of the router’s reply to a Cisco I0S command
“show mac-address-table dynamic™ are shown below:

Vlan Mac Address Type Ports
1 0006.d737.cald DYNAMIC Fa0/2

1 000e.d759.2097 DYNAMIC Fa0/5
500 0004.0d4c.c8d6 DYNAMIC Fa0/4
500 0005.512b.60d8 DYNAMIC Fa0/1
500 0006.d737.cald DYNAMIC Fa0/2

The phone 1s plugged into an interface FA0/2, and we see
from the reply the router has learned that there are two devices

connected, and 1n this case they happen to be configured onto
two VL ANS.

Exemplary embodiments and methods described herein,
cnable management systems to determine which of the two
devices 1s directly connected (e.g. the phone on VLAN 500),
and which 1s connected indirectly (e.g. the PC on VLAN 1)
through the other device.

Returning to FIG. 2, control proceeds from block 202 to
block 204, where an external data source i1s queried, for
example to obtain device-specific information. The external
data source can be associated with the network, can be within
the network and separate from the information associated
with the managed switch(es), can be physically external to the
network or connected to the network, can be centralized or
distributed, and so forth. For example, with reference to FIG.
4 which shows an exemplary network with connections to
computers Computer 1 and Computer 2 where Computer 1 1s
connected to Database 1 and Database 2 and Computer 2 1s
connected to Database 3, the external data source can be 1n
one or more of the Databases 1-3, can be within the network,
or can be distributed within or among both the network and
Computers 1, 2 and Databases 1-3.

In a next block 206, an unmanaged switch connected to the
managed switch 1s 1dentified based on a reply to the query and
the accessed information. The query reply can indicate a type
of the device associated with the Layer 2 network address,
and/or can indicate information about a Virtual Local Area

Network (VLAN), for example a VLAN with which the port
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of the managed switch and/or devices connected to the port
1s/are associated. For example, the query reply can indicate
whether the VLAN 1s assigned for Internet Protocol (IP)
telephony. When the VL AN 1s assigned for IP telephony, the
device connected to the port of the managed switch can be 5
identified as (or determined to be) an unmanaged switch. In

an exemplary method, the query can include a Layer 2 net-
work address of a device connected to a port of the managed
switch, and the external data source can include a table asso-
ciating Layer 2 addresses with Layer 3 addresses, for example 10
tor devices within the network. In this way the query reply can
include a Layer 3 address that 1s associated with or corre-
sponds to the Layer 2 address provided 1n the query. The table
can be embodied in one or more ARP caches, distributed for
example within and/or among one or more devices or 15
resources within the network, for example routers and man-
aged switches or any other network resource.

In a next block 208, a topology of the network 1s updated
based on the 1dentification performed 1n block 206. In a next
block 210, at least one root cause of a problem or malfunction 20
ol a network 1s deduced based on the 1dentification.

Thus, information contained 1n a managed switch can be
combined with device-specific external information to
deduce a correct topology of a network. Additional actions
can be performed using the deduced topology information, 25
for example a) updating a topology representation of the
network, and/or b) deducing one or more root causes of a
problem with or malfunction of the network. The method
shown 1 FIG. 2 can be repeated or performed for different
switches of the network, for example until connections to all 30
of the switches have been explored or evaluated (directly or
indirectly).

FI1G. 1 shows another exemplary method, wherein 1n a first
block 202, for each switch a list of ports on the switch 1s built.
The list can be built, for example, by accessing information 35
associated with the switch, for example by querying the
switch (which can be a managed switch) via SNMP or other
mechanism. In a next block 104, for each port of the switch
one or more ARP caches 1s read and Layer 2 and Layer 3
information from the ARP cache(s), for example regarding 40
devices connected to the switch, are placed into a list. From
block 104 control proceeds to block 106, where for each
device represented in the list built 1n block 104, a determina-
tion 1s made whether the device 1s 1 an external list of
switch-enabled devices or 1n other words an external list of 45
devices that embed a switch (for example, managed
switches). An exemplary device that enables a switch 1s a
Cisco 7960 IP telephone which includes two network ports,
one for connecting to an incoming VL AN trunk carrying both
voice and PC network data and one that 1s a PC-only port. 50

If not, then control proceeds from block 106 to block 108,
where the device information 1s stored 1n a holding slot. From
block 108, control proceeds to 110, where a determination 1s
made whether there are more devices to evaluate. I yes, then
control returns from block 110 to block 106. In not, then 55
control proceeds from block 110 to block 120.

If the determination 1n block 106 indicates that the device
1s 1n the external list of switch-enabled devices or devices that
embed a switch, then control proceeds from block 106 to
block 112. In block 112, a determination 1s made whether 60
there 1s already a switch-enabled device in an ordered device
list associated with the corresponding managed switch port. If
yes, then control proceeds to block 114, where an alert 1s
generated to indicate that this particular portion of the net-
work may have an unsupportable configuration, and from 65
block 114 control proceeds to block 122. If the determination
in block 112 1s negative, then control proceeds from block

6

112 to block 116, where the corresponding device (or infor-
mation relating to 1t) 1s placed or added as the first entry 1n an
ordered list associated with the managed device port.

From block 116, control proceeds to block 118, where a
determination 1s made whether the holding slot contains an
entry. If not, then control returns from block 118 to block 106.
If yes, then control proceeds from block 118 to block 120,
where the information 1n the holding slot (corresponding to a
device that 1s not switch-enabled) 1s appended to the ordered
device list, for example an ordered device list associated with

a corresponding managed switch port (see, e.g., blocks 104,
106). From block 120 control proceeds to block 122, where a
determination 1s made whether there are more devices to
evaluate with respect to a particular managed switch port. If
yes, then control returns from block 122 to block 106. If not,
then control proceeds from block 122 to block 124, where a
determination 1s made whether there are more ports with
respect to a particular switch, e.g., managed switch. It yes,
then control returns from block 124 to block 104. If not, then
control proceeds to block 126, where a determination 1s made
whether there are more switches (e.g., managed switches) to
evaluate. If yes, then control returns from block 126 to block
102. If not, the control proceeds to block 128 and the process
ends.

Exemplary pseudocode for implementing the method
shown in FIG. 1 follows:

// This pseudo-code discovers the devices that are “outside”™
an edge switch, and returns an accurate description of the
topology that may include a network switch that cannot be

managed by SNMP.

// As an argument, 1t takes the IP address of a traditional Edge
switch, e.g. a

// Cisco 3524 or 3550

// This routine “asks” an outside source whether a device
contains an

// unmanaged switch, and then constructs the topology with
the device as a

// connector, and not a leat node.

// This reflects the most common case, which 1nvolves IP
phones containing

// unmanaged switches.

// This routine 1s mitially focused on situations where there
are 2 nodes

// connected to an edge switch—usually a phone containing
an unmanaged

// switch, and a PC as the end node.

// First action: build a table of devices known to be unman-
aged switches. In

// the case of an IP telephony environment, we would use
SNMP to query a

// Call Manager to see which phones (containing unmanaged
switches) are

// known, and their MAC or IP addresses.
Switch Table=Build_Unmanaged_Switch_Table ( );

// Later, during network topology discovery, we will see what
lies outside

// each port on the traditional Access layer switches.
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-continued
for each port on each managed edge switch { }
get_ Access__Port__topology ( ); else {
} 5

get_ Access_ Port__topology {

// Some other funky scenario, €.g. an unmanaged hub with

_ o devices connected: return a corresponding, slightly different
// Possible topologies iclude:

structure.
// 1. Just anormal IP device (such as a PC) that doesn’t contain 10
an
// unmanaged switch; h
‘ . . h
// 2. Just device containing an unmanaged switch; s } //end get__Access_ Port_topology

/1 3. A device containing an unmanaged switch, connected to
a device that The functions or activities described with respect to FIGS.

1-2 can be performed by devices or resources within the
network, for example by computers or devices within the
>0 network that have memory and/or some computing capacity
(for example routers and managed switches such as those
shown 1n FIG. 3, computers such as the computers 402, 404,

// doesn’t contain an unmanaged switch.
int deviceCount;

array deviceArrayll
array MAC_listl}

// Find all of the MACs of devices connected to that port. 406, 408 or others within the network, devices containing
MAC_list=get list_of MAC_addresses; microprocessors or microcontrollers, etc.), and the various

- h B »5 Tunctions can be performed by software running in a central

/[ Simplest Case: 1 device. We could use the non-SNMP or distributed fashion on those devices or resources. The
information about various different functions described herein, can for example

be performed by different modules of one or more software

programs, and/or can be performed by different software

// We return that there 1s a list with 1 element 1n 1t. 30 programs. The software can also or a]’[ema‘[ively n on

devices external to the network whose switches are being

evaluated, for example on the Computers 1, 2 shown 1n FIG.

, , 4, for example with the aid of one or more of the Databases
I (there s exactly 1 MAC on that port) 1 - 1-3. One or more of the Computers 1, 2 and/or t. t

(return the number of devices (1) and its address) ' pulers 1, &4 ald/or the COMPUICTs

! 35 402,404, 406, 408 and/or other computers or displays within

or connected to the network can also be used to display a

topography of the network, and/or the results or status of any

// More complex scenario, e.g. 2 devices & 1 is/includes of the functions or operations described herein with respect to

switch FIGS. 1-2.

40  Software packages, elements or modules for variously pro-
viding access or views to the databases, e¢.g. for connecting
clients to an active database and for connecting a discovery
process to the working database, for maintaining the network
topologies in the databases, and/or for performing other pro-

45 cess Tunctions described herein, can be implemented on the

// 1t to 1dentify what kind of device 1t 1s (e.g. IP telephone).

else {
if MACAddress[0] is in SwitchTable {

1 First MAC found is the switch computer. For example, the processes such as discovering the
’ network, monitoring a health of the network, detecting mal-
// Second MAC 1s the leaf node device functions or faults in the network, comparing topologies from

different databases and troubleshooting detected maliunc-
50 tions or faults, for example based on the topology compari-
son, can be variously implemented separately or jointly by

deviceArray[0] = MACAdd 0]; :
eviceArray|U] ress|0] software or software modules or elements running on the

deviceArray[1] = MACAddress[1];

(return the number of devices (2), also computer. These software processes running on the computer
addresses of connector and leaf node) can be additionally or alternatively be implemented in a dis-
j 55 tributed fashion external to the network using for example

Ise if MACAdd 1] 1s in SwitchTabl . . :
o ress[1] s in SwitchTable § distributed computing resources, and/or can be implemented

using resources of the network.

Thus, the methods, logics, techniques and pseudocode
sequences described above can be implemented 1n a variety of
/1 Second MAC 1s the switch 60 programming styles (for example Structured Programming,

Object-Oriented Programming, and so forth) and 1n a varniety

of different programming languages (for example Java, C,

. C++, C#, Pascal, Ada, and so forth). In addition, those skilled
SZEEZiizE& :Eigiggi::ﬁqé in the art will appreciate ‘Fhat the elel}lents and methqu or
(return the number of devices (2), also 65 processes described herein can be implemented using a
addresses of connector and leaf node) microprocessor, computer, or any other computing device,
and can be implemented 1n hardware and/or software, 1n a

// First MAC found 1s leaf node device
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single physical location or 1n distributed fashion among vari-
ous locations or host computing platforms. Agents can be
implemented 1n hardware and/or soitware or computer pro-
gram(s) at any desired or appropriate location.

Those skilled in the art will also appreciate that software or
computer program(s) can be stored on a machine-readable
medium, wherein the software or computer program(s)
includes instructions for causing a computing device such as
a computer, computer system, microprocessor, or other coms-
puting device, to perform the methods or processes.

It will also be appreciated by those skilled in the art that the
present invention can be embodied 1n other specific forms
without departing from the spirit or essential characteristics
thereot, and that the 1invention 1s not limited to the specific
embodiments described herein. The presently disclosed
embodiments are therefore considered 1n all respects to be
illustrative and not restrictive. The scope of the invention 1s
indicated by the appended claims rather than the foregoing
description, and all changes that come within the meaning

and range and equivalents thereof are intended to be
embraced therein.

The invention claimed 1s:

1. Method for managing a network, comprising:

accessing iformation associated with amanaged switch in

the network;

querying an external data source;

identifying an unmanaged switch connected to the man-

aged switch based on a reply to the query and the
accessed iformation.

2. The method of claim 1, wherein the information associ-
ated with the managed switch 1s accessed by querying the
managed switch.

3. The method of claim 1, wherein the information associ-
ated with the managed switch 1ndicates a Layer 2 network
address of a device connected to a port of the managed switch.

4. The method of claim 3, wherein the query reply indicates
a type of the device associated with the Layer 2 network
address.

5. The method of claim 3, wherein the information associ-
ated with the managed switch indicates a Virtual Local Area
Network of the network with which the Layer 2 network
address 1s associated, and the query reply indicates informa-
tion about the Virtual Local Area Network.

6. The method of claim 5, wherein the query reply indicates
whether the Virtual Local Area Network 1s assigned for Inter-
net Protocol telephony, and when the Virtual Local Area
Network 1s assigned for Internet Protocol telephony, the
device connected to the port of the managed switch 1s deter-
mined to be an unmanaged switch.

7. The method of claim 3, wherein the query includes the
Layer 2 network address of the device connected to the port of
the managed switch and the external data source includes a
table associating Layer 2 addresses with Layer 3 addresses
within the network.

8. The method of claim 7, wherein the table comprises at
least one 10 Address Resolution Protocol cache.

9. The method of claim 1, comprising deducing at least one
root cause of a problem with or malfunction of the network
based on the identification.

10. The method of claim 1, comprising performing the
steps of accessing, querying, and identifying for different
switches 1n the network.

11. The method of claim 1, wherein the external data
source 1s 20 associated with the network.
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12. The method of claim 1, comprising updating a topology
of the network based on the 1dentitying.

13. A system for managing a network, comprising:

means for accessing information associated with a man-

aged switch in the network and querying an external data
source; and

means for identifying an unmanaged switch connected to

the managed switch based on a reply to the query and the
accessed information.

14. The system of claim 13, wherein the information asso-
ciated with the managed switch indicates a Layer 2 network
address of a device connected to a port of the managed switch.

15. The system of claim 13, wherein the query reply indi-
cates a type of the device associated with the Layer 2 network
address.

16. The system of claim 13, wherein the information asso-
ciated with the managed switch indicates a Virtual Local Area
Network of the network with which the Layer 2 network
address 1s associated, and the query reply indicates informa-
tion about the Virtual Local Area Network.

17. The system of claim 16, wherein the query reply indi-
cates whether the Virtual Local Area Network 1s assigned for
Internet Protocol telephony, and when the Virtual Local Area
Network 1s assigned for Internet Protocol telephony, the
device connected to the port of the managed switch 1s deter-
mined to be an unmanaged switch.

18. The system of claim 13, wherein the query includes the
Layer 2 network address of the device connected to the port of
the managed switch and the external data source comprises a
table associating Layer 2 addresses with Layer 3 addresses
within the network.

19. A machine readable medium comprising a computer
program for causing a computer to perform:

accessing information associated with amanaged switch 1n

the network;

querying an external data source;

identifying an unmanaged switch connected to the man-

aged switch based on a reply to the query and the
accessed information.

20. The medium of claim 19, wherein the information
associated with the managed switch indicates a Layer 2 net-
work address of a device connected to a port of the managed
switch.

21. The medium of claam 20, wherein the query reply
indicates a type of the device associated with the Layer 2
network address.

22. The medium of claim 20, wherein the information
associated with the managed switch indicates a Virtual Local
Area Network of the network with which the Layer 2 network
address 1s associated, and the query reply indicates informa-
tion about the Virtual Local Area Network.

23. The medium of claim 22, wherein the query reply
indicates whether the Virtual Local Area Network 1s assigned
for Internet Protocol telephony, and when the Virtual Local
Area Network 1s assigned for Internet Protocol telephony, the
device connected to the port of the managed switch 1s deter-
mined to be an unmanaged switch.

24. The medium of claim 20, wherein the query includes
the Layer 2 network address of the device connected to the
port of the managed switch and the external data source
includes a table associating Layer 2 addresses with Layer 3
addresses within the network.
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