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DISTRIBUTED BPDU PROCESSING FOR
SPANNING TREE PROTOCOLS

BACKGROUND

1. Field of the Invention

The present disclosure relates generally to spanning tree
protocols, and more particularly to systems and methods for
implementing a spanning tree protocol that 1s distributed
among participating elements of a packet switch.

2. Description of Related Art

In packet networks, packet switches are often intercon-
nected 1n hierarchical arrangements such as the exemplary
network 100 shown in FIG. 1. Network 100 includes eight
packet switches BR1 to BR8. Each switch has multiple ports
(e.g., ports P11-P14 on BR1, ports P21-24 on BR2, etc.) that
connect to ports on other switches 1 the network via links
(the links may be, e.g., copper cable, fiber optic links, wireless
links, etc.). The network could include other switches as well,
and the switches generally include ports other than those
shown (some large switches have many hundreds to over a
thousand ports). One or more of the switches could also serve
as a packet router, and other destination devices such as
computer end stations, servers, routers, etc., also connect to
the network, but are not shown. Although point-to-point links
are shown, some media may allow multiple-access, e.g., more
than two devices sharing a link.

To provide redundancy, a network such as network 100
purposely includes multiple possible paths that a packet could
follow to move from one point 1n the network to another.
Generally, the switches must agree on only one of these paths
for each packet, or the packet may loop and/or be dropped
without ever being delivered to i1ts destination. When the
switches all agree on a set of such paths for all traffic, the
network 1s said to have “converged.”

Spanning Tree Protocols (STPs) are often used in computer
networks to maintain a reconfigurable loop-iree network
topology within a group of interconnected switches. Such
protocols not only allow a network to mitially converge, but
also provide mechanisms for the network to reconverge to a
new topology when links or switches fail or are added to a
network. One well-known example of a STP, Rapid Spanning
Tree Protocol (RSTP), 1s described in the IEEE 802.1D-2004
specification, published by the Institute of Flectrical and
Electronic Engineers and incorporated herein by reference.
Some features and terminology from the RSTP specification
that will be useful 1n the following description are introduced
here in conjunction with FIG. 1.

According to RSTP, each switch that participates 1n a span-
ning tree 1s assigned a bridge priority, such that the operating,
switch having the best bridge priority (numerically lowest
priority value) will be elected by the spanning tree as the root
bridge. Each switch mnitially assumes that 1t 1s the root bridge.
The switches advertise their bridge priorities to each other
across the bridge-to-bridge links using protocol-specific
packets known as Bridge Protocol Data Units (BPDUSs).
When a switch receives a BPDU advertising a bridge priority
higher than the switch’s own bridge prionty, that switch
knows that 1t will not be elected as the root bridge; conversely,
if a switch receives no BPDU advertising a higher bridge
priority, 1t continues to act as 11 1t 1s the root bridge. Assuming,
that the switches in network configuration 100 are assigned a
bridge priority in the same order as their respective numerical
suifixes, all switches 1n the network will recognize BR1 as
having the best bridge priority, and BR1 will become the root
bridge for the configuration.
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2

The ports of the bridges are each assigned a port role by the
protocol. Through the interchange of BPDUSs, the switches
also learn which one, 11 any, of their ports will assume the role
ol a root port—the port that 1s closest to the root bridge 1n
terms of port cost. Assume that all links shown 1n each tier of
network 100 run at the same data rate and thus all ports on the
same tier have the same single-link port cost, the root ports
that will be selected by BR2-BR8 based on port cost are
indicated by open circles adjacent the ports. In cases where
two ports have the same port cost to reach the root bridge (for
instance ports P23 and P24 on switch BR2), the bridge with
the numerically lowest port number 1s selected as the root
port. The root ports selected in network 100 include P23, P31,
P41, P51, P61, P71, and P81.

The interchange of BPDUSs also allows the switches to
assign designated ports for each network segment—a desig-
nated port role 1s assigned to the port capable of sending the
best BPDUs on the segment to which 1t 1s connected, where
“best” generally means smallest port cost, with bridge prior-
ity/port priority used to break ties. The designated ports that
will be selected by BR1-BR8 are indicated by black circles
adjacent the ports. Thus all ports on BR1 connected to other
switches 1n the network (ports P11, P12, P13, and P14)
become designated ports, as their port cost to reach the root

bridge 1s zero. The other designated ports selected in the
network include P21, P22, P33-36, P43-46, P53-55, P63-635,

P73-75, and P83-85.

The remaining ports shown 1n network 100—in this case
ports P24, P32, P42, P32, P62, P72, and P82—are neither root
nor designated ports. These ports assume a role of alternate
ports and are 1llustrated in FIG. 1 with a bar drawn through the
network connection near the port. Of course, a port can also
become a disabled port if 1t malfunctions, the link and/or
device to which the link connects malfunctions, or 1 manu-
ally disabled. A disabled port does not participate 1n any
spanmng tree calculations.

In addition to a port role, each port 1n the spanning tree also
progresses through different port states as the spanning tree
converges. Ports progress from a blocking state to a learning
state to a forwarding state 11 they are root or designated ports,
and remain in a blocking state 1f they are alternate ports.
Blocking ports do not learn MAC (Media Access Control)
addresses from received frames and do not forward frames.
Based on these definitions, 1t can be verified that traffic
received on each port of network 100 has a single path com-
prising only forwarding ports that 1t may follow to reach any
other device (or network egress port) in the network.

One drawback of the FIG. 1 configuration 1s that it defines
a common spanmng tree for all traffic. The alternate/blocked
ports 1n the topology represent unused bandwidth that could
be usetul, such as the bandwidth idle at ports P32, P42, and
P24, were there a way to use 1t. With the advent of Virtual
LLANs (VLANSs), this became possible for switches capable of
using different Spanning Trees for different VLANS.
Although other similar solutions exist, the most common
multi-spanning tree solution 1s Multiple Spanning Tree Pro-
tocol (MSTP), defined 1n IEEE 802.1Q-2005, and incorpo-
rated herein by reference. MSTP allows a set of switches 1n a
defined region to run multiple spanming tree overlays or
instances on the same group of switches. In some of the
spanmng tree mstances, a given port will be blocking, while
in others, the same port will be forwarding. Thus traific on
different VLANs may follow different paths between the
same two points 1n the network, even though traific on each
VL AN is confined to a single path as described for RSTP. This
allows the network to achieve at least a rudimentary form of
load balancing and utilize all ports.
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In MSTP, each VLAN 1s assigned to one of 64 logical

spanmng tree instances. This 1s accomplished by populating a
4096-clement table on each switch with an association
between each of the 4096 possible VLLAN IDs and one of the
64 logical spanning tree instances. When a switch receives a
VLAN-tagged packet, 1t reads the VLAN ID {for the packet
and refers to the MSTP table (or a table derived from the
MSTP table) to determine the appropriate spanning tree
instance (e.g., forwarding port(s)) for that VL AN ID.

Within an MSTP region, only one set of BPDUs 1s propa-
gated by each switch. The BPDU format for MSTP contains
a fixed first section, followed by a variable number of con-
figuration messages, one per MST 1nstance. The BPDU for-
mat 1s as follows:

Protocol Identifier

Protocol Version Identifier
BPDU Type

CIST Flags

CIST Root Identifier

CIST External Path Cost
CIST Regional Root Identifier
CIST Port Identifier

Message Age

Max Age

Hello Time

Forward Delay

Version 1 Length =0

Version 3 Length

MST Configuration Identifier
CIST Internal Root Path Cost
CIST Bridge Identifier

CIST Remaining Hops

tollowed by a variable number of configuration messages of
the following format:

MSTI Flags

MSTI Regional Root Identifier
MSTI Internal Root Path Cost
MSTI Bridge Priority

MSTI Port Priority

MSTI Remaining Hops

The fixed first section contains information that 1s used to
establish a Common Internal Spannming Tree (CIST) that will
be used within the MSTP region as a default spanning tree for
traffic not otherwise assigned, and represents the MSTP
region as a virtual bridge to the outside world. Many of these
fields correspond to RSTP fields in BPDUSs used to establish
an RSTP Spanning Tree. The MST configuration 1dentifier
field, however, 1dentifies the MST group by an alphanumeric
configuration name, a configuration revision number, and a
digest value. Each switch calculates 1ts MSTP digest value by
hashing its VLAN-to-MSTP-1nstance mapping table with a
known hash function, the “HMAC-MD35” algorithm
described 1n Internet Engineering Task Force document RFC
2104. The digest value transmitted within a BPDU must
match the internally-calculated digest value 1n order for a
switch to recognize the BPDU as one originating from its
MSTP region. Thus if the VLAN mapping tables for two
connected switches do not match exactly, the two switches
will transmit BPDUs with different digest values. Conse-
quently, the two switches will not cooperate 1n a common
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4

MSTP region, and each assumes that the port on which 1t
receives the differing digest value (or no digest value) 1s at the
MSTP region boundary.

Assuming that the MST configuration identifier digest
matches a switch’s digest, the switch will participate in estab-
lishing a CIST for the region and a number of MST Instances
(MSTIs) equal to the number of MSTI configuration mes-
sages. For each MSTI, the corresponding MSTI Configura-
tion Message contains bridge and port priorities used to cal-
culate a spanning tree for that instance. By assigning different
bridge and/or port priorities 1n different MSTIs, the MSTIs
may be designed to elect different root bridges and may each
block and forward on different port combinations to achieve
a more load-balanced topology.

A switch may run standard STP, RSTP, MSTP, or some
other variant of these, or even multiple STP processes and/or
varieties for different ports. Generally, however, all STP vari-
ants follow the same general bridge framework 200, shown 1n
FIG. 2. Simplhified to a two-layer bridge, a switch 1s com-
prised of MAC (Media Access Control) entities for each port
(ME1 and ME2), physical entities for each port (PHY1 and
PHY?2), a MAC relay entity (MRE), and higher-layer entities
such as the bridge protocol entity BPE.

MAC entities ME1 and ME2 receive framed packets from
their respective physical layer devices, and transmit framed
packets on their respective physical layer devices. The logical
link control (LLC) sublayer of each MAC enfity 1s respon-
sible for multiplexing/demultiplexing packets with protocols
corresponding to the higher-layer entities with the regular
traffic that passes through the bridge. Thus LLC1 and LLC2,
respectively, pass spanning tree protocol BPDUs from the
frame receive functions to bridge protocol entity BPE, and
from bridge protocol entity BPE to the frame transmit func-
tions.

The bridge protocol entity BPE operates, e.g. as described
above for RSTP and/or MSTP, to determine port roles and
port states for the ports represented by ME1, ME2, and any
other switch ports 1n the device. The bridge protocol entity
uses this information to set port state INFO1 and INFO2 for
cach port in the MAC relay entity MRE. It the port state
indicates the port 1s enabled but discarding, frames passed
from the MAC entity to the MAC relay entity are dropped. In
the port state indicates the port 1s forwarding, the MAC relay
entity uses a filtering database to look up one or more for-
warding ports for a frame passed to 1t from a MAC entity,
using e.g., a destination MAC address or VL AN 1D to match
a filtering database entry. As frames pass through the MAC
relay entity, a learning process associates the frames’ source
MAC addresses with the ports on which the frames were
received 1n order to update the filtering database and learn
new station IDs.

BRIEF DESCRIPTION OF THE DRAWINGS

The present mvention can be best understood by reading
the specification with reference to the following Figures, in

which:

FIG. 1 illustrates a prior art network configuration for an
exemplary spanning tree topology;

FIG. 2 depicts a generalized prior art bridge functional
layout;

FIG. 3 shows the state machines and state machine inter-
connections used 1n a prior art RSTP or MSTP implementa-
tion;

FIG. 4 contains a block diagram for a prior art modular
packet switch;
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FIG. 5 1llustrates spanning tree functionality present in the
control module of the modular packet switch of FIG. 4;

FIG. 6 contains a block diagram for a control card module
and line card module of a modular packet switch according to
an embodiment;

FIG. 7 contains a high-level flowchart for a spanning tree
protocol master task operating on the control card module of
FIG. 6;

FIG. 8 contains a high-level flowchart for a spanning tree
protocol slave task operating on the line card module of FIG.
6; and

FIG. 9 shows a division of spanning tree protocol state
machine functionality between a control card module and a
line card module according to another embodiment.

DETAILED DESCRIPTION

In the IEEE 802.1D-2004 and IEEE 802.1Q-2005 specifi-
cations, RSTP and MSTP switch operation are described
within a framework of a group of interconnected state
machines. FIG. 3 illustrates, for a bridge protocol entity BPE,
cach of these state machines and the general types of param-
cters/semaphores used to communicate mnformation between
the state machines. The state machines include a port receive
state machine RxSM, a port protocol migration state machine
PPMSM, a port information state machine PISM, a port role
selection state machine PRSSM, a port role transitions state
machine PRTSM, a port state transitions state machine
PSTSM, a port transmit state machine TxSM, a bridge detec-
tion state machine BDSM, and a topology change state
machine TCSM. A group of bridge and port parameters/
semaphores (not shown in FI1G. 3) are maintained in memory.
When one of the state machines shown 1n FIG. 3 1s activated,
it accesses the appropriate parameters/semaphores for its
context, which context generally includes a port (for RSTP)
or a port and 1nstance (for MSTP). The one exception from
single-context processing 1s the functionality of the port role
selection state machine PRSSM. The PRSSM 1s generally
tasked with deciding what role each switch port should fill in
the spanning tree based on information from multiple ports,
and therefore PRSSM considers more than one context at a
time. The function of each state machine will now be
described.

The port recerve state machine RxSM receives BPDU s
transmitted to the switch from other switches’ spanning tree
protocol entities. Each such BPDU follows the format previ-
ously shown for MSTP, or a slightly sitmpler format for RSTP.
State machine RxSM verifies that the BPDU 1s 1n a legal
format, and parses the fields of each recetved BPDU into
port-specific state parameters. For instance, the receive for-
mat of the BPDU 1s detected, and RxSM sets an appropriate
semaphore to the port protocol migration state machine
PPMSM to notify PPMSM of the type of BPDUs that are
being received on the port. Likewise, the state of the topology
change flags 1n the BPDU 1s detected, and RxSM sets an
appropriate semaphore to the topology change state machine
TCSM when the BPDU indicates a topology change notifi-
cation or acknowledgment on the port. Also, RxSM can set an
edge port semaphore to the bridge detection state machine
BDSM. Finally, RxSM notifies the port information state
machine PISM that a message has been recerved and that the
port/bridge parameters contained therein should be pro-
cessed.

The port protocol migration state machine PPMSM 1s
assigned the task of determining an appropriate BPDU format
for the BPDUSs sent out on each port. PPMSM uses 1ndica-
tions from RxSM as to the mncoming BPDU format on each
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6

port to determine a matching format for outgoing BPDUSs. A
transmit format parameter set by PPMSM 1s used by the port
transmit state machine TxSM to build appropnate outgoing
BPDUSs for each port.

The bridge detection state machine BDSM 1s assigned the
task of declaring whether a bridge 1s connected to each port,
according to manual setting (*“no bridge allowed”) or auto-
matic detection based on the absence of incoming BPDU
traffic. Ports that do not connect to another bridge (“edge
ports™) are indicated to the port role transitions state machine
PRTSM, which can use this information to set the port role of
edge ports to designated.

The topology change state machine TCSM 1s used to
propagate topology change notifications throughout the net-
work and flush atfected entries from the forwarding database.
When a TCN 1s reported by RxSM {for a port, state machine
TCSM causes TCNs to be 1ssued out the other bridge ports 1n
the spanmng tree.

The port information state machine PISM compares infor-

mation recerved i BPDU configuration messages to the
information already stored for a port. The stored port infor-
mation also ages 1f not confirmed by recerving additional
BPDUs. State machine PISM prompts the port role selection
state machine PRSSM, the port role transitions state machine
PRTSM, and the port transmit state machine TxSM to
respond appropriately when port information changes or ages
out.
The port role selection state machine PRSSM uses the root
path, port, and bridge priority vectors to calculate and assign
a role to each port on the bridge. When PISM instructs
PRSSM to reselect a role for a port, PRSSM recalculates the
port roles for all ports and instructs the port role transitions
state machine PRTSM of any new port roles for any ports.

The port role transitions state machine PRTSM allows each
port to transition from one role (disabled, root, designated, or
alternate) to another role 1n an orderly fashion. PRTSM uses
the port state transitions state machine PSTSM to transition
between discarding, learning, and forwarding port states, 1t
necessary for a given role transition. The port state transitions
state machine prevents PRTSM from transitioning a port to a
new role until any required state transition has been achieved.

The port transmit state machine TxSM 1s responsible for
generating BPDUSs on each bridge port participating in the
spanning tree. State machine TxSM includes a hello timer,
and sures that at least one BPDU 1s transmitted on each port
every HelloTime seconds. TxSM will also transmit unsched-
uled BPDUSs on a port 1n response to instructions received
from state machines PISM, PRTSM, and TCSM.

FIG. 4 contains a block diagram for a modular packet
switch 400 comprising line cards LCO0 to LCn, a control card
CC, a switch fabric SF, and a backplane, e.g., an electrical
circuit board with connectors for attaching one or more line
cards, one or more control cards, and one or more switch
fabric cards.

Each line card and control card can pass packets through
switch fabric SF to a destination line card or control card. A
scheduling bus allows each line card and control card to
indicate to a switch fabric scheduler SCH, on control card CC,
of destination cards for which 1t has packets waiting. Sched-
uler SCH uses these requests to repeatedly configure switch
tabric SF to satisiy the requests. Scheduler SCH notifies the
line cards and control cards of the switch fabric configuration
schedule, and expects the line cards and control cards to place
the correct packets on their backplane switch fabric connec-
tions at the correct schedule time to reach their destinations.

Taking line card LCO as exemplary, the line card comprises
one or more line ports, e.g., ports P0.0 to P0.»# on LCO0. Each
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such port allows line card LCO to form a connection to
another switch or end station (or multiple access LAN {for
some media types). A packet processor PP0O performs MAC
sublayer processing for packets received from or transmitted
by the ports. A filtering database DBO0 contains entries that
allow packet processor PP0 to determine a destination card
and port for each received packet. The packets are queued 1n
a packet bulfering engine PB0, which communicates with the
alforementioned scheduler 1n order to transfer the bufiered
packets across the switch fabric SF to the appropriate desti-
nation card. Once the packets arrive at the destination card,
they are butiered again until they can be supplied to the packet
processing engine for transier to the correct outgoing port(s).

The control card CC also contains, 1n addition to the switch
tabric scheduler, one or more control processors CP. The
control processors manage and configure the switch chassis
components and the high-level bridge (e.g. STP) and/or rout-
ing (e.g. Open Shortest Path First) protocols administered by
the switch. A configuration channel on the backplane (an
Ethernet party bus, management bus, or dedicated connection
to each line card, for mstance) allows the control processor
CP to configure the line cards through a line card processor
located on each line card (LCPO0 on line card LCO, LCPn on
line card LCn, etc.).

On modular packet switch 400, operation of a spanming,
tree protocol 1s as follows. According to forwarding entries in
the line card filtering databases DB0 and DBn, BPDU packets
arriving at the line card ports and addressed to the spanning
tree protocol multicast address are butlered for transmission
to the control card CC. Scheduler SCH schedules time slots
for each line card to transier the BPDU packets, along with
any other packets addressed to the switch itself, to control
card CC.

FIG. 5 depicts several processes running on the control
processor CP (and maintained 1n system memory), including,
a bridge LLC sublayer, an STP task, and a line card configu-
ration messaging task. Bridge packets from the line cards are
delivered to the bridge LLC sublayer. The bridge LLC sub-
layer demultiplexes the packets, and supplies spanning tree
BPDUs to the STP task RxSM state machine. The STP task
operates the various state machines described 1n conjunction
with FIG. 3 on a set of bridge/port parameters and sema-
phores stored 1in system memory. When any change in the
spanning tree causes a change in a port state (forwarding,
discarding, disabled, etc.), a port status message 1s delivered
to the line card configuration messaging task for delivery to
the appropriate line card(s). Such a message may instruct the
line card to disable or enable a port or set the port to forward-
ing or discarding. The message may also instruct the line card
to flush all or part of 1ts forwarding tables contained in the
filtering database.

The port transmit state machine will periodically, and in
response to various stimuli as addressed 1n the FIG. 3 discus-
s10n, need to transmit a BPDU on designated ports connected
to another switch 1in the spanning tree. When TxSM creates
such a BPDU, 1t indicates the appropriate line card and port
tor the BPDU, and delivers the BPDU to the bridge LLC for
transier. Like the line cards, the control card CC must bufler
the outgoing BPDUSs for transmission across the switch fabric
SE according to a time slot assigned by the scheduler. Even-
tually, the outgoing BPDUSs will be supplied to the appropri-
ate outgoing port for transmission across a link to the peer
switch.

Some distributed packet switches, including some with an
architecture such as that shown in FIG. 4, can support several
hundreds of line ports to over a thousand line ports. With
increasing port density, sometimes coupled with the
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increased complexity of MSTP, the control processor may
have to dedicate a non-negligible portion of its steady-state
processing time, as well as non-negligible numbers of switch
tabric scheduling cycles, to processing spanning tree BPDU.
It has now been recognized that, at least 1n a stable network
topology, there 1s little benefit in a distributed packet switch to
having the BPDUs processed by a central collection of span-
ning tree state machines as taught by the RSTP and MSTP
specifications. Accordingly, in the following embodiments,
functions found in one or more of the spanning tree state
machines are oftloaded to the line card processors serving a
particular group of line ports. This allows the spanning tree
process to scale better, as the addition of each line card also
adds processing power to support the spanning tree protocol
running on the line ports of that line card, and does not
penalize the switch fabric by requiring time slots for trans-
terring BPDUSs back and forth to the control card.

FIG. 6 1llustrates a block diagram for one embodiment of a
modular packet switch implementing a distributed spannming
tree protocol. Only the implicated blocks of the control card
CC and line card LCO0, and the LCP of line card LLCn, are
illustrated for clarity. It is understood that other line modules
and/or control modules may be included, as well as a back-
plane and switch fabric functionality.

The FIG. 6 line card LCO contains a modified filtering
database DBO. For at least some of the line ports P0.0 to P0.,
the filtering database DBO0 1instructs packet processing PP0 to
forward received BPDUs to the line card processor (and
attached memory) LP0. The BPDUs may or may not pass
through the packet butfering engine PB0 1n order to reach the
line card processor, depending on the implementation. Pret-
erably, however, the BPDUs do not have to be scheduled
across the switch fabric to reach the line card processor.

The line card processor LC0 runs a spanning tree protocol
slave task. The STP slave task maintains a set of bridge and
port parameters/semaphores specific to the LCO ports for
which BPDUs are forwarded to LCO0. The STP slave task also
runs five state machines in this example: a port receive state
machine RxSM, a port transmit state machine TxSM, a port
protocol migration state machine PPMSM, a port information
state machine PISM, and a port parameter update state
machine PPUSM. Of these state machines, all but the PPUSM
implement functionality previously described for a central-
1zed spanning tree protocol process, with the following cave-
ats.

The port receive state machine RxXSM communicates with
PPMSM and PISM, as 1n a standalone STP implementation,
but using the local port parameters and semaphores. Should
RxSM need to set a semaphore for the bridge detection state
machine or topology change state machine, however, these
state machines do not exist in the STP slave task. Instead, the
port parameter update state machine PPUSM i1s employed to
relay semaphore setting instructions to an STP master task
executing on the control processor CP. The semaphores
remain set for the STP slave task until a semaphore clear
instruction 1s received back from the STP master task. As
shown 1n FIG. 6, the STP master task also contains i1ts own
port parameter update state machine PPUSM to communicate
with the STP slave task PPUSM {for this purpose. The two
PPUSM 1nstantiations communicate with each other using
the line card configuration messaging channel for line card
LCO. In a stable network topology, however, there should be
little or no need for the port receive state machine to commu-
nicate with the remote TCSM and BDSM state machines.

The port protocol migration state machine operates on data
from RxSM to set a transmit format for TxSM on a per-port
basis. As such, PPMSM can operate on the slave task with
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only a small set of parameters supplied by the STP master
task. These parameters will change rarely, 1t ever. Accord-
ingly, the STP master task PPUSM state machine can transfer

these parameters at startup to the STP slave task for usage by
PPMSM.

The port information state machine PISM compares infor-
mation from recerved BPDUs with its stored parameters,
which it also ages. Unless the recetved BPDU s ditier from the
stored parameters, or the stored parameters age out, PISM can
run on the STP slave task while only responding to signals
from RxSM, and thus need not communicate with the STP
master task 1 a stable topology. Should the port parameters
change, however, PISM triggers PPUSM to relay a sema-
phore setting instruction to the STP master task, requesting,
that the STP master task reselect the atfected port’s role.
PPUSM also relays the changes to the port parameters 1n
PISM to the STP master task. The STP master task runs a port
role selection state machine PRSSM on the changed param-
cters, and may return, to the slave task, updates to port infor-
mation for the atiected port and/or other ports on line card
LCO0. PISM may also set semaphores to the port role transi-
tions state machine on the STP master task to reflect negotia-
tion flags set in the BPDUS.

The STP slave task also runs a port transmit state machine
TxSM for the LCO ports that it 1s assigned. TxSM will peri-
odically generate BPDUs for each of the designated ports on
the line card, using the locally saved bridge and LCO port
parameters, and without instruction from the STP master
task. TxSM can, however, be prompted to generate an
unscheduled BPDU by PISM, or by PRISM or TCSM run-
ning on the STP master task, with the latter two setting a
semaphore on the STP slave task via the PPUSM state
machines. When a BPDU 1s generated, 1t 1s transmitted to the
appropriate line port through the packet processor PP0, with
intermediate storage in packet butlering engine PB0, 11 appro-
priate to the implementation.

In a typical implementation, other line cards/modules will
be present, and will run an STP slave task like the one
described for LCO, except with port parameters and sema-
phores particular to that line card. The PPUSM running 1n the
STP master task communicates with each STP slave task
separately, or broadcasts 1ts updates to all line card proces-
sors, relying on the slave tasks to discard parameter updates
that are o no interest. In FIG. 6, an STP slave task 1s shown on
a line card processor and memory LPn, which communicates
with the STP master task on control card CC via the line card
L.Cn configuration channel. The LPn STP slave task functions
like the LP0O STP slave task, except for the ports (not shown)
on line card LPn.

FIG. 7 contains a flowchart 700 for the high-level opera-
tions of a STP master task, according to an embodiment.
When the STP master task receives a port parameter update
from a line card STP slave task, 1t updates the master bridge/
port parameters and semaphores. Generally, this update waill
trigger an operation on one or more of the master task state
machines (or else the STP slave task on the line card would
not have sent the update). As the master state machines run,
the STP master task evaluates whether changes have occurred
that atfect the port parameters and/or semaphores maintained
on one or more of the line cards. When such changes occur,

the STP master task transmits a port parameter update to the
alfected line card(s).

Several of the state machines 1n the STP master task also
contain timers that may trigger one or more master task state
machines. Like with a remote trigger, timer-triggered master
task state machine operation may cause a change to the port
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parameters and/or semaphores for one or more line cards,
causing a port parameter update to be transmitted to the
alfected line card(s).

FIG. 8 contains a flowchart 800 for the high-level opera-
tions of a STP slave task, according to an embodiment. When
the STP slave task recetves a port parameter update from the
STP master task, it updates the line card port parameters and
semaphores. This update may or may not trigger an operation
on an STP slave task state machine. It it does, the affected
slave task state machines will run for the atfected port(s). The
slave task state machines may also be triggered by a timed
event (port information aging or the BPDU transmit hello
timer, for instance), or by the reception of a BPDU on one of
the line card ports. In all of these cases, as the slave state
machines run, the STP slave task evaluates whether changes
have occurred to the port parameters and/or semaphores
shared with the remote STP master task. When such changes
occur, the STP master task transmits a port parameter update
to the STP master task.

FIG. 9 shows a distributed STP process 900 with an alter-
nate division of state machine functionality between a control
card CC and line card LCO. In this implementation, the func-
tionality of essentially every RSTP/MSTP state machine
except the port role selection state machine 1s oftfloaded to the
line cards. Port parameter update state machines PPUSM on
the control card and line cards serve a greatly reduced set of
functions. First, the port information state machines PISM on
the line cards transmit new port priority vectors and port role
reselection requests to the port role selection state machine
PRSSM on the control card as required. The port role selec-
tion state machine PRSSM transmits, back to the line cards,
port information updates and port role mnstructions.

The second function of the port parameter update state
machines PPUSM 1s to propagate several signals from state
machines on one line card to their sister state machines on
other line cards. These include the sync and reRoot signals
generated by the port role transitions state machine, and the
tcProp signal generated by the topology change state
machine. For these signals, the line card slave process dis-
tributes the signals to the parameter groups for other line card
ports, as well as transmitting the signals to the master task via
the PPUSM state machine. The master task PPUSM state
machine distributes sync, reRoot, and tcProp signals to other
line cards with ports 1n the spanning tree.

Some packet switches have the capability to aggregate
multiple physical links between two switches 1nto a single
logical link. The multiple physical links can be located to
ports on a common line card, or can be located on ports on
several line cards, 11 the architecture allows. The distributed
STP processing architectures described above are extensible
to allow for use with aggregated links.

In the first case (multiple physical links aggregated on the
same line card), the STP slave process allows designation of
one of the links for association with the port transmit state
machine TxSM {for the link bundle. The link bundle 1s other-
wise mapped to the same set of STP parameters. Thus a
BPDU may be recetved on any one of the aggregated links,
causing the RxSM and PISM state machines to operate on the
same set of port parameters.

In the second case (physical links on two or more line
cards), a single port transmit state machine 1s enabled for one
of the ports on one of the cards. The link aggregation STP
parameters for the port recerve state machine are stored on
cach line card having one or more ports 1n the aggregation.
Each line card transmits parameter changes to the master
process, which redistributes the parameter changes to the
copies on each line card.
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Those skilled 1n the art will appreciate that the embodi-
ments and/or various features of the embodiments can be
combined in other ways than those described. For instance,
the STP master task may choose to administer all BPDU
processing for some ports and not others on a line card,
simply by setting the forwarding tables to send BPDUs
received on some ports to the control card and BPDUs
received on other ports to the line card processor, and not
activating TxSM on the line card for ports that the master task
wishes to control directly. Other divisions of per-port span-
ning tree protocol functionality between a master process and
slave processes local to the ports 1s possible, including port
transmit state machine only or port recetve state machine
only. Such changes may even be varied based on assigned port
role, such as by distributing the port transmait state machine to
the line cards for designated ports and the port recerve state
machine to the line cards for root and alternate ports. Span-
ning tree protocol state machine functions may even be
moved, dynamically, from a central location to a line card or
vice versa. For instance, when a switch comes alive, or a line
card comes alive, the control processor may wait until 1t has
converged the new ports to a stable spanming tree topology,
and then transtier some or all port-specific state machine func-
tionality to the line cards.

In an extreme case, even the port role selection state
machine PRSSM can be replicated on each line card proces-
sor. The STP master task would serve as a synchronization
clearing house for multiple copies of bridge and port param-
eters, one copy stored on each line card. Each PRSSM would
independently calculate the same port roles for all ports, as
cach PRSSM 1s supplied the same priority vectors, and the
roles would not need to be transferred between line cards.

Although a specific packet switch platform has been used
to describe several embodiments, the claims are not limited to
that platform. Other packet switch architectures with a cen-
trally administered bridge protocol entity, but with distributed
processors local to groups ol ports that can communicate with
the central authority, potentially can be modified according to
this disclosure to distribute spanning tree functionality to the
local processors. The described embodiments also refer to
line cards and control cards and modules, although a single
card/module may have multiple instances of line card and/or
control card functionality 1n another embodiment. A state
machine may be implemented in software, hardware, or a
combination of both.

Although the specification may refer to “an”, “one”,
“another”, or “some” embodiment(s) in several locations, this
does not necessarily mean that each such reference 1s to the
same embodiment(s), or that the feature only applies to a
single embodiment.

What 1s claimed 1s:

1. A method of operating a packet switch having a control
module and at least two line modules each comprising one or
more line ports, the method comprising;:

operating a spanning tree protocol master process on the

control module, the master process comprised of a first
group of spanning tree protocol functions;

operating a spanning tree protocol slave process on each of
the line modules, the slave process on each of the line
modules comprised of a second group of spanming tree
protocol functions which includes at least one function
that 1s different than the functions comprising the first
group, the spanming tree protocol slave process performs-
ing at least some Bridge Protocol Data Unit (BPDU)
processing for BPDUSs associated with the line ports on
the line module; and
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operating a synchronization process between the control
module and each of the line modules to maintain agree-
ment between the first group of spanning tree protocol
functions and the respective second group of spanning,
tree protocol functions.

2. The method of claim 1, wherein performing at least some
BPDU processing for BPDUSs associated with the line ports
on the line module comprises operating a port transmit state
machine to transmit BPDUSs on at least some of the line ports
on the line module.

3. The method of claim 1, wherein performing at least some
BPDU processing for BPDUSs associated with the line ports
on the line module comprises operating a port receive state
machine to recerve BPDUSs from at least some of the line ports
on the line module.

4. The method of claim 1, wherein performing at least some
BPDU processing for BPDUSs associated with the line ports
on the line module comprises operating a port receive state
machine to receive BPDUSs from the line ports on the line
module, and a port transmit state machine to transmit BPDU s
on the line ports of the line module.

5. The method of claim 4, further comprising the spanning,
tree protocol slave process operating at least one other port-
specific state machine for the line ports of the line module.

6. The method of claim 5, wherein the at least one other
port-specific state machine comprises at least one port-spe-
cific state machine selected from the group of state machines
consisting of a port protocol migration state machine, a port
information state machine, a bridge detection state machine,
a port state transitions state machine, a port role transitions
state machine, and a topology change state machine.

7. The method of claim 5, wherein the at least one other
port-specific state machine comprises a port protocol migra-
tion state machine, a port information state machine, a bridge
detection state machine, a port state transitions state machine,
a port role transitions state machine, and a topology change
state machine.

8. The method of claim 1, wherein operating the synchro-
nization process comprises transmitting a synchronization
message from the spanning tree protocol master process to a
first spanning tree protocol slave process on one of the line
modules when a change at the spanning tree protocol master
process or at one of the other spanning tree protocol slave
processes allects a port served by the first spanning protocol
slave process.

9. The method of claim 1, wherein operating the synchro-
nization process comprises transmitting a synchromzation
message from a first spanning tree protocol slave process on
one of the line modules to the spanning tree protocol master
process when a change at the first spanning tree protocol slave
process alfects the spanning tree protocol master process or
one of the other spanming tree protocol slave processes.

10. The method of claim 1, wherein at least a first port on a
first one of the at least two line modules and a second port on
a second one of the at least two line modules are aggregated
into a common logical link, wherein the spanming tree proto-
col slave processes on each of the first and second line mod-
ules are each configured to recerve BPDUs for the common
logical link, the synchronmization process synchronizing the
local copies of the spanning tree protocol parameters for the
first and second ports on the first and second line modules.

11. The method of claim 10, further comprising designat-
ing one of the first and second line module spanning tree
protocol slave processes to transmit BPDUs for the logical

link.
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12. The method of claim 1, wherein the spanning tree
protocol comprises functionality to operate ports 1n a Rapid
Spanning Tree Protocol environment and 1n a Multiple Span-
ning Tree Protocol region.

13. The method of claim 1, wherein the first set of spanning
tree protocol functions 1s comprised of one or more of a
topology change state machine, a port role selection state
machine, a port role transitions state machine, a port param-
cter update state machine, a bridge detection state machine
and a port state transitions state machine.

14. The method of claim 1, wherein the second set of
spanming tree protocol functions 1s comprised of one or more
ol a port parameter update state machine, a port protocol
migration state machine, a port information state machine, a
receive state machine and a transmit state machine.

15. A packet switch comprising:

a control module having a control processor operating a
spannming tree protocol master process comprised of a
first group of spanning tree protocol functions;

a first line module having a plurality of first line ports and
a first line module processor operating a first spanning
tree protocol slave process which 1s comprised of a sec-
ond group of spanning tree protocol functions at least
one function of which 1s different than the functions
comprising the first group, the first spanning tree proto-
col slave process performing at least some Bridge Pro-
tocol Data Unit (BPDU) processing for BPDUSs associ-

ated with at least one of the first line ports:

a second line module having a plurality of second line ports
and a second line module processor operating a second
spanning tree protocol slave process which 1s comprised
of the second group of spanning tree protocol functions
at least one function of which 1s different than the func-
tions comprising the first group, the second spanning
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tree protocol slave process performing at least some
BPDU processing for BPDUs associated with at least
one of the second line ports; and

a confliguration communication channel for communicat-

ing configuration information between at least the con-
trol module and the first line module, and the control
module and the second line module, the spanning tree
protocol master process using the configuration commu-
nication channel to maintain synchronization between
itsell and the first and second spanning tree protocol
slave processes.

16. The packet switch of claim 15, wherein the first span-
ning tree protocol slave process comprises a port transmit
state machine to transmit BPDUSs on at least one of the first
line ports.

17. The packet switch of claim 15, wherein the first span-
ning tree protocol slave process comprises a port receive state
machine to receive BPDUs on at least one of the first line
ports.

18. The packet switch of claim 15, wherein the first span-
ning tree protocol slave process comprises a port transmit
state machine, a port recerve state machine, a port protocol
migration state machine, a port information state machine, a
bridge detection state machine, a port state transitions state
machine, a port role transitions state machine, a topology
change state machine, and a port parameter update state
machine, the port parameter update state machine using the
configuration communication channel to alert the spanning
tree protocol master process when a change that affects the
spannming tree protocol master process or the second spanning
tree protocol slave process occurs to one or more port param-
cters controlled by the first spanning tree protocol slave pro-
CEeSS.
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