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METHOD OF RECOGNIZING AND
TRACKING MULTIPLE SPATIAL POINTS

FIELD OF THE INVENTION

The present invention relates to a method of recogmzing
and tracking multiple spatial points, and more particularly to
a method of measuring coordinates of a plurality of point light
sources by an optical system comprised of a plurality of 1D
optical lens modules and a logical analysis method to achieve
the purpose of recognizing and tracking multiple spatial
points.

BACKGROUND OF THE INVENTION

In a method of recognizing and tracking a spatial point as
described in U.S. patent application Ser. No. 12,047,159, an
embodiment 1s used for 1llustrating the method of the patent
application. In the method, vertically and horizontally
arranged 1D optical lenses are used for computing the coor-
dinates of the position of a point light source (or an object
point) according to the position of a line image and a related
convergent parameters, but the method 1s not applicable for a
plurality of point light sources arranged 1n a specific space as
illustrated in the following examples.

In an 1D vertical focusing lens 1 (which 1s represented by
a short double arrow headed line 1n FIG. 1(a), and the arrow
direction represents the focusing direction of the 1D optical
lens) as shown in FI1G. 1(a), the line image positions of point
light sources o,, 0, disposed at different vertical positions are
1,,.1,, respectively, such that the 1D optical lens 1 can analyze
and recognize the point light sources o,, 0, 1n the vertical
direction. However, the same line image position 1,, 1s
obtained when the point light sources o,, 0, "' are both disposed
on a plane of Z=C (which 1s a plane perpendicular to the
optical axis Z) and situated on the same horizontal line. In
other words, the 1D optical lens 1 cannot analyze and recog-

nize the point light sources o,, 0,' 1n the horizontal direction.

For the 1D horizontal focusing lens 2 as shown in FIG.
1(b), the point light sources o,, 0, are disposed at different
horizontal positions and their line images positions are1,_, 1.,
respectively, such that the 1D optical lens 2 can analyze and
recognize the point light sources o,, o, i the horizontal
direction. However, the same line image position 1, 1s
obtained when the point light sources o,, 0,' of the 1D hori-
zontal focusing lens 2 are both disposed on a plane of Z=C
(which 1s a plane perpendicular to the optical axis 7Z) and
situated on the same vertical line. In other words, the 1D
optical lens 2 cannot analyze and recognize the point light
sources 0,, 0, 1 the vertical direction. Therefore, 11 the
plurality of point light sources disposed at a plane perpen-
dicular to the optical axis (hereinaiter referred to as an optical
axis perpendicular plane) are arranged at positions perpen-
dicular to the focusing direction, the 1mages will be superim-
posed, and the spatial positions of the plurality of point light
sources cannot be recognized.

As described in the alorementioned patent, three 1D opti-
cal lens arranged 1n a fixed space are used, and 1f any two or
more point light sources are disposed at the optical axis per-
pendicular plane of any 1D optical lens and arranged at posi-
tions perpendicular to the focusing direction of that 1D opti-
cal lens, the 1D optical lens will lose the recognition function.
This result can be shown clearly by the following theoretical
analysis.

Refer to FIG. 2(a) for the schematic view of the principle of
imaging by a 1D vertical focusing lens.
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2

After an object point of a point light source located at
P(0,Y ., Z,) forms a line image at the position 1(0,y,,0) by the
1D optical lens 3, the relation between positions of the object
point and the line image follows the principle of geometric
optical imaging as shown 1n the following equation.

1 11 (1)
L L~ f

Where 1 1s the object distance of the point light source
P(0,Y,.Z,), 1, 1s the image distance, and 1 1s the focal length of
the 1D optical lens 3. In the theory of geometric optical
imaging, a non-deviated light exists between the point light
source P(0,Y ,,,Z ) and the image point 1(0,y,, 0), and the light
passes through a geometric center O,  _ofthe 1D optical lens

3. If the object distance 1 1s much greater than the image
distance 1, or 1_>>1, then the relation of 1. =t can be obtained.

Retfer to FI1G. 2(b) for the schematic view of the imaging
characteristics of a 1D vertical focusing lens.

For a point light source arbitrarily disposed at P(0,Y ,,Z,),
a transverse line 1mage 1s formed by the 1D vertical focusing
lens 3 and situated at a position I1(0,y,,0) For another arbitrary
point light source P(X Y ,,Z ) situated in the same horizontal
direction, the formed image 1s also a transverse line and
situated at the same position 1(0,y,,0). Theretore, P(0,Y .7 /)
is defined as an axial point light source, and P(X .Y .Z ) is
defined as a conjugated point light source of P(0,Y ,, Z,).

Refer to FIG. 2(¢) for a schematic view of the characteris-
tics of 1maging of a 1D optical lens in arbitrary focusing
direction.

As to the coordinate system O(X,Y,7), the focusing direc-
tion of the 1D focusing lens is rotated at an angle 0 with
respect to axis Z. A new coordinate system O, (X,y, Z) super-
imposed on the coordinate system O(X,Y,7Z) 1s defined, such
that the x—y axes are also rotated at an angle 0 with respect to
axis Z.. Therefore, 1n the new coordinate system O, (X,y,z), let
P,(0,y,,z,) be an axial point light source and P, (x,.Y ,z ) be
a conjugated point light source ot P,(0,y,,, z,) In the coordi-
nate system O(X,Y,Z), the coordinate ot P,(x,.y,.z,) 1s
P(X,.Y,.Z,).

Retfer to FIG. 2(d) for a schematic view of a 1D optical lens
arranged arbitrarily 1n the space.

In the world coordinate system O(X,Y,7Z), also named as a
visual space coordinate system, the point light source P, is
disposed at a position (X, Y ,,Z.), where 1=1=N and N 1s any
integer, and the coordinates (X.Y,7Z.) of the point light
source P, are also named as object point coordinates. As to the
coordinates of all point light sources, they are called object
point group coordinates and defined as the center coordinates

ol an object point group as follows:

(2)

The Z-axis of the world coordinate system 1s rotated at an
angle ® with respect to Y-axis first, then 1s rotated at an angle
® with respect to X-axis, wherein the positive and negative
values of the angle are defined according to the right hand
rule. Therefore, the rotated world coordinate system can be
defined as O"(X",Y",Z"). Further, several other image coor-
dmnate systems O,"(X.",Y,"Z") can be defined, so that the
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origin of the image coordinate system O"(X",Y '",Z") 1s
situated at the position (h,.h .h ;) of the world coordinate
system O"(X".Y",Z"). For simplicity, FIG. 2(d) only shows
the components ot h, . Further, a 1D vertical focusing lens L,
1s set on a Z"; axis of the image coordinate system O,;"(X",
Y,;",Z,") and at a position 1, from the origin of the image
coordinate system, wherein F, 1s the geometric center of the
1D optical lens L, and f; 1s the tocal length. Further, the image
coordinate system O."(X",Y ", Z") 1s rotated at an angle 0,
with respect to theY " axis first, and then 1s rotated at an angle
p; with respect to the Z. ; axis, wherein the positive and
negative values of the angle are defined according to the right
hand rule. Therefore, the rotated image coordinate system can
be defined as O,"(X,",Y ",Z,"). Let the object distance ot the
point light source P, be much greater than the focal length £,
and the plane of the focal point becomes an image plane
situated on the plane X "-Y " and Z "=0 ot the image coordi-
nate system O,"(X,",Y,",Z;"). In the world coordinate system
O"(X",Y",Z"),the point light source P, is situated at the posi-
tion P"(X.",Y,",Z."), and in the image coordinate system
Oj”(}_{j",,Yj",,Zj") the point light source P, situated at the posi-
tion P, (X,,,¥,,»Z,;,)- Inthe image C_oordinate system O "(X,",
Y,",Z"), let the point light source P, (X,,.¥,,»Z,;;) be the con-
jugated point light source and P, (0,Y .z, ;) be the axial point
light source. Then the line image position ot P, (0,y .7, /) 18
situated at 1,(0,y,;,,0), and their geometric optical relation 1s

given below:

Loif — f:; (3)

Yoif = — f_,: Vsij

According to the relation of coordinate transformation
between the 1image coordinate system O,"(X.",Y,",Z.") and
the world coordinate system O(X.,Y,7Z) and the spatial geo-
metric arrangement of the point light sources 1n the world
coordinate system O(X,Y,7), the necessary quantity of 1D
optical lenses L; can be derived and the coordinate (X,,Y,,Z,)
of each point light source P, in the world coordinate system
O(X.,Y,7Z) can be calculated. The derivation and calculation
are discussed as follows:

The relation of coordinate transformation between the
image coordinate system O(X",Y'".Z") and the world
coordinate system O(X,Y,7) 1s given below:

(X (Xoii Y P ) (4)
Yi |=R;(©,9,0;, pj)| Yo [+] A
\Zi ) Zoij )\ Ny
Where
(Rjir Kjiz Rjsz) (5)
Ri(©,d,0;,p))=| Ko1 Kp2 Rps
 Rji31 Rpy Kps )
and

RﬂmEf(@,(b,gj,pj),1‘_1353,1‘_:??’1‘_:3 (6)

R.

~jim

P, (x

1s a function of ©,d,0 , p,. With the matrix operation,

oiiY oirnZoi;) Can be computed as follows:
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( Xoi X\ ()] (7)
Yoij |=7;(@,®,80;, pp)|| ¥i |—| My

\ <oij NZi) \hy)

where,

ri(@,®,0;, ¢)=R;(0,,80;, ¢)" (8)

-1
(Rj1 Rjz Rjs)

Rip1 Rpp K3

K31 Kpo Kz

(Fi1 P2 Fjs )

Fplr Fp2 Fp3 |,

3l 32 P33

Expand Equation (7) to obtain

(Xoii Y {Fp1(Xs =) (Y — ) + ris(Zy — A) (9)
Yoii |=| Fj1(Xi = b)) + 1o (Y; = hyi) + Fip3(Z; — )
CZoij ) \Fp1(X; =l (Y — By + 1334 — hy)

Substitute Y ,; and z,,,; of Equation (9) into Equation (3) to
obtain

72131 sip) Xt 700t 30V o) ) Vit 703133V 60 £
72131V st oot 3oV e L (st

FiaaVsy otV (10)

where, 1=1=N, 1=j=M, and N 1s the number of point light
sources and M 1s the number of 1D optical lenses.

For N point light sources situated at (XY ,,7.), 3N 1nde-
pendent equations are required for solving the coordinates
(X.,Y .7, of all of N point light sources. Therefore, at least
three 1D optical lenses (M=3) are required and installed in the
proper focusing directions to satisiy the conditions of the 3N
independent equations. However, 11 the arranged positions of
the plurality of point light sources as shown 1n FIGS. 1(a) and
1(b) are conjugated, a superimposition will occur. Therefore,
the condition of the 3N independent equations cannot be
satisfied, and the coordinates of N point light sources cannot
be obtained. As a result, the effect of the foregoing patented
technology cannot be achieved.

For an independent solution of Equation (10), we have to
avold the aforementioned image superimposition. In other
words, for N freely moving point light sources, the coordi-
nates (X.,Y,,7Z.,) of each point light source can be calculated
only when N independent and recognizable images y,; are
obtained from each 1D optical lens L. For multiple point light
sources arranged 1n a specific position or movement, a spe-
cific arrangement for the directions of the 1D optical lenses,
or increasing the number of 1D optical lenses 1s an effective
way to obtain the coordinates of multiple point light sources.
However it 1s not a good solution for multiple freely moving
point light sources which may easily cause the 1ssue of the
image superimposition. According to Equations (9) and (3),
the 1mage superimposition can be eliminated 1t the value
r(0,0.0,,p,)1s varied properly. In other words, the relation of
the coordinate transformed 1s changed to remove the 1image
superimposition.

SUMMARY OF THE INVENTION

Therefore, 1t 1s a primary objective of the present invention
to overcome the shortcomings of the prior art and provide a
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capability of recognizing spatial positions of multiple point
light sources. For multiple point light sources arranged 1n a
specific position or movement or 1n a freely moving condi-
tion, an optical system comprised of a plurality of 1D optical
lenses and a logical analysis method are used for eliminating
the 1mage superimposition and computing the coordinates of
multiple point light sources, so as to achieve the purpose of
recognizing and tracking the multiple point light sources in
the visual space.

The above and other objects, features and advantages of the
present invention will become apparent from the following
detailed description taken with the accompanying drawing.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1(a)1s a schematic view of the principle of imaging by
a 1D vertical focusing lens;

FIG. 1(b)1s a schematic view of the principle of imaging by
a 1D horizontal focusing lens;

FIG. 2(a) 1s a schematic view of the principle of imaging by
a 1D vertical focusing lens;

FI1G. 2(b) 1s a schematic view of the characteristic imaging,
of a vertical 1D focusing lens;

FI1G. 2(c) 1s a schematic view of the characteristic imaging
of a 1D optical lens 1n arbitrary focusing direction;

FI1G. 2(d) 1s a schematic view of a 1D optical lens arranged
arbitrarily in the space;

FIG. 3(a) 1s a schematic view of an optical system in
accordance with a first preferred embodiment of the present
imnvention;

FIG. 3(b) 1s a schematic view of an optical system in
accordance with a second preferred embodiment of the
present invention;

FIG. 3(c) 1s a schematic view of an optical system in
accordance with a third preferred embodiment of the present
invention;

FIG. 3(d) 1s a schematic view of an optical system in
accordance with a fourth preferred embodiment of the present
invention;

FIG. 3(e) 1s a schematic view of an optical system in
accordance with a fifth preferred embodiment of the present
invention;

FIG. 4 1s a schematic view of an optical system 1n accor-
dance with a sixth preferred embodiment of the present inven-
tion; and

FIG. 5 1s a schematic view of an optical system 1n accor-
dance with a seventh preferred embodiment of the present
ivention.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

To make 1t easier for our examiner to understand the char-
acteristics, objects and functions of the present invention, we
use preferred embodiments and related drawings for the
detailed description of the present invention as follows.

Embodiment 1

Refer to FIG. 3(a) for a schematic view of an optical system
in accordance with a third preferred embodiment of the
present invention.

In this embodiment, a variable number N of freely moving
point light sources P,(X,,Y,,Z,) with an arbitrary wavelength
exi1sts 1n a visual space, and an optical system of this embodi-
ment is comprised of three 1D focusing lenses L, L, L, with
a different focal length 1, (where, 1=)=3) or an equal tfocal
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length 1. For simplicity, the equal focal length 11s used for the
illustration i the figures. For a world coordinate system
O(X,Y,7), the origins of the three freely rotating 1image coor-
dinate systems O,(X,.Y,.Z,), 02(Xz,Y2,Zz)j 0,(X5,Y3.75)
are disposed at any fixed positions (h,,,h,,h ), (h,.h 5, h,),
(h,3,h,5.h ;) or disposed along any one of the transverse axes.
For simplicityj the symmetric positions along the X-axis are
used for the illustration. In other words, the origins of the
three image coordinate systems O,(X,,Y,,Z,), O,(X,,Y,,
7.,), O,(X5,Y,,7Z,) are disposed at fixed positions (-h,0,0),
(0,0,0), (h,0,0).

Atthe1nitial state, the X, Y, Z, axes (where, 1=)=3) ot the

VA
three 1mage coordinate systems 0,(X,.Y,.Z,), O,(X,,Y,,

7,),0,(X,,Y,,7Z,) are parallel to the X, Y, Z axes of the world
coordinate system O(X.,Y,7) respectively. In the three image
coordinate systems O, (X,,Y,,Z,), O,(X,.,Y,,Z,), O,(X,,Y ;,
Z.,), the three 1D focusing lenses L, L, L, are installed at
positions (0,0,1) along the Z, axis, and their focusing direc-
tions are parallel to the'Y , axis. Further, three 1D image sensor
S,S, S, having Mx1 sensing pixels are disposed separately
and fixed at the origin of each of the three image coordinate
systems O, (X .Y 1,Z,), O,(X,,Y5.2,), O5(X5,Y3,Z;) respec-
tively, and the direction of the long axis of each sensor 1s
parallel to the focusing direction of the 1D focusing lens
L, L, L. If another optical lens module is added to a rear end
of the lD focusing lens L, L,L, to correct the aberrations,

such that the image 1s rotated by 90‘:’5 then the direction of the
long axis of the 1D image sensor S, 'S, S, 1s perpendicular to
the focusing direction of the 1D focusing lens L, L, L.
Since the optical characteristics are the same, the present
invention 1s not limited to the image rotation of 90° only, and
thus such rotation will not be described here.

The world coordinate system O(X,Y,7Z) may have three
types of angular rotations, respectively a rotation of an arbi-
trary angle ® with respect to the Y-axis, a rotation of an
arbitrary angle ® with respect to the X-axis, and a rotation of
an arbitrary angle £2 with respect to the Z-axis. Therefore, any
rotation with the angle of ®, @, £2 of the world coordinate
system O(X,Y,Z) can rotate the axis ot X, Y ., Z, of the three
image coordinate systems O,(X,,Y,.Z,), O,(X,,Y,.,Z,),
0,(X5,Y;,7Z,) at the same time to change the direction of the
1D focusing lens L, L, L,. Further, the three image coordi-
nate systems O,(X,.Y,.Z,), O,(X,,Y,,Z,), O5(X;,Y;,Z;)
may have two types of angular rotations, respectively a rota-
tion of an arbitrary angle 0, with respect to the Y, axis and a
rotation of an arbltrary angle p, with respect to the Z, ax1s of
angle. Therefore, the image coordinate system O(X, Z)
can be rotated to an angle 6, p; to drive the 1D focusing lens
L and 1D sensor S; to rotate at the same time. Regardless ot
the type of the angular rotation, the relative angle between the
tocusing direction of the 1D focusing lens L; and the direction
of the long axis ot the 1D sensor S, remains unchanged.

As described above, 1f an 1mage superimposition occurs,
the values of the angles (8,,p,) are changed appropriately to
climinate the image superimposition, and compute the object
coordinates of the point light source P(X Y ,,Z.). Further, the
center coordinates (X .Y ~,Z ) of the object point group are
computed, and the angles (®,d) are changed to achieve the
purpose of tracking the center of object point group. The
logical analysis method comprises the following steps:

Step 1: Set the 1nitial value of each angle (£2,0,®,6,.p,) to
an arbitrary value, preferably equal to (€2=0°, ©=0°,0=0°), or
change and record the angles (0,d) to align the Z-axis with
(XY 7 ), iI the center coordimates (XY .7 ) of the

object point group are known.
Step 2: Read the number N of pomnt light sources

Fi(XiﬂYiﬂzi)
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Step 3: Read all images of the 1D optical lenses L,, and
obtain the number Ny of the line image and the coordinates
Y ;; of the line image by an imaging process.

Step 4. Change and record the angle p, or 0, and go to Step
3, 1f the number Nj 1s not equal to N. Go to Step 5, if the
number Nj 1s equal to N.

Step 5: Find the corresponding line image (v_,,V.,»,¥;3) Of
the point light source P(X,,Y,,Z.,), and compute and output an
object point coordinate (X Y ,,Z.) according to Equation (10).

Step 6: Compute and output the center coordinates (X,
Y ~.Z.~) ol the object point group according to Equation (2).

Step 7: Change and record the angle (0,d) to align the
Z-axiswith (X .Y ~,Z ) to achieve the purpose of tracking the
object point group.

Step 8: Return to Step 2.

Embodiment 2

Refer to FIG. 3(b) for a schematic view of an optical system
in accordance with a second preferred embodiment of the
present invention.

The assembly of the optical system of the second preferred
embodiment 1s substantially the same as that of the first pre-
ferred embodiment, except 0,=0,=0,=0° and the focusing
directions of the three 1D focusing lenses L, L, L, are set at
an angle of p,=90°, p,=0° and p,=90° respectively. There-
fore, the direction of the long axis of the three 1D image
sensors S, 'S, S, 1s set parallel to the of focusing direction of
the three 1D focusing lenses L, L, L. As described above, if
an 1mage superimposition occurs, the value of the angle p; 1s
changed to eliminate the image superimposition, and com-
pute the object point coordinates (X,.,y,,Z,) of point light
sources P,(X ,Y,,Z,). In addition, the center coordinates (X,
Y .,Z ) of the object point group 1s computed, and the angles
(0,d) are changed to achieve the purpose of tracking the
object point group. The logical analysis method comprises
the following steps:

Step 1: Set the mitial value ot each angle (£2,0,9,0,,p,) to
(0,=0,=0°,05=0%) and (p,=90%,0,"P3-90"), and (£2,0,D)
can be any angle and preferably equal to (£2=0°,0=0°,0=0°).
Change and record the angle (®,®) such that the Z-axis aligns
with (X .Y ~,7Z ), if the center coordinates (X .Y ~,Z ) of the
object point group are known.

Step 2: Read the number N of poimnt light sources
P(X,,YZ,)

Step 3: Read all images of 1D optical lenses L, and obtain
the number Nj ot the line image and the coordinates y, ; of the
line 1mage by an 1imaging process.

Step 4: Change and record the angle p; 1f the number Nj 1s
not equal to N, and then go to Step 3. If the number Nj 1s equal
to N, then go to Step 3.

Step 5: Find the corresponding line image (v;;,V.5,Y3) O
the point light source P(X,Y ,,Z,), and compute and output an
object point coordinate (X .Y ,,Z.) according to Equation (10).

Step 6: Compute and output the center coordinates (X,
Y ~.Z. ) of the object point group according to Equation (2).

Step 7: Change and record the angle (0,d) to align the
Z-axiswith (X .Y ~,Z ) to achieve the purpose of tracking the
object point group.

Step 8: Return to Step 2.

Embodiment 3

Refer to FIG. 3(¢) for a schematic view of an optical system
in accordance with a third preferred embodiment of the
present invention.
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The assembly of the optical system of the third preferred
embodiment 1s substantially the same as that of the second
preferred embodiment, except 0,=0, 6,=0, 6,=-0, and the Z,
coordinates of the three image coordinate systems O, (X,.Y,,
7)), O,(X,,Y,,7,), O:(X5,Y,,7Z,) are itersected at a point
which 1s the convergent point V(X ;.Y ;7). The coordinates
V(X,.Y,;,Z,) of the convergent point can be computed
according to the angles ®, ® and 0. Further, the focusing
directions of the three 1D focusing lenses L, L, L, are at
0,=90°, p,=0° and p,=90° respectively. Therelore, the direc-
tions of the long axes of the three 1D image sensors S, S, S,
are parallel to the focusing directions of the three 1D focusing
lenses L, L, L, respectively. As described above, if an image
superimposition occurs, the value of the angle p; 1s changed
appropriately to eliminate the image superimposition and
compute the of object point coordinates (X, Y .,Z) of the point
light source P(X,Y,,Z.). In addition, the center coordinates of
the object point group are computed, and the angles (0,®) are
changed to achieve the purpose of tracking the object point
group. The logical analysis method comprises the following
steps:

Step 1: Set the 1nitial value of each angle (£2.0,D,0,.p,) to
(0,=0, 0,=0°,0,=—0) and (p,=90°,p,=0°,p0,=90°), and the
angles (£2,0,®) are arbitrary and preterably equal to (£2=0°,
0=0°,0=0°), or change and record the angles (0,®) to align
the Z-axis with (X.,Y .7 ), 1f the center coordinates (X,
Y ~,7Z ) ol the object point group are known.

Step 2: Read the number N of poimnt light sources
P(X,,Y,.Z).

Step 3: Read images of all 1D optical lenses L, and obtain
the number Nj of the line image and the coordinates y,;; of the
line 1mage by an 1imaging process.

Step 4: Change and record the angle p angle and go to Step
3, 1f the number Nj 1s not equal to N. If the number Nj 1s equal
to N, go to Step 5.

Step 5: Find the corresponding line image (v_.;,V.,5,V.3) O
the point light source P(X,, Y ..Z.), (and compute and output
an object point coordinate (X,,Y ,7Z.) according to Equation
(10).

Step 6: Compute and output the center coordinates (X,
Y ~7Z ) ol the object point group according to Equation (2).

Step 7: Change and record the angle (0,®) to align the
Z-axiswith (X .Y ~,Z ) to achieve the purpose of tracking the
object point group.

Step 8: Return to Step 2.

Embodiment 4

Reterto FIG. 3(d) for a schematic view of an optical system
in accordance with a fourth preferred embodiment of the
present invention. The assembly of the optical system of the
fourth preferred embodiment 1s substantially the same as that
of the third preferred embodiment, except when an 1mage
superimposition occurs, the value of the angle £2 1s changed to
climinate the image superimposition, and calculate the object
point coordinates (X,,Y,,Z.) of the point light sources P (X,
Y ..7.). The center coordinates of the object point group are
computed and the angles (0,®) are changed to achieve the
purpose of tracking the object point group. The logical analy-
s1s method comprises the following steps:

Step 1: Set the mitial value of each angle (£2,0,®,0,,0,) to
(0,=0,0,=0°,0,=-0) and (p,=90°p,=0°=p,=90°), and the
angles (£2,0,d) are arbitrary and preferably equal to (£2=0°,
B=0°,d=0°), or change and record the angles (®,D) to align
the Z-axis with (X, Y ~,Z ) 11 the center coordinates (X, Y -,
Z.~) of the object point group are known.




US 7,697,148 B2

9

Step 2: Read the number N of point light sources
P(X,.Y,.Z,).

Step 3: Read images of all 1D optical lenses L, and obtain
the number Nj of the line image and the coordinates y;; of the
line 1mage by an 1imaging process.

Step 4: Change and record the angle £2 and go to Step 3, 1f
the number Nj 1s not equal to N. Go to Step 5, i1f the number
Nj 1s equal to N.

Step 5: Find the corresponding line image (Y., .V;2,Y 53) 0f
the point light source P(X,Y ,,Z,), and compute and output an
object point coordinate (XY ,,Z.) according to Equation (10).

Step 6: Compute and output the center coordinates (X,
Y ~.Z. ) of the object point group according to Equation (2).

Step 7: Change and record the angle (0,®) to align the
Z-axiswith (X -, Y ~,Z ) to achieve the purpose of tracking the
object point group.

Step 8: Return to Step 2.

Embodiment 5

Refer to FIG. 3(e) for a schematic view of an optical system
in accordance with a fifth preferred embodiment of the
present invention.

The assembly of the optical system of the fifth preferred
embodiment 1s substantially the same as that of the fourth
preferred embodiment, except the angle €2 1s rotated at an
angular speed w_. The logical analysis method comprises the
steps of:

Step 1: Set the imitial value of each angle (0,9,0.,p)) to
(0,=0,0,=0°, 0,=-0) and (p,=90°,p,=0°,p,=90°), and the
angles (0,®) are arbitrary and preferably equal to (8=0°,
®=0°), or change and record the angles (0,®) to align the
Z-axis with (XY ~7Z ), if the center coordmates (XY -,
Z.~) of the object point group are known (®,®). Finally, the
angle €2 1s rotated with an angular speed .

Step 2: Read the number N of poimnt light sources
P,X,.Y,.Z)

Step 3: Read the angle £2 and images of all 1D optical
lenses L, and obtain the number Nj of line image and the
coordinates y,,; of the line image by an imaging process.

Step 4: Go to Step 3 1f the number Nj 1s not equal to N. Go
to Step 5 1f the number Nj 1s equal to N.

Step 5: Find the corresponding line image (v;;,V.5,Y 3 ) O
the point light source P,(X ,Y .Z.), and compute and output an
object point coordinate (XY ,,Z.) according to Equation (10).

Step 6: Compute and output the center coordinates (X,
Y ~.Z. ) of the object point group according to Equation (2).

Step 7: Change and record the angle (0,®) to align the
Z-axiswith (X .Y ~,Z ) to achieve the purpose of tracking the
object point group.

Step 8: Return to Step 2.

Embodiment 6

Refer to FIG. 4 for a schematic view of an optical system in
accordance with a sixth preferred embodiment of the present
invention.

The characteristics of the assembly of the optical system of
the sixth preferred embodiment 1s substantially the same as
those of the first to fifth preferred embodiments, except the
number of 1D focusing lenses 1s greater than 3. For simplicity,
only four 1D focusing lenses are used for the illustration here.

Refer to FIG. S for a schematic view of an optical system in
accordance with a seventh preferred embodiment of the
present invention.

The optical system in accordance with the seventh pre-
terred embodiment 1s comprised of four 1D focusing lenses
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A'+2°0’ x4 and four 1D image sensors S, S, S; The four 1D
focusing lenses L, L, L, have focal lengths f, f, f, I,
respectively. In the world coordinate system O(X,Y,7), the
origins of the image coordinate systems O,(X;.Y,.Z;)
0,(X,,Y,,7,), O:(X5,Y5,7,), O(X,,Y,,7Z,) are disposed at
positions (0,h,0), (0,0,0), (-H,0,H), (H,0,H) respectively, and
the orientating angles are 0,=0°, 0,=0°,0,90°,0,=-90° and
0,=90°,0,_,°,0:=90°,p,_6,°. Further, the logical analysis
method of the seventh preferred embodiment 1s the same as
those of the first to fifth preferred embodiments.

In summation of the description above, the technical char-
acteristics of the method of the invention and each preferred
embodiment are disclosed fully to demounstrate the purpose
and effects of the present invention, and the invention com-
plies with the requirements of patent application, and thus 1s
duly filed for patent application.

While the mvention has been described by means of spe-
cific embodiments, numerous modifications and variations
could be made thereto by those skilled in the art without

departing from the scope and spirit of the invention set forth
in the claims.

What 1s claimed 1s:

1. A method of recognizing and tracking multiple spatial
points, comprising;:

a plurality of point light sources, each being capable of
moving Ireely, having an arbitrary wavelength and a
variable quantity of N point light sources;

an optical system, comprised of a plurality of 1D focusing
lens modules; and

a logical analysis method, for eliminating an 1mage super-
imposition phenomenon and performing a computation
to obtain coordinates of object points of the plurality of
point light sources.

2. The method of recognizing and tracking multiple spatial
points of claim 1, wherein the plurality of point light sources
are an active point light source capable of emitting point
scattering lights or a passive point light source, which reflects
a point light source.

3. The method of recognizing and tracking multiple spatial
points of claim 1, wherein the 1D focusing lens module 1s
comprised of a 1D focusing lens and a rectangular 1D image
SENSor.

4. The method of recognizing and tracking multiple spatial
points of claim 1, wherein the 1D focusing lens module 1s
comprised of a 1D focusing lens, an aberration correction lens
module, and a rectangular 1D 1mage sensor.

5. The method of recognizing and tracking multiple spatial
points of claim 1, wherein the optical system 1s comprised of
three 1D focusing lens modules.

6. The method of recognizing and tracking multiple spatial
points of claim 1, wherein the optical system 1s comprised of
at least four 1D focusing lens modules.

7. The method of recognizing and tracking multiple spatial
points of claim 3, wherein the 1D focusing lens has a focusing
direction same as the direction along the longer axis of the 1D
1mage sensor.

8. The method of recognizing and tracking multiple spatial
points of claim 4, wherein the 1D focusing lens has a focusing
direction same as or perpendicular to the direction along the
longer axis of the 1D 1mage sensor.

9. The method of recognizing and tracking multiple spatial
points of claim 5 or 6, wherein the 1D focusing lens modules
are mstalled at arbitrary positions in the visual space.

10. The method of recognizing and tracking multiple spa-
tial points of claim 5 or 6, wherein the focusing directions of
1D focusing lenses modules are installed 1n arbitrary orien-
tation 1n the visual space.
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11. The method of recognizing and tracking multiple spa-
tial points of claim 5 or 6, wherein the 1D focusing lens
modules have arbitrary focal lengths or equal focal lengths.

12. The method of recognizing and tracking multiple spa-
tial points of claim 5 or 6, wheremn all 1D focusing lens
modules are 1nstalled at positions along the transverse axis of
the visual space coordinate system and equidistant with each
other, and arranged symmetrically with the origin of the
visual space coordinates.

13. The method of recognizing and tracking multiple spa-
tial points of claim 1, wherein the logical analysis method
COmMprises:

an 1nitial setting step, for setting and recording an 1nitial

value ot each angle (€2,0,9,0,.p,), and reading the num-
ber N of point light sources P,(X_.Y .,Z.);

an 1mage processing step, for reading images of all 1D

optical lenses L, and obtaining the number Nj of the line
image and the coordinates y,; of the line image;
an 1mage superimposition eliminating step, for eliminating
an 1mage superimposition by changing the focusing
directions of 1D focusing lenses modules, 11 the image
superimposition occurs and the number Nj of the line
image of the lenses L, 1s not equal to N

an 1mage corresponding to an object point coordinate com-
puting step, for computing the object point coordinates
(X.,Y,,Z,) after finding the corresponding point image
(V.1.YeinsV <3 ) Of the point light sources P,(X,,Y,,Z.) by a
corresponding logic; and

an object point group tracking step, for changing the angle

of the optical axis of the optical system after computing
the center coordinates (XY ~,Z ) of the object point
group, such that the optical axis 1s aligned with the
center coordinates of the object point group to achieve
the purpose of tracking the object point group.

14. The method of recognizing and tracking multiple spa-
tial points of claim 13, wherein the 1nitial setting step sets the
initial values of (£2,0,0,0,,p,), and the values of (£2,0,D,0,,
p;) are arbitrary, or the values of (£2,0,d) are set to (£2=0°,
O=0°,d=0°), and 11 the center coordinates (X .Y ~.Z ) of the
object point group are known, the angles (®,®) are changed
and recorded, so that the Z-axis aligns with (XY ~,Z ).

15. The method of recognizing and tracking multiple spa-
t1al points of claim 13, wherein the 1nitial values of (€2,0,®,
0,,p,) are set, and (0,,p,) are set to (0,=0°,0,=0°,0,=0°) and
(p,=90°,p,=0°, p,=90°) when the number of the 1D focusing
lens module 1s three.
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16. The method of recognizing and tracking multiple spa-
t1al points of claim 13, wherein the 1nitial values of (£2,0,0,
0.,p,) are set, and (0,p;) are set to (06,=0,6,=0°,0,=-0),
(p,=90°,p,=0°,0p5=90°), and 0=0° when the number of the
1D focusing lens module 1s three.

17. The method of recognizing and tracking multiple spa-
tial points of claim 13, wherein the 1mage superimposition
climinating step 1s achieved by adjusting one of the angles
P,,0., and €2.

18. The method of recognizing and tracking multiple spa-
tial points of claim 13, wherein the 1mage superimposition
climinating step 1s achieved by rotating the angle €2 with a
constant angular velocity.

19. The method of recognizing and tracking multiple spa-
t1al points of claim 13, wherein the object point coordinates of
the point light sources P,(X .Y .,Z.) is computed by

U_?i‘” 21173 L}’sg)Xfﬂi;f}Qz"‘f” j32y51_';')Yf+(];'F}23+F j33yszj)zz':
F 70131 Vst T o0t 3oV s L (7ot
FiaaVei otV
20. The method of recognizing and tracking multiple spa-
tial points of claim 13, wherein the center coordinates (X,

Y ~,7Z.~) ol the object point group 1s computed by

21. The method of recognizing and tracking multiple spa-
tial points of claim 13, wherein the method of tracking the
object point group 1s achieved by adjusting the angle (0,®) to
align the Z-axis with the (XY ~.Z ).

22. The method of recognizing and tracking multiple spa-
tial points of claim 6, wherein the origin of the 1mage coor-
dinate system are disposed at positions (0,h,0) (0,0,0) (-H,0,
H) (H,0,H) in the visual space coordinate system respectively,
and h and H are real numbers when the number of the 1D
focusing lens module 1s four.

23. The method of recognizing and tracking multiple spa-
tial points of claim 13, wherein the focusing directions of the
four 1D focusing lens modules are set at angles of (0,=0°,
0,=0°,0,=90°,0,=-90°) and (p,=90°,p,=0°,p0,=90°,0,=90°)
when the number of the 1D focusing lens module 1s four.
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