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1
MULITIPLE FRAME PHOTOGRAPHY

TECHNICAL FIELD OF THE INVENTION

Implementations described herein are related to photogra- 5
phy and 1n particular, pertain to methods and devices for
improving picture quality.

DESCRIPTION OF RELATED ART

10

A process for digitally framing a picture may ivolve mag-
nitying and cropping the picture, such that the main subject of
the picture 1s resized. For example, if a picture of an apple 1s
1024 pixels by 512 pixels, and the apple has the diameter of
20 pixels, the picture may be framed (i.e., magnified and 1>
cropped) so that the apple occupies a larger area within the
picture.

In digital framing, a digital zoom may be used for magni-
tying the picture. More specifically, a digital zoom may be
used to 1ncrease the number of pixels by the percentage by
which the picture 1s magnified. Because the digital zoom
creates new pixels by interpolating the existing ones, the
digital zoom may introduce defects during the magnification.

20

SUMMARY 2>

According to one aspect, a method may comprise deter-
mimng whether a user input for capturing a view 1s triggered,
and automatically framing a plurality of images of the view
when the user mput 1s determined to be triggered by repeat-
edly determining a zoom value for an 1image, optically zoom-
ing the view based on the zoom value, and capturing the
zoomed view as the 1mage.

30

Additionally, determining a zoom value for the 1mage may
include determining a zoom value that 1s unique among a
plurality of zoom values for the 1mages.

35

Additionally, determining a zoom value for the 1mage may
include accepting a user zoom, and producing a zoom value
by determining a magnification of a view relative to the user 4
ZOOom.

Additionally, determining a zoom value may include
accepting a user input that specifies a number of the plurality
of images, and accepting user inputs that specily a zoom value
for each of the plurality of images. 45

Additionally, automatically framing may further include
obtaining luminance sensor outputs or focus sensor outputs.

Additionally, automatically framing may further include
determining a shutter speed or an aperture size based on the
zoom value. 50

Additionally, automatically framing may further include
determining a shutter speed, or an aperture size based on the
luminance sensor outputs.

Additionally, automatically framing may further include

: : 55
focusing the 1mage based on the focus sensor outputs.

Additionally, automatically framing may further include
transferring the captured image from a light sensor to
memory.

Additionally, capturing the zoomed view as the image may ¢
include exposing a light sensor to the image for a predeter-
mined duration of time.

According to another aspect, a device may comprise a lens
assembly and a trigger for a multiple framing shot. Addition-
ally, the device may include a processor for framing each ofa 65
plurality of 1mages of a subject when the user activates the
trigger by repeatedly establishing magnification information

2

ol an 1mage, optically magnifying the subject based on the
magnification information, and 1imaging the magnified sub-
ject to produce the image.

Additionally, the device may further comprise a luminance
sensor for providing information related to brightness of the
subject.

Additionally, the device may further comprise a film for
imaging the magnified subject.

Additionally, the device may further comprise a light sen-
sor for imaging the magmfied subject.

Additionally, the lens assembly may 1nclude a zoom lens
assembly for magnifying the subject and a shutter assembly
for exposing the light sensor for a predetermined amount of
time.

Additionally, the device may further comprise a user inter-
face for accepting user inputs that specily a magnification for
cach of the plurality of 1mages.

According to yet another aspect, a device may comprise
means for storing 1mages, means for optically zooming an
image, means for triggering a multiple framing shot, and
means for taking multiple images of a view when a multiple
framing shot 1s triggered. Additionally, the means for taking
multiple 1mages may include means for determiming zoom
information of an 1image, means for driving the means for
optically zooming a view based on the zoom information, and
means for recording the zoomed view as the image in the
means for storing 1mages.

Additionally, the device may further comprise means for
providing luminance information and focus information.

Additionally, the means for recording the zoomed view
may include means for exposing a sensor to a predetermined
amount of light, and means for transferring the image that 1s
captured at the sensor to the means for storing images.

Additionally, the device may further comprise means for
adjusting shutter speed when a view changes.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated 1n
and constitute a part of this specification, illustrate one or
more embodiments described herein and, together with the
description, explain the embodiments. In the drawings,

FIGS. 1A-1C shows exemplary pictures of a hotel at dif-
ferent magnifications;

FIG. 2 shows a block diagram of an exemplary device 1n
which systems and methods described herein can be 1mple-
mented;

FIG. 3 1s a functional block diagram of the exemplary
device of FIG. 2;

FIG. 4 1s a functional block diagram ofthe lens assembly 1n
FIG. 3;

FIG. 5 1s a functional block diagram of the sensors 1n FIG.
3;

FIG. 6 1s a functional block diagram of exemplary compo-
nents that are either included 1n or implemented by the device
of FIG. 3;

FIG. 7A shows an exemplary process for taking a multiple
framing shot;

FIG. 7B shows an exemplary process for taking framing
images; and

FIGS. 8A and 8B are front and rear views, respectively, of
another exemplary device in which the systems and methods
described herein can be implemented.

DETAILED DESCRIPTION OF EMBODIMENTS

The following detailed description refers to the accompa-
nying drawings. The same reference numbers 1n different
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drawings may 1dentily the same or similar elements. The term
“camera,” as used herein, may include a device that may
capture and store 1mages and/or video. For example, a digital
camera may include an electronic device that may capture and
store images and/or video electronically instead of using pho-
tographic film as 1n contemporary cameras. A digital camera
may be multifunctional, with some devices capable of record-
ing sound and/or video, as well as images.

A “subject,” as the term 1s used herein, 1s to be broadly
interpreted to include any person, place, and/or thing capable
of being captured as an image. The term “frame” may refer to
a closed, often rectangular border of lines or edges (physical
or logical) that enclose the picture of a subject. Depending on
context, “multiple framing™ or “framing” may refer to auto-
matically taking a predetermined number of pictures, one
immediately after another, at different zooms to obtain
images with different sizes of a subject relative to each image
frame. A “multiple framing shot” may refer to a shot for
multiple framing.

Exemplary Device

In the following implementations, a device may automati-
cally perform multiple framing. For example, as 1llustrated 1in
FIG. 1A-1C, when a user takes a shot of a hotel, the device
may automatically take three pictures of the hotel. Each pic-
ture 1s at a different zoom level, and thus, the size and the
location of the hotel relative to the frame 1n each picture 1s
different from those in others pictures. In contrast to the
digital framing as described above, the hotel 1s framed differ-
ently for each picture without any loss 1n image resolution.

FIG. 2 depicts an exemplary device 200 1n which systems
and methods described herein can be implemented. Device
200 may include any of the following devices that have the
ability to function as a camera or adapted to include one ore
more digital or analog cameras: a radio telephone; a personal
communications system (PCS) terminal that may combine
cellular radiotelephone with data processing, facsimile, and
data commumnications capabilities; a mobile telephone; an
clectronic notepad; a laptop; a personal computer (PC); a
personal digital assistant (PDA) that can include a radiotele-
phone, pager, Internet/intranet access, web browser, orga-
nizer, calendar, and/or GPS receiver; or any device with sul-
ficient computing power and memory to support functions
described herein.

FIG. 3 shows a functional block diagram of exemplary
device 200. Device 200 may include memory 302, processing
unit 304, input/output device(s) 306, network interface 308,
viewlinder/display 310, lens assembly 312, sensors 314, film
316, flash 318, and communication bus 320. In another imple-
mentation, device 200 may include more, fewer, or different
components. For example, when device 200 takes the form of

a digital image capturing device, device 200 may not include
film 316.

Memory 302 may include static memory, such as read only
memory (ROM), and/or dynamic memory, such as random
access memory (RAM), or onboard cache, for storing data
and machine-readable instructions. Memory 302 may also
include storage devices, such as a floppy disk, CD ROM, CD
read/write (R/W) disc, and/or flash memory, as well as other
types of storage devices.

Processing unit 304 may include one or more processors,
microprocessors, and/or processing logic capable of control-
ling device 200. Input/output device(s) 306 may include a
keyboard, key pad, button, mouse, speaker, microphone,
Digital Video Disk (DVD) writer, DVD reader, USB lines,
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and/or another type of device for converting physical events
or phenomena to and/or from digital signals that pertain to
device 200.

Network interface 308 may include any transcerver-like
mechamism that enables device 200 to communicate with
other devices and/or systems. For example, network interface
308 may include mechanisms for communicating via a net-
work, such as the Internet, a terrestrial wireless network, a
satellite-based network, etc. Additionally or alternatively,
network interface 308 may include a modem, an Ethernet
interface to a LAN, and/or an interface/connection for con-
necting device 200 to other devices.

Viewiinder/display 310 may include a device that can dis-
play signals generated by device 200 as images on a screen
and/or that can accept inputs in the form of taps or touches on
the screen. Examples of viewlinder/display 310 include an
optical viewlinder (e.g., a reversed telescope), a liquid crystal
display (LCD), cathode ray tube (CRT) display, organic light-
emitting diode (OLED) display, surface-conduction electron-
emitter display (SED), plasma display, field emission display
(FED), bistable display, and/or a touch screen. Viewfinder/
display 310 may provide a window through which the user
may view and/or focus on a subject, replay previously cap-
tured material, and/or provide mputs.

Lens assembly 312 may include a device for manipulating
light rays from a given or a selected range, so that images 1n
the range can be captured 1n a desired manner. Lens assembly
312 may be controlled manually and/or electromechanically
by processing unit 304 to obtain the correct focus on a subject
and a desired magnification of the subject image and to pro-
vide a proper exposure.

Sensors 314 may include one or more devices for obtaining
information related to 1mage, luminance, and focus. Sensors
314 may provide the information to processing unit 304, so
that processing unit 304 may control lens assembly 312 and
flash 318. Fi1lm 316 may include an analog medium of record-
ing 1images ol a subject.

Flash 318 may include any type of flash unit used 1n cam-
eras. For example, flash unit 318 may include a flash unit buailt
into device 200; a flash unit separate from device 200; an
clectronic xenon tlash lamp (e.g., a tube filled with xenon gas,
where electricity of high voltage 1s discharged to generate an
clectrical arc that emuits a short flash of light); or a microflash
(e.g., a special, high-voltage flash unit designed to discharge
a flash of light with a sub-microsecond duration).

Communication bus 320 may provide an interface through
which components of device 200 can communicate with one
another.

FIG. 4 1s a functional block diagram of the lens assembly
312 of FIG. 3. Lens assembly 312 may include a zoom lens
assembly 402, a shutter assembly 404, and an 1r1s/diaphragm
assembly 406. In another implementation, lens assembly 312
may include more, fewer, or different components.

Zoom lens assembly 402 may include a collection of
lenses. Zoom lens assembly 402 may provide a magnification
and a focus of a given or selected 1image, by changing relative
positions of the lenses. Shutter assembly 404 may include a
device for allowing light to pass for a determined period of
time. Shutter assembly 404 may expose sensors 314 and/or
f1lm 316 to a determined amount of light to create an 1image of
a view. Iris/diaphragm 406 may include a device for provid-
ing an aperture for light and may control the brightness of
light on sensors 314 and/or film 316 by regulating the size of
the aperture.

Zoom lens assembly 402, shutter assembly 404, and 1r1s/
diaphragm assembly 406 may operate 1n conjunction with
cach other to provide a desired magmfication and an expo-
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sure. For example, when a magnification 1s increased by using
zoom lens assembly 402, shutter assembly 404 and 1ris/dia-
phragm assembly 406 may be adjusted to compensate for
changes in the amount of light, 1n order to maintain the
exposure relatively constant.

FIG. 5 1s a functional block diagram of the sensors 314 in
FIG. 3. Sensors 314 may include a light sensor 502, a lumi-
nance sensor 504, and a focus sensor 506. In another 1mple-
mentation, sensors 314 may include more, fewer, or different
components.

Light sensor 502 may include hardware and/or software for
sensing light and storing an image. Luminance sensor 504
may include hardware and/or software for sensing the inten-
sity of light (1.e., luminance) within a view. Luminance sensor
504 may provide luminance information that may be used for
controlling flash 318 and the exposure of 1ilm 316 and/or light
sensor 502. An example of luminance sensor 514 1ncludes a
flash sensor. In one implementation, luminance sensor 514
may include a white point detector. The white point of a view
or a view depends on light source and may be used to white
balance the view.

Focus sensor 306 may include hardware and/or software
for providing imnformation that may be used for focusing an
image. In one implementation, focus sensor 506 may provide
the distance of a subject from device 200, so that device 200
may adjust lens assembly 312 to obtain a properly focused
image ol the subject. In another implementation, focus sensor
506 may detect when lens assembly 312 outputs an 1image
with the greatest contrast between measured light intensities
at adjacent detector elements in sensor 314 and indicate the
focused condition.

FIG. 6 1s a functional block diagram of exemplary compo-
nents that are either included 1n or implemented by device 200
of FI1G. 3. Device 200 may include framing control logic 602,
user interface 604, photographing control logic 606, and data-
base 608.

Framing control logic 602 may include hardware and/or
software for multiple framing. Framing control logic 602 may
be implemented 1n many different ways, and 1n one 1mple-
mentation, framing control logic 602 may derive a value of
the zoom for the first image 1n a multiple framing shot and
then repeatedly apply a percent magnification, as specified by
a user, to the subsequent shots 1n the same multiple framing
shot. For example, 1if a multiple framing shot takes three
pictures and applies 30% magnification, framing control
logic 602 may determine the zoom of the first picture to be
30% less than the zoom at which the subject 1s shot; the next
zoom may be determined to be the same as the zoom at which
the subject 1s shot; and the last zoom to be 30% greater than
the zoom at which the subject 1s shot. In another implemen-
tation, framing control logic 602 may store user-specified
zoom values, measured relative to the zoom at which a user
views the subject, for each image. For example, a user may
specily 20% less zoom for the first image, 10% less zoom for
the second 1image, 0% zoom for the third image, 10% greater
zoom for the fourth image, and so forth.

User mterface 604 may include hardware and/or software
for accepting user mputs. In one implementation, user inter-
face 604 may accept mnputs for white balance, zoom, exposure
value, shutter speed, and/or a size of the opening of an 1ris/
diaphragm. In addition, for multiple framing, user interface
604 may accept values for a percentage magnification, a
number of frames, a delay between shots, and/or a multiple
framing state, which will be described shortly.

A zoom may indicate the desired level of magnification for
cach shot. An exposure value may convey to device 200 how

much light to which light sensor 502 and/or film 316 may be
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exposed. A shutter speed may specily how quickly shutter
assembly 404 opens and closes for allowing a pulse of light to
reach film 316 and/or light sensor 502. A size for the 1ris/
diaphragm opening may affect how large iris/diaphragm may
open and how much light may reach film 316 and/or light
sensor 302.

A percentage magnification may determine how much
zoom to apply for each 1image or picture that 1s captured or
taken during a multiple framing shot. For example, 1f FIGS.
1A-1C show three pictures taken during a multiple framing
shot and 11 a user has specified 30% for the percentage mag-
nification, the hotel 1n FIG. 1B may be 30% larger than that in
FIG. 1A and the hotel in FIG. 1C may be 30% larger than that
in FIG. 1B.

A number of frames may specily how many pictures are to
be taken or 1images are to be captured 1in a multiple framing
shot.

A delay between framing may specily how long device 200
may wait before taking a picture aiter taking the previous
picture 1n a multiple framing shot. For example, in FIGS.
1A-1C, 1t the delay 15 0.1 second, the picture in FIG. 1B may
have been taken 0.1 second after the picture in FIG. 1A and
the picture mn FIG. 1C may have been taken 0.1 second after
the picture 1n FIG. 1B.

A multiple framing state may indicate whether device 200
1s 1n a mode for taking multiple framing shots. If the multiple
framing state indicates device 200 1s in a mode for taking
multiple framing shots, a user input for triggering a shot (e.g.,
clicking on a camera button) may be interpreted by device 200
as a request to take a multiple framing shot.

As explained above, 1n one implementation, the mput val-
ues that are related to multiple framing may include a per-
centage magnification, a number of shots, a delay between
shots, and a multiple frame state. For different implementa-
tions, other types ol input parameters may be accepted by user
interface 604. For example, 1n one implementation, a user
may specily only the number of shots. In such an implemen-
tation, other parameters, such as the percentage magnifica-
tion, may be preset and may not be modified by the user.

In addition to the above described input values, many types
ol inputs for controlling device 200 may be accepted by user
interface 604, depending on implementation of device 200.
For instance, user interface 604 may accept imputs that
instruct device 200 to display an image that has been captured
and/or to remove an image from memory 302 and/or database
608.

If a user does not provide one or more mput values, user
interface 604 may supply default values, such as a default
shutter speed or a default opeming size of an 1ris/diaphragm.
In addition, user interface 604 may disallow a user from
speciiying inputs that contlict with other inputs. For example,
interface 604 may prevent the user from concurrently mnput-
ting the size of ir1s/diaphragm opening, the shutter speed and
the exposure value.

Returning to describing other elements in FIG. 6, photo-
graphing control logic 606 may include hardware and/or soft-
ware for adjusting zoom (i.e., magnification), focus, and
exposure of film by controlling lens assembly 312 based on
the outputs from sensors 314. In addition, photographing
control logic 606 may control the duration for which flash 318
1s 11t based on the outputs from luminance sensor 304. In
many implementations, photographing control logic 606 may
provide automatic white balancing.

Database 608 may include records and files and may act as
an information repository for framing control logic 602, user
interface 604, and/or photographing logic 606. For example,
framing control logic 602 may retrieve user-inputted param-
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cters from database 608. User interface 604 may store and/or
retrieve 1mages and/or user-inputted values to and from data-
base 608. Photographing control logic 606 may retrieve user-
inputted parameters and/or images from database 608.

Exemplary Process for Multiple Framing,

FIG. 7TA shows an exemplary process for taking a multiple
framing shot. At block 702, user imnputs are accepted and/or
stored 1n database 608 through user interface 604.

At block 704, a new zoom value may be accepted and the
view may be optically zoomed based on the value. User
interface 608 may allow a user to change zoom easily, as the
user may oiten change zoom, depending on a view. At block
706, outputs from sensors 314 may be obtained. In one imple-
mentation, the outputs of luminance sensor 504 and focus
sensor 506 may be obtained.

At block 708, the zoom value, the outputs of luminance
sensor 304, and focus sensor 506, and the user inputs may be
used to obtain a white balance and/or a focus and determine
the shutter speed and/or the 1r1s/diaphragm opening size. Any
change to a view and/or a zoom may atlect the exposure of
film 316 and/or light sensor 502, and therefore, the shutter
speed and/or the iris/diaphragm opening may be re-deter-
mined.

The relationship between the iris/diaphragm opening size
and shutter speed (exposure time) may be given by:

N?/t=IS/K, (1)
where N measures the ratio of the focal distance of the lens to
iris/diaphragm opening (1.e., relative aperture), t 1s the shutter
speed, 1 1s the average luminance, S 1s the sensitivity of film to
light, and K 1s a calibration constant.

When a zoom and/or a view changes, the shutter speed and
the aperture size may be adjusted in accordance with expres-
s1on (1). Depending on the specific implementation of zoom
lens assembly 402, adjusting the magnification may affect its
focal distance, which 1n turn may affect N in expression (1).
In addition, changing a view may affect the luminance, I.

Atblock 710, whether a trigger for taking a shot 1s activated
may be determined. For example, a user may click on a button
to trigger device 200 to take a shot of a view. In such an
instance, the trigger may be deemed as activated.

If the trigger 1s not deemed as activated, at block 712, the
view 1s not captured as an image. Until the trigger 1s activated,

blocks 704-712 may be repeated.

If the trigger 1s deemed as activated, then, at block 714,
either the view may be captured as an 1image, or image(s) of
the view may be framed, depending on whether device 200 1s
in the state of multiple framing. If device 200 1s not 1in the state
of multiple framing, photographing control logic 606 may
drive flash 318 to shine and shutter assembly 404 to open and
close, 1n order to expose film 316 and/or light sensor 502 to
the view for an appropriate amount of light. Any image that 1s
captured on light sensor 502 may be immediately transferred
to memory 302. In some implementations, the captured
image may be white balanced. Once the view 1s captured as an
image, the process may return to block 704.

If device 200 1s 1n the state for multiple framing, 1mage(s)
of the view may be framed. FIG. 7B shows an exemplary
process for framing 1mage(s) of a view.

At block 716, a total number of 1images that have been
captured during the framing may be compared with the input-
ted number of frames. If the number of images that have been
captured 1s greater than or equal to the inputted number, the
process may return to block 704 (FIG. 7A). If the number of
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8

images that have been captured is less than the inputted num-
ber, block 718 may be performed.

At block 718, a zoom value may be obtained and the view
may be optically zoomed based on the value. The zoom may
be obtained 1n many ways.

In one implementation, a zoom for a captured 1mage may
not be repeated for other images within a single multiple
framing shot. For example, 11 a user has specified 3 shots and
10% magmfication for framing, the zoom of the first captured
image 1n the multiple framing shot may be determined as 10%
smaller than the zoom set at block 704. The zoom of the
second 1mage may be determined as being equivalent to the
zoom at block 704, and the zoom of the third 1mage may be
determined as 10% larger than the zoom set at block 704.

In another implementation, device 200 may allow a user to
input and set zooms for all of the individual images that are to
be captured during a multiple framing shot. Such an 1mple-
mentation may be usetul, for instance, 11 a user wishes to take
a multiple framing shot of a fast moving subject of whose
view changes rapidly.

Atblock 720, outputs from sensors 314 may be obtained. In
one implementation, the outputs of luminance sensor 504 and
focus sensor 506 may be obtained. At block 722, the zoom
value, the outputs of luminance sensor 504, and focus sensor
506, and the user inputs may be used to obtain a white balance
and/or a focus and determine the shutter speed and/or the
iris/diaphragm opening size.

Atblock 724, the view may be captured as an image. When
the view 1s being captured, photographing control logic 606
may drive shutter assembly 404 to open and close, 1n order to
expose film 316 and/or light sensor 502 to the view for an
appropriate duration of time. In some implementations, the
captured 1image may be white balanced. Any image that 1s
captured on light sensor 502 may be immediately transferred
to memory 302.

Once the view 1s captured as an 1image, the process may
return to block 716. Each time blocks 716-724 are performed,
an 1mage 1s captured at a zoom level.

Alternative Implementation

FIGS. 8 A and 8B are front and rear views, respectively, of
another exemplary device 800 in which systems and methods
described herein may be implemented. As shown in FIGS. 8A
and 8B, device 800 may include a display 802, a lens assem-

bly 804, a tlash 806, and sensors 808. While not shown,

device 800 may also include components that have been
described with references to FIGS. 3-6.

Display 802 may provide visual information to the user.
For example, display 806 may provide information regarding
incoming or outgoing calls, media, games, phone books, the
current time, etc. In another example, display 802 may pro-
vide an electronic viewfinder, e.g., a cathode ray tube (CRT),
liquid crystal display (LCD), or an organic light-emitting
diode (OLED) based display that a user of device 800 may
look through to view and/or focus on a subject and/or to
replay previously captured material.

Lens assembly 804, tlash 806, and sensors 808 may include
components similar to the components of lens assembly 312,
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flash 318, and sensors 314, and may operate 1n a manner
similar to the manner 1n which lens assembly 312, flash 318,
and sensors 314 operate.

EXAMPLE

The following example illustrates processes mvolved in
multiple framing. The example 1s consistent with the exem-
plary process described above with reference to FIGS. 1, 7TA
and 7B.

Assume that Nilsson, who 1s visiting Lund, Sweden, pow-
ers up device 200 in FIG. 2. In addition, assume that zoom
lens assembly 402 1n device 200 provides a constant amount
of light to various sensors at different foci.

Nilsson mputs 12 for the exposure value, 30% {for the
percentage of magnification, and 3 for the number of shots for
multiple framing. In addition, Nilsson inputs a value for the
multiple framing state, so that the value indicates device 200
1s 1n the mode for taking multiple framing shots.

When Nilsson sees a hotel in Lund, Nilsson decides to take
pictures and sets the zoom of device 200 at 2x. Device 200
obtains luminance sensor outputs and focus sensor outputs. In
addition, based on Nilsson’s iputs, the sensor outputs and
the zoom value, device 200 obtains the correct focus of the
hotel image and set 1ts shutter speed to V125, In this example,
device 200 does not change 1ris/diaphragm opening size.

When Nilsson clicks on a button on device 200 to take a
multiple framing shot, device 200 determines that a trigger
for taking a shot 1s activated. Because device 200 is 1n the
multiple framing state, device 200 frames images of the view.

During the multiple framing shot, device 200 compares the
total number of 1images, which have been captured after the
trigger has been activated, with the number 3. At this point,
the total number of 1mages that have been captured 1s zero.
Finding that additional images may be captured, device 200
obtains a zoom value relative to 2x, which has been set earlier.

In this example, device 200 determines 1ts zoom based on
the mputted percentage of magnification. Because Nilsson
has inputted 30% magnification, and because the first image
of the multiple framing shot 1s being captured, the device sets
the zoom at the smallest value at which 30% magnification
may be sequentially applied. The zoom value 1s set at 77% of
the 2x value set by Nilsson (1.e., 1/1.3=0.769, or 77%).
Device 200 also may obtain sensor outputs, determine its
focus, adjust 1ts shutter speed, and capture the first image of
the multiple framing shot. The captured image of the hotel 1s
illustrated in FIG. 1A.

During the multiple framing shot, as long as the total num-
ber of captured 1images 1s less than 3, device 200 continues to
obtain a new zoom value, obtain sensor outputs, determine 1ts
focus and the shutter speed, and capture an 1image. Each time
device 200 captures an 1mage, device 200 increases its zoom
by 30%.

When device 200 finishes capturing 3 images, the multiple
framing shot terminates. Nilsson may decide, after viewing
the images shown in FIGS. 1A-1C, that the third image 1s his
tavorite and to discard the images 1n FIGS. 1A and 1B.

CONCLUSION

The foregoing description of embodiments provides illus-
tration, but 1s not intended to be exhaustive or to limit the
embodiments to the precise form disclosed. Modifications
and vanations are possible 1n light of the above teachings or
may be acquired from practice of the teachings.

For example, while series of blocks have been described
with regard to processes 1llustrated in FIGS. 7A and 7B, the
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order of the blocks may be modified 1n other implementa-
tions. For example, block 704, 706, and 708 may be per-
tformed before as well as after block 702 and/or blocks 704-
708 may be repeatedly performed, as a user sees different
subjects through a viewfinder. In addition, non-dependent
blocks, such as blocks 706, 710, and 720, may represent acts
that can be performed 1n parallel to other blocks.

It will be apparent that aspects described herein may be
implemented in many different forms of soitware, firmware,
and hardware in the implementations 1llustrated 1n the figures.
The actual software code or specialized control hardware
used to implement aspects should not be construed as limit-
ing. Thus, the operation and behavior of the aspects were
described without reference to the specific software code—it
being understood that software and control hardware can be
designed to implement the aspects based on the description
herein.

No element, act, or instruction used 1n the present applica-
tion should be construed as critical or essential to the mven-
tion unless explicitly described as such. Also, as used herein,
the article “a’ 1s intended to include one or more items. Where
only one 1tem 1s intended, the term “one” or similar language
1s used. Further, the phrase “based on” 1s intended to mean
“based, at least in part, on” unless explicitly stated otherwise.

It should be emphasized that the term “comprises/compris-
ing”” when used in this specification 1s taken to specily the
presence of stated features, itegers, steps or components but
does not preclude the presence or addition of one or more
other features, integers, steps, components, or groups thereof.

Further, certain portions of the invention have been
described as “logic” that performs one or more functions.
This logic may include hardware, such as a processor, an
application specific itegrated circuit, or a field program-

mable gate array, soltware, or a combination of hardware and
soltware.

What 1s claimed 1s:

1. A method of framing a subject with an 1maging device,
comprising;

determining a number of 1mages, of the subject, that will

automatically be captured 1n response to a user input;
selecting an mitial zoom value 1n response to the user in
input;

determiming a plurality of zoom values, where each of the

plurality of zoom values 1s associated with a correspond-
ing one of the number of 1mages and where each of the
plurality of zoom values 1s based upon the mitial zoom
value;

automatically framing each of the number of 1images of the

subject to the corresponding zoom value, 1n response to
the user input; and

automatically capturing each of the number of images at

the corresponding zoom value.

2. The method of claim 1, where determining a plurality of
zoom values includes:

acquiring the imitial zoom value; and

changing the initial zoom value, for each of the plurality of

zoom values, by a percentage of the mitial zoom value
and 1n response to another user imput.

3. The method of claim 2, where the user in input to change
the initial zoom value includes anumerical value representing
a percent change of the 1mitial zoom value.

4. The method of claim 1, where the automatically framing
turther includes obtaining an output from a luminance sensor
or a focus sensor.

5. The method of claim 4, where the automatically framing,
further includes determining a shutter speed or an aperture
s1ze based on each of the plurality of zoom values.
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6. The method of claim 4, where the automatically framing
turther includes determining a shutter speed, a white balance,
or an aperture size based on the luminance sensor output.

7. The method of claim 4, where the automatically framing,
turther includes focusing the image based on the focus sensor
output.

8. The method of claim 1, where the automatically framing,
turther includes transierring each captured image from a light
sensor to a memory.

9. The method of claim 1, where the determining a number
of 1images, of the subject, that will automatically be captured
includes exposing a light sensor to light from the subject for
a predetermined duration of time.

10. A device for framing a subject, comprising;:

a zoom lens assembly;

a trigger to cause the device to select an 1nitial zoom value
of the zoom lens assembly and capture a number of
images of the subject;

a user iterface to accept user 1n mput, the user 1 input
including a plurality of zoom values for the zoom lens
assembly, where each of the plurality of zoom values 1s
associated with a corresponding one of the number of
images and where each of the plurality of zoom values 1s
based upon the 1nitial zoom value;

a database to store the user in mput; and

a processor to:
access the database to retrieve the user 1n 1nput,
cause the zoom lens assembly to automatically frame

cach of the number of 1images, of the subject, to the
corresponding zoom value, in response to the user 1n
input, and

cause the device to automatically capture each of the num-
ber of 1mages at the corresponding zoom value.

11. The device of claim 10, further comprising:

a luminance sensor to provide information related to
brightness of the subject.

12. The device of claim 10, further comprising:

film to 1mage the subject.

13. The device of claim 10, further comprising:

a light sensor to 1mage the subject.

14. The device of claim 13, where the zoom lens assembly
includes:

12

a shutter assembly to expose the light sensor for a prede-
termined amount of time.

15. The device of claim 10, where the user interface accepts

a user iput that specifies a magnification for each of the

5 number of images.
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16. A device for framing a subject, comprising:

means for storing images;

means for optically zooming an 1image;

means for triggering the device to select an 1nitial zoom
value of the means for optically zooming an 1image and
for triggering the device to capture a number of 1mages
of the subject;

means for accepting a plurality of zoom values for the
means for optically zooming an image, where each of
the plurality of zoom values 1s associated with a corre-
sponding one of the number of images and where each of
the plurality of zoom values 1s based upon the itial
zoom value;

means for storing the plurality of zoom values;

means for retrieving the plurality of zoom values;

means for causing the means for optically zooming an
image to automatically frame each of the number of
images, of the subject, to the corresponding zoom value,
in response to the user iput; and

means for causing the device to automatically capture each
of the number of 1mages at the corresponding zoom
value.

17. The device as 1n claim 16, further comprising:

means for providing luminance information, while balance
information, or focus information.

18. The device as 1n claim 16, wherein the means for

causing the device to automatically capture each of the num-
ber of 1images at the corresponding zoom value 1includes:

means for exposing a sensor to a predetermined amount of
light, and

means for transierring each of the captured images to the
means for storing 1images.

19. The device as 1n claim 16, further comprising:

means for adjusting shutter speed when a subject changes.
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