12 United States Patent

Gao et al.

US007660712B2

US 7,660,712 B2
*Feb. 9, 2010

(10) Patent No.:
45) Date of Patent:

(54)

(75)

(73)

(%)

(21)
(22)

(65)

(63)

(1)

(52)
(58)

(56)

SPEECH GAIN QUANTIZATION STRATEGY

Inventors: Yang Gao, Mission Viejo, CA (US);
Adil Benyvassine, Irvine, CA (US)

Assignee: Mindspeed Technologies, Inc., Newport
Beach, CA (US)

Notice: Subject to any disclaimer, the term of this
patent 1s extended or adjusted under 35
U.S.C. 154(b) by 0 days.
This patent 1s subject to a terminal dis-
claimer.

Appl. No.: 11/827,916

Filed: Jul. 12, 2007

Prior Publication Data
US 2007/0255559 Al Nov. 1, 2007

Related U.S. Application Data

Continuation of application No. 10/888,420, filed on

Jul. 10, 2004, now Pat. No. 7,260,522, which 1s a

continuation of application No. 09/574,396, filed on

May 19, 2000, now Pat. No. 6,782,360.

Int. CI.
GI10L 19/00 (2006.01)
US.CL 704/219; 704/223; 704/229

Field of Classification Search

See application file for complete search history.

References Cited

U.S. PATENT DOCUMENTS

5,293,449 A 3/1994 Tzeng

(Continued)

23b
UKQUANTIZED

704/219,
704/223, 229, 230

FIFCH GAg 980

264
FITCH TRACK

| /

n-D QPEN
WGP ¥

{3 8. i

148
Aql2)

FOREIGN PATENT DOCUMENTS

CA 2239294 11/1999

(Continued)
OTHER PUBLICATIONS

Gerson, . And Jasiuk M., “Vector Sum Excited Linear Prediction
(VSELP) Speech Coding At 8 KBPS”, IEEE 1990, pp. 461-464.

(Continued)

Primary Examiner—Michael N Opsasnick
(74) Attorney, Agent, or Firm—Farjami1 & Farjami LLP

(57) ABSTRACT

A speech encoder that analyzes and classifies each frame of
speech as being periodic-like speech or non-periodic like
speech where the speech encoder performs a different gain
quantization process depending if the speech 1s periodic or
not. If the speech 1s periodic, the improved speech encoder
obtains the pitch gains from the unquantized weighted speech
signal and performs a pre-vector quantization of the adaptive
codebook gain G, for each subirame of the frame belore
subirame processing begins and a closed-loop delayed deci-
s10n vector quantization of the fixed codebook gain G-. If the
frame of speech 1s non-periodic, the speech encoder may use
any known method of gain quantization. The result of quan-
tizing gains ol periodic speech 1n this manner results 1 a
reduction of the number of bits required to represent the
quantized gain information and for periodic speech, the abil-
ity to use the quantized pitch gain for the current subirame to
search the fixed codebook for the fixed codebook excitation
vector for the current subirame. Alternatively, the new gain
quantization process which was used only for periodic signals
may be extended to non-periodic signals as well. This second
strategy results 1n a slightly higher bit rate than that for peri-
odic signals that use the new gain quantization strategy, but is
still lower than the prior art’s bit rate. Yet another alternative
1s to use the new gain quantization process for all speech
signals without distinguishing between periodic and non-
periodic signals.

14 Claims, 8 Drawing Sheets
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SPEECH GAIN QUANTIZATION STRATEGY

The present application 1s a Continuation of U.S. applica-
tion Ser. No. 10/888,420, filed Jul. 10, 2004, now U.S. Pat.
No. 7,260,522 which 1s a Continuation of U.S. application
Ser. No. 09/574,396, filed May 19, 2000, now U.S. Pat. No.
6,782,360.

INCORPORATION BY REFERENC

L1

The following U.S. patent applications are hereby incor-
porated by reference in their entireties and made part of the
present application:

U.S. patent application Ser. No. 09/156,650, titled “Speech

Encoder Using Gain Normalization That Combines Open
And Closed Loop Gains,” Conexant Docket No. 98RSS399,

filed Sep. 18, 1998; and

Provisional U.S. Patent Application Ser. No. 60/155,321
titled “4 Kkbits/s Speech Coding,” Conexant Docket No.
O9RSS485, filed Sep. 22, 1999.

BACKGROUND OF THE

INVENTION

The field of the present invention relates generally to the
coding of speech 1in voice communication systems and, more
particularly to an improved code-excited linear prediction
coding system and method of coding the gain quantization
parameters of a speech signal with fewer bits.

To model basic speech sounds, speech signals are sampled
over time and stored in frames as a discrete waveiform to be
digitally processed. However, 1n order to increase the efficient
use of the communication bandwidth for speech, speech 1s
coded before being transmitted especially when speech 1s
intended to be transmitted under limited bandwidth con-
straints. Numerous algorithms have been proposed for the
various aspects of speech coding. In coding speech, the
speech coding algorithm tries to represent characteristics of
the speech signal 1n a manner which requires less bandwidth.
For example, the speech coding algorithm seeks to remove
redundancies in the speech signal. A first step 1s to remove
short-term correlations. One type of signal coding technique
1s linear predictive coding (LPC). In using a LPC approach,
the speech signal value at any particular time 1s modeled as a
linear function of previous values. By using a LPC approach,
short-term correlations can be reduced and eflicient speech
signal representations can be determined by estimating and
applying certain prediction parameters to represent the sig-
nal. After the removal of short-term correlations 1n a speech
signal, a LPC residual signal remains. This residual signal
contains periodicity information that needs to be modeled.
The second step 1n removing redundancies 1n speech 1s to
model the periodicity information. Periodicity information
may be modeled by using pitch prediction. Certain portions of
speech have periodicity while other portions do not. For
example, the sound “aah™ has periodicity information while
the sound ““shhh” has no periodicity information.

In applving the LPC technique, a conventional source
encoder operates on speech signals to extract modeling and
parameter mformation to be coded for communication to a
conventional source decoder via a communication channel.
One way to code modeling and parameter information 1nto a
smaller amount of information 1s to use quantization. Quan-
tization of a parameter involves selecting the closest entry in
a table or codebook to represent the parameter. Thus, for
example, a parameter of 0.125 may be represented by 0.1 1f
the codebook contains 0, 0.1, 0.2, 0.3, etc. Quantization
includes scalar quantization and vector quantization. In scalar
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2

quantization, one selects the entry in the table or codebook
that 1s the closest approximation to the parameter, as
described above. By contrast, vector quantization combines
two or more parameters and selects the entry in the table or
codebook which 1s closest to the combined parameters. For
example, vector quantization may select the entry 1n the code-
book that 1s the closest to the difference between the param-
eters. A codebook used to vector quantize two parameters at
once 1s often referred to as a two-dimensional codebook. A
n-dimensional codebook quantizes n parameters at once.

In CELP (Code Excited Linear Prediction) speech coding,
there are two types of gain. The first type of gain 1s the pitch
gain G, also known as the adaptive codebook gain. The
adaptive codebook gain 1s sometimes referred to, including
herein, with the subscript “a” instead of the subscript “p”. The
second type of gain 1s the fixed codebook gain G .. Speech
coding algorithms have quantized parameters including the
adaptive codebook gain and the fixed codebook gain. Once
coded, the parameters representing the input speech signal are
transmitted to a transceiver.

At the transceiver, a decoder receives the coded informa-
tion. Because the decoder 1s configured to know the manner in
which speech signals are encoded, the decoder decodes the
coded mformation to reconstruct a signal for playback that
sounds to the human ear like the original speech.

Therefore, transmitting the coded modeling and parameter
information to the decoder requires a certain amount of valu-
able communication channel bandwidth. In order to increase
the efficient use of the bandwidth, improvements to the man-
ner in which modeling and parameter information 1s coded
are needed. Coding algorithms need to reduce the amount of
information 1n bits that must be transmitted over the commu-
nication channel. However, there 1s a countervailing need for
a coding algorithm that not only reduces the amount of infor-
mation 1n bits that must be communicated over the channel,
but also maintains a high quality level of the reproduced
speech.

SUMMARY OF THE INVENTION

Various separate aspects of the present mvention can be
found 1n a speech encoding system and method that uses an
analysis-by-synthesis coding approach on a speech signal.
The speech encoding system has an encoder processor and a
plurality of codebooks that generate excitation vectors. The
speech encoder analyzes and classifies each frame of speech
into periodic-like speech or non-periodic like speech. For
simplicity throughout this application and claims, periodic-
like signals and periodic signals are referred to as “periodic”
signals while non-periodic speech 1s referred to as “non-
periodic” or “not periodic” signals.

There are at least three main alternative embodiments as
described below. A first embodiment uses a new gain quanti-
zation strategy for periodic speech and uses a known gain
quantization approach for non-periodic speech. The second
embodiment uses the new gain quantization strategy for both
periodic speech and non-periodic speech where the bit rate
(number of bits per second) for non-periodic speech 1s greater
than that for periodic speech, but less than the bit rate result-
ing from known gain quantization approaches. The third
embodiment uses the new gain quantization strategy for all
speech which results 1n a bit rate equivalent to that for non-
periodic speech 1n the second embodiment.

The first embodiment 1s described first below, followed by
the second and third embodiments. IT the speech 1s periodic,
the pitch gains are derived from the original unquantized
weilghted speech signal before closed loop subirame process-
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ing begins. This 1s different from the traditional way where
the pitch gains are dernived from the closed loop subiframe
processing. A “closed loop™ process finds the vector 1n a
codebook that generates synthesized speech that 1s closest
perceptually to the original mput speech. By contrast, an
“open loop” process finds the vector 1n a codebook that 1s
closest to the gain vector (or a transformed gain vector such as
the log of the gain vector). In an open loop process, the
closeness of two vectors does not depend on how perceptually
close the synthesized speech is to the original speech. The
speech encoder performs a different gain quantization pro-
cess depending if the speech 1s periodic or not. It the speech
1s periodic, the improved speech encoder performs the fol-
lowing two gain quantizations: (1) perform a pre-vector quan-
tization of the adaptive codebook gain G, for each subiframe
of the frame which 1s based on the orniginal unquantized
weighted speech; this quantization occurs before the closed
loop subirame processing begins; and (2) perform a closed-
loop delayed decision vector quantization of the fixed code-
book gain G at the end of the subirame processing.

A irst, separate aspect of the present invention 1s a speech
encoder that classifies speech into periodic-like and non-
periodic like speech and processes gain quantization of peri-
odic-like speech differently than that of non-periodic like
speech.

A second, separate aspect of the present imvention 1s a
speech encoder that performs for each frame of periodic
speech a pre-vector quantization of the G, for each subframe
of the frame and performs a closed-loop delayed decision
vector quantization of the G.

A third, separate aspect of the present invention 1s a speech
encoder that performs a closed loop delayed decision vector
quantization of the G for periodic speech.

A Tourth, separate aspect of the present mvention 1s a
speech encoder that reduces the number of bits required to
vector quantize gain information 1n periodic speech.

A fifth, separate aspect of the present invention 1s a speech
encoder that performs frame-based processing on a speech
signal and then mode-dependent subirame processing.

A sixth, separate aspect of the present invention 1s a speech
encoder that obtains the quantized pitch gain for the current
subirame from the pre-vector quantization process preceding
the closed loop subframe processing so that the quantized
pitch gain for the current subirame can be used to search the
fixed codebook for a fixed codebook excitation vector for the
current subirame.

A seventh, separate aspect of the present mvention 1s a
speech encoder that derives pitch gains from the original
unquantized weighted speech signal betfore closed loop sub-
frame processing begins, 1 the speech 1s periodic.

An eighth, separate aspect of the present invention 1s a
speech encoder that uses the new gain quantization process
tor periodic signals only and a conventional gain quantization
process for non-periodic signals.

A ninth, separate aspect of the present invention 1s a speech
encoder that distinguishes between periodic and non-periodic
signals and uses the new gain quantization process for peri-
odic signals and non-periodic signals where more gain quan-
tization bits are allocated to non-periodic signals than to
periodic signals.

A tenth, separate aspect of the present invention 1s a speech
encoder that does not distinguish between periodic and non-
periodic signals and uses the new gain quantization process
tfor all signals.

An eleventh, separate aspect of the present invention 1s any
of the above separate aspects as adapted for a speech encoder
that distinguishes between periodic and non-periodic signals
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4

and uses the new gain quantization process for periodic sig-
nals and non-periodic signals where more gain quantization
bits are allocated to non-periodic signals than to periodic
signals.

A twellth, separate aspect of the present invention 1s any of
the above separate aspects as adapted for a speech encoder
that does not distinguish between periodic and non-periodic
signals and uses the new gain quantization process for all
signals.

Further separate aspects of the present mnvention can also
be found 1n a method used to code the gain quantization
parameters of a speech signal with fewer bits.

A thirteenth, separate aspect of the present invention 1s a
method of quantizing gain information in a speech signal that
classifies the speech signal into periodic-like and non-peri-
odic like speech and processes gain quantization of periodic-
like speech differently than that of non-periodic like speech.

A Tourteenth, separate aspect of the present invention 1s a
method of quantizing gain information 1n a speech signal that
performs for each frame of periodic speech a pre-vector quan-
tization of the G, for each subframe of the frame and per-
forms a closed-loop delayed decision vector quantization of
the G ..

A fifteenth, separate aspect of the present mnvention 1s a
method of quantizing gain information 1n a speech signal that
performs a closed loop delayed decision vector quantization
of the G for periodic speech after the subirame processing.

A sixteenth, separate aspect of the present invention 1s a
method of quantizing gain information in a speech signal that
reduces the number of bits required to vector quantize gain
information in periodic speech.

A seventeenth, separate aspect of the present invention 1s a
method of quantizing gain information 1n a speech signal that
performs frame-based processing on a speech signal and then
mode-dependent subirame processing.

An eighteenth, separate aspect of the present invention is a
method of quantizing gain information 1n a speech signal that
obtains the quantized pitch gain for the current subirame from
the pre-vector quantization process preceding the closed loop
subirame processing so that the quantized pitch gain for the
current subirame can be used to search the fixed codebook for
a fixed codebook excitation vector for the current subframe.

A nineteenth, separate aspect of the present invention 1s a
method of quantizing gain information in a speech signal that
derives pitch gains from the original unquantized weighted
speech signal before closed loop subirame processing begins,
if the speech 1s periodic.

A twentieth, separate aspect of the present invention 1s a
method of quantizing gain information 1n a speech signal that
distinguishes between periodic and non-periodic signals and
uses the new gain quantization process for periodic signals
and non-periodic signals where more gain quantization bits
are allocated to non-periodic signals than to periodic signals.

A twenty-first, separate aspect of the present invention 1s a
method of quantizing gain information in a speech signal that
does not distinguish between periodic and non-periodic sig-
nals and uses the new gain quantization process for all sig-
nals;

A twenty-second, separate aspect of the present invention
1s any of the above separate aspects as adapted for a method of
quantizing gain information 1 a speech signal that distin-
guishes between periodic and non-periodic signals and uses
the new gain quantization process for periodic signals and
non-periodic signals where more gain quantization bits are
allocated to non-periodic signals than to periodic signals.

A twenty-third, separate aspect of the present invention 1s
any of the above separate aspects as adapted for a method of
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quantizing gain information in a speech signal that does not
distinguish between periodic and non-periodic signals and
uses the new gain quantization process for all signals.

A twenty-fourth, separate aspect of the present invention 1s
any of the above separate aspects, either individually or 1n
some combination.

Other aspects, advantages and novel features of the present
invention will become apparent from the following Detailed
Description Of A Preferred Embodiment, when considered in
conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a functional block diagram of a speech commu-
nication system having a source encoder and source decoder.

FIG. 2 1s a more detailed functional block diagram of the
speech communication system of FIG. 1.

FIG. 3 1s a functional block diagram of an exemplary first
stage, a speech pre-processor, of the source encoder used by
one embodiment of the speech communication system of
FIG. 1.

FIG. 4 1s a functional block diagram illustrating an exem-
plary second stage of the source encoder used by one embodi-
ment of the speech communication system of FIG. 1.

FIG. 5 1s a functional block diagram illustrating an exem-
plary third stage of the source encoder used by one embodi-
ment of the speech communication system of FIG. 1.

FIG. 6 1s a functional block diagram illustrating an exem-
plary fourth stage of the source encoder used by one embodi-
ment of the speech communication system of FIG. 1 for
processing non-periodic speech (mode 0).

FI1G. 7 1s a functional block diagram illustrating an exem-
plary fourth stage of the source encoder used by one embodi-
ment of the speech communication system of FIG. 1 for
processing periodic speech (mode 1).

FIG. 8 1s a block diagram illustrating a frame and sub-
frames.

FIG. 9 1s an example of a two dimensional codebook for
quantizing adaptive codebook gains and fixed codebook
gains.

FIG. 10 1s a table illustrating the allocation of parameters
by bits of one example embodiment of the speech coding
algorithm built 1n accordance with the present invention.

FIG. 11 1s a block diagram of one embodiment of a speech
decoder for processing coded information from a speech
encoder built 1n accordance with the present invention.

FIGS. 12a-12¢ are schematic diagrams of three alternative
embodiments of a speech encoder built in accordance with the
present invention.

DETAILED DESCRIPTION OF A PREFERRED
EMBODIMENT

First a general description of the overall speech coding and
decoding algorithm 1s described, and then a detailed descrip-
tion of an embodiment of the present invention 1s provided.

FIG. 1 1s a schematic block diagram of a speech commu-
nication system illustrating the general use of a speech
encoder and decoder in a communication system. A speech
communication system 100 transmits and reproduces speech
across a communication channel 103. Although 1t may com-
prise for example a wire, fiber, or optical link, the communi-
cation channel 103 typically comprises, atleast in part, aradio
frequency link that often must support multiple, simultaneous
speech exchanges requiring shared bandwidth resources such
as may be found with cellular telephones.
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A storage device may be coupled to the communication
channel 103 to temporarily store speech information for
delayed reproduction or playback, e.g., to perform answering
machine functions, voiced email, etc. Likewise, the commu-
nication channel 103 might be replaced by such a storage
device 1n a single device embodiment of the communication
system 100 that, for example, merely records and stores
speech for subsequent playback.

In particular, a microphone 111 produces a speech signal in
real time. The microphone 111 delivers the speech signal to
an A/D (analog to digital) converter 115. The A/D converter
115 converts the analog speech signal into a digital form and
then delivers the digitized speech signal to a speech encoder
117.

The speech encoder 117 encodes the digitized speech by
using a selected one of a plurality of encoding modes. Each of
the plurality of encoding modes uses particular techniques
that attempt to optimize the quality of the resultant repro-
duced speech. While operating in any of the plurality of
modes, the speech encoder 117 produces a series of modeling
and parameter mnformation (e.g., “speech parameters™) and
delivers the speech parameters to an optional channel encoder
119.

The optional channel encoder 119 coordinates with a chan-
nel decoder 131 to deliver the speech parameters across the
communication channel 103. The channel decoder 131 for-
wards the speech parameters to a speech decoder 133. While
operating 1n a mode that corresponds to that of the speech
encoder 117, the speech decoder 133 attempts to recreate the
original speech from the speech parameters as accurately as
possible. The speech decoder 133 delivers the reproduced
speech to a D/A (digital to analog) converter 135 so that the
reproduced speech may be heard through a speaker 137.

FIG. 2 1s a functional block diagram illustrating an exem-
plary communication device of FIG. 1. A communication
device 151 comprises both a speech encoder and decoder for
simultaneous capture and reproduction of speech. Typically
within a single housing, the communication device 1351
might, for example, comprise a cellular telephone, portable
telephone, computing system, or some other communication
device. Alternatively, if a memory element 1s provided for
storing encoded speech information, the communication
device 151 might comprise an answering machine, a recorder,
voice mail system, or other communication memory device.

A microphone 155 and an A/D converter 157 deliver a
digital voice signal to an encoding system 159. The encoding
system 159 performs speech encoding and delivers resultant
speech parameter information to the communication channel.
The delivered speech parameter information may be destined
for another communication device (not shown) at a remote
location.

As speech parameter information 1s recerved, a decoding
system 163 performs speech decoding. The decoding system
delivers speech parameter information to a D/ A converter 167
where the analog speech output may be played on a speaker
169. The end result 1s the reproduction of sounds as similar as
possible to the originally captured speech.

The encoding system 159 comprises both a speech pro-
cessing circuit 185 that performs speech encoding and an
optional channel processing circuit 187 that performs the
optional channel encoding. Similarly, the decoding system
165 comprises a speech processing circuit 189 that performs
speech decoding and an optional channel processing circuit
191 that performs channel decoding.

Although the speech processing circuit 185 and the
optional channel processing circuit 187 are separately 1llus-
trated, they may be combined 1n part or 1n total into a single
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unit. For example, the speech processing circuit 185 and the
channel processing circuitry 187 may share a single DSP
(digital signal processor) and/or other processing circuitry.
Similarly, the speech processing circuit 189 and optional the
channel processing circuit 191 may be entirely separate or
combined in part or in whole. Moreover, combinations 1n
whole or 1n part may be applied to the speech processing
circuits 185 and 189, the channel processing circuits 187 and
191, the processing circuits 185, 187, 189 and 191, or other-
wise as appropriate.

The encoding system 139 and the decoding system 165
both use a memory 161. The speech processing circuit 185
uses a fixed codebook 181 and an adaptive codebook 183 of a
speech memory 177 during the source encoding process.
Similarly, the speech processing circuit 189 uses the fixed
codebook 181 and the adaptive codebook 183 during the
source decoding process.

Although the speech memory 177 as illustrated 1s shared
by the speech processing circuits 185 and 189, one or more
separate speech memories can be assigned to each of the
processing circuits 1835 and 189. The memory 161 also con-
tains software used by the processing circuits 185, 187, 189
and 191 to perform various functions required in the source
encoding and decoding processes.

Before discussing the details of an embodiment of the
improvement in speech coding, an overview of the overall
speech encoding algorithm 1s provided at this point. The
improved speech encoding algorithm referred to 1n this speci-
fication may be, for example, the eX-CELP (extended CELP)
algorithm which 1s based on the CELP model. The details of
the eX-CELP algorithm 1s discussed 1 a U.S. patent appli-
cation assigned to the same assignee, Conexant Systems, Inc.,
and previously incorporated herein by reference: Provisional

U.S. Patent Application Ser. No. 60/155,321 titled *“4 kbits/s
Speech Coding,” Conexant Docket No. 99RSS485, filed Sep.
22, 1999.

In order to achieve toll quality at a low bit rate (such as 4
kilobits per second), the improved speech encoding algorithm
departs somewhat from the strict wavelorm-matching crite-
rion of traditional CELP algorithms and strives to capture the
perceptually important features of the input signal. To do so,
the improved speech encoding algorithm analyzes the input
signal according to certain features such as degree of noise-
like content, degree of spiky-like content, degree of voiced
content, degree of unvoiced content, evolution of magnitude
spectrum, evolution of energy contour, evolution of period-
icity, etc., and uses this information to control weighting
during the encoding and quantization process. The philoso-
phy 1s to accurately represent the perceptually important fea-
tures and allow relatively larger errors 1n less important fea-
tures. As a result, the improved speech encoding algorithm
focuses on perceptual matching mstead of wavetform match-
ing. The focus on perceptual matching results 1n satisfactory
speech reproduction because of the assumption that at 4 kbits
per second, wavetorm matching 1s not suificiently accurate to
capture faithtully all information 1n the mput signal. Conse-
quently, the improved speech encoder performs some priori-
tizing to achieve improved results.

In one particular embodiment, the mmproved speech
encoder uses a frame size of 20 milliseconds, or 160 samples
per second, each frame being divided into either two or three
subirames. The number of subirames depends on the mode of
subirame processing. In this particular embodiment, one of
two modes may be selected for each frame of speech: Mode 0
and Mode 1. Importantly, the manner 1n which subirames are
processed depends on the mode. In this particular embodi-
ment, Mode 0 uses two subirames per frame where each
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subiframe size 1s 10 milliseconds in duration, or contains 80
samples. Likewise, in this example embodiment, Mode 1 uses
three subirames per frame where the first and second sub-
frames are 6.625 milliseconds 1n duration, or contains 53
samples, and the third subirame 1s 6.75 milliseconds 1n dura-
tion, or contains 54 samples. In both Modes, a look-ahead of
15 milliseconds may be used. For both Modes 0 and 1, a tenth
order Linear Prediction (LP) model may be used to represent
the spectral envelope of the signal. The LP model may be
coded 1n the Line Spectrum Frequency (LSF) domain using a
delayed-decision, switched multi-stage predictive vector
quantization scheme.

Mode 0 operates a traditional speech encoding algorithm
such as a CELP algorithm. However, Mode 0 1s not used for
all frames of speech. Instead, Mode 0 1s selected to handle
frames of all speech other than *“periodic-like” speech, as
discussed 1n greater detail below. For convenience, “periodic-
like” speech 1s referred to here as periodic speech, and all
other speech 1s “non-periodic” speech. Such “non-periodic”
speech include transition frames where the typical parameters
such as pitch correlation and pitch lag change rapidly and
frames whose signal 1s dominantly noise-like. Mode 0 breaks
cach frame into two subirames. Mode 0 codes the pitch lag
once per subiframe and has a two-dimensional vector quan-
tizer to jointly code the pitch gain (i.e., adaptive codebook
gain) and the fixed codebook gain once per subirame. In this
example embodiment, the fixed codebook contains two pulse
sub-codebooks and one Gaussian sub-codebook:; the two
pulse sub-codebooks have two and three pulses, respectively.

Mode 1 deviates from the traditional CELP algorithm.
Mode 1 handles frames containing periodic speech which
typically have high periodicity and are often well represented
by a smooth pitch tract. In this particular embodiment, Mode
1 uses three subirames per frame. The pitch lag 1s coded once
per frame prior to the subirame processing as part of the pitch
pre-processing and the imnterpolated pitch tract 1s dertved from
this lag. The three pitch gains of the subframes exhibit very
stable behavior and are jointly quantized using pre-vector
quantization based on a mean-squared error criterion prior to
the closed loop subirame processing. The three reference
pitch gains which are unquantized are derived from the
weighted speech and are a byproduct of the frame-based pitch
pre-processing. Using the pre-quantized pitch gains, the tra-
ditional CELP subirame processing 1s performed, except that
the three fixed codebook gains are left unquantized. The three
fixed codebook gains are jointly quantized after subirame
processing which 1s based on a delayed decision approach
using a moving average prediction of the energy. The three
subirames are subsequently synthesized with fully quantized
parameters.

The manner in which the mode of processing is selected for
cach frame of speech based on the classification of the speech
contained 1n the frame and the mnovative way in which peri-
odic speech 1s processed allows for gain quantization with
significantly fewer bits without any significant sacrifice in the
perceptual quality of the speech. Details of this manner of
processing speech are provided below.

FIGS. 3-7 are functional block diagrams illustrating a
multi-stage encoding approach used by one embodiment of
the speech encoder illustrated 1n FIGS. 1 and 2. In particular,
FIG. 3 1s a functional block diagram illustrating a speech
pre-processor 193 that comprises the first stage of the multi-
stage encoding approach; FIG. 4 1s a functional block dia-
gram 1llustrating the second stage; FIGS. 5 and 6 are func-
tional block diagrams depicting Mode 0 of the third stage; and
FIG. 7 1s a functional block diagram depicting Mode 1 of the
third stage. The speech encoder, which comprises encoder
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processing circuitry, typically operates under software
instruction to carry out the following functions.

Input speech 1s read and buifered into frames. Turning to
the speech pre-processor 193 of FIG. 3, a frame of input
speech 192 1s provided to a silence enhancer 195 that deter-
mines whether the frame of speech 1s pure silence, 1.e., only
“silence noise” 1s present. The speech enhancer 195 adap-
tively detects on a frame basis whether the current frame 1s
purely “silence noise.” If the signal 192 is “silence noise,” the
speech enhancer 1935 ramps the signal to the zero-level of the
signal 192. Otherwise, 11 the signal 192 1s not “silence noise,”
the speech enhancer 195 does not modity the signal 192. The
speech enhancer 195 cleans up the silence portions of the
clean speech for very low level noise and thus enhances the
perceptual quality of the clean speech. The effect of the
speech enhancement function becomes especially noticeable
when the input speech originals from an A-law source; that 1s,
the mput has passed through A-law encoding and decoding
immediately prior to processing by the present speech coding
algorithm. Because A-law amplifies sample values around O
(e.g., -1, 0, +1) to etther —8 or +8, the amplification 1n A-law
could transform an inaudible silence noise mto a clearly
audible noise. After processing by the speech enhancer 195,
the speech signal 1s provided to a high-pass filter 197.

The high-pass filter 197 eliminates frequencies below a
certain cutoll frequency and permits frequencies higher than
the cutoll frequency to pass to a noise attenuator 199. In this
particular embodiment, the high-pass filter 197 1s 1dentical to
the mput high-pass filter of the G.729 speech coding standard
of ITU-T. Namely, 1t 1s a second order pole-zero filter with a
cut-oif frequency of 140 hertz (Hz). Of course, the high-pass
filter 197 need not be such a filter and may be constructed to
be any kind of appropniate filter known to those of ordinary
skill 1n the art.

The noise attenuator 199 performs a noise suppression
algorithm. In this particular embodiment, the noise attenuator
199 performs a weak noise attenuation of a maximum of 5
decibels (dB) of the environmental noise in order to improve
the estimation of the parameters by the speech encoding
algorithm. The specific methods of enhancing silence, build-
ing a high-pass filter 197 and attenuating noise may use any
one of the numerous techniques known to those of ordinary
skill in the art. The output of the speech pre-processor 193 1s
pre-processed speech 200.

Of course, the silence enhancer 195, high-pass filter 197
and noise attenuator 199 may be replaced by any other device
or modified 1n amanner known to those of ordinary skill 1in the
art and appropriate for the particular application.

Turning to FIG. 4, a functional block diagram of the com-
mon frame-based processing of a speech signal 1s provided.
In other words, FI1G. 4 1llustrates the processing of a speech
signal on a frame-by-iframe basis. This frame processing
occurs regardless of the mode (e.g., Modes 0 or 1) before the
mode-dependent processing 250 1s performed. The pre-pro-
cessed speech 200 1s recerved by a perceptual weighting filter
252 that operates to emphasize the valley areas and de-em-
phasize the peak areas of the pre-processed speech signal 200.
The perceptual weighting filter 252 may be replaced by any
other device or modified 1n a manner known to those of
ordinary skill 1n the art and appropnate for the particular
application.

A LPC analyzer 260 receives the pre-processed speech
signal 200 and estimates the short term spectral envelope of
the speech signal 200. The LPC analyzer 260 extracts LPC
coellicients from the characteristics defining the speech sig-
nal 200. In one embodiment, three tenth-order LPC analyses
are performed for each frame. They are centered at the middle
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third, the last third and the lookahead of the frame. The LPC
analysis for the lookahead 1s recycled for the next frame as the
LPC analysis centered at the first third of the frame. Thus, for
cach frame, four sets of LPC parameters are generated. The
LPC analyzer 260 may also perform quantization of the LPC
coellicients 1nto, for example, a line spectral frequency (LSF)
domain. The quantization of the LPC coelficients may be
either scalar or vector quantization and may be performed 1n
any appropriate domain 1n any manner known 1n the art.

A classifier 270 obtains information about the characteris-
tics of the pre-processed speech 200 by looking at, for
example, the absolute maximum of frame, retlection coeili-
cients, prediction error, LSF vector from the LPC analyzer
260, the tenth order autocorrelation, recent pitch lag and
recent pitch gains. These parameters are known to those of
ordinary skill in the art and for that reason, are not further
explained here. The classifier 270 uses the information to
control other aspects of the encoder such as the estimation of
signal-to-noise ratio, pitch estimation, classification, spectral
smoothing, energy smoothing and gain normalization. Again,
these aspects are known to those of ordinary skill in the art and
for that reason, are not further explained here. A brief sum-
mary of the classification algorithm 1s provided next.

The classifier 270, with help from the pitch preprocessor
2354, classifies each frame 1nto one of six classes according to
the dominating feature of the frame. The classes are (1)
Silence/background Noise; (2) Noise/Like Unvoiced Speech;
(3) Unvoiced; (4) Transition (includes onset); (5) Non-Sta-
tionary Voiced; and (6) Stationary Voiced. The classifier 270
may use any approach to classity the mput signal into periodic
signals and non-periodic signals. For example, the classifier
270 may take the pre-processed speech signal, the pitch lag
and correlation of the second half of the frame, and other
information as iput parameters.

Various criteria can be used to determine whether speech 1s
deemed to be periodic. For example, speech may be consid-
ered periodic if the speech 1s a stationary voiced signal. Some
people may consider periodic speech to include stationary
voiced speech and non-stationary voiced speech, but for pur-
poses of this specification, periodic speech includes station-
ary voiced speech. Furthermore, periodic speech may be
smooth and stationary speech. A voice speech 1s considered to
be “stationary” when the speech signal does not change more
than a certain amount within a frame. Such a speech signal 1s
more likely to have a well defined-energy contour. A speech
signal 1s “smooth” 1f the adaptive codebook gain G, of that
speech 1s greater than a threshold value. For example, 11 the
threshold value 1s 0.7, a speech signal 1n a subiframe 1s con-
sidered to be smooth 1f 1ts adaptive codebook gain G, 1s
greater than 0.7. Non-periodic speech, or non-voiced speech,
includes unvoiced speech (e.g., fricatives such as the “shhh”
sound), transitions (e.g., onsets, offsets), background noise
and silence.

More specifically, 1n the example embodiment, the speech
encoder 1nitially dertves the following parameters:

Spectral Tilt (estimation of first reflection coellicient 4 times
per frame):

(1)
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where [.=80 1s the window over which the retlection coelli-
cient is calculated and s,(n) is the k” segment given by

S (1)=s(k-40-20+mn)w;(n), n=0,1, ... 79, (2)
where w,(n) 1s a 80 sample Hamming window and s(0),
(1), ..., s(139) 1s the current frame of the pre-processed

speech signal.

Absolute Maximum (tracking of absolute signal maximum, 8
estimates per frame):

v(ky=max {s(m)lp=nk)n+1, . . . , n(k)-1},
=0.1,....7

(3)
where n (k) and n_(k) 1s the starting point and end point,
respectively, for the search of the k” maximum at time
k-160/8 samples of the frame. In general, the length of the
segment 1s 1.5 times the pitch period and the segments over-
lap. Thus, a smooth contour of the amplitude envelope can be
obtained.

The Spectral Tilt, Absolute Maximum, and Pitch Correla-
tion parameters form the basis for the classification. However,
additional processing and analysis of the parameters are per-
formed prior to the classification decision. The parameter
processing mitially applies weighting to the three parameters.
The weighting 1n some sense removes the background noise
component 1n the parameters by subtracting the contribution
from the background noise. This provides a parameter space
that 1s “independent” from any background noise and thus 1s
more unmiform and improves the robustness of the classifica-
tion to background noise.

Running means of the pitch period energy of the noise, the
spectral tilt of the noise, the absolute maximum of the noise,
and the pitch correlation of the noise are updated eight times
per frame according to the following equations, Equations
4-7. The following parameters defined by Equations 4-7 are
estimated/sampled eight times per {frame, providing a fine
time resolution of the parameter space:

Running mean of the pitch period energy of the noise:

<En plk)>=0 <Epn plh—=1)>+(1-a ) -E (k), (4)

where E; (k) 1s the normalized energy of the pitch period at
time k-160/8 samples of the frame. The segments over which
the energy 1s calculated may overlap since the pitch period
typically exceeds 20 samples (160 samples/8).

Running means of the spectral tilt of the noise:

<Mk =a-<kp(k=1)>+{1-a, )k (k mod 2). (5)

Running mean of the absolute maximum of the noise:

Yli)=a <Xp(k-1)>+(1-0 )% (k). (6)

Running mean of the pitch correlation of the noise:

Ry p(k)>=a <Ry (k=1)>+(1-a,)R,, (7)
where R, 1s the 1nput pitch correlation for the second half of
the frame. The adaptation constant ¢, 1s adaptive, though the

typical value 1s o,,=0.99.

The background noise to signal ratio 1s calculated according
to

< Ey p(k) > ($)

Ep(K)

y(k) = \/

10

15

20

25

30

35

40

45

50

55

60

65

12

The parametric noise attenuation 1s limited to 30 dB, 1.e.,

(k) ={v(k)>0.96820.968:y(k)} (9)
The noise Iree set of parameters (weighted parameters) 1s
obtained by removing the noise component according to the
following Equations 10-12:

Estimation of weighted spectral tilt:

K, (k)=K(k mod 2)~y(k)-<k{k)>. (10)

Estimation of weighted absolute maximum:

Kol K)=( )=y (K) <yl ) > (11)

Estimation of weighted pitch correlation:

R,, J(K)=R,=Y(Kk) <Ry ,(Kk)>. (12)
The evolution of the weighted tilt and the weighted maximum
1s calculated according to the following Equations 13 and 14,
respectively, as the slope of the first order approximation:

(13)

7
DL Oplk =T+ 1) = (k= T))

(k) = —

7

>,

=1
7 (14)
Z -kl =T + 1) = ku(k = 7))

(k) = —

7
>, 12

{=1

Once the parameters of Equations 4 through 14 are updated
for the eight sample points of the frame, the following frame-

based parameters are calculated from the parameters of Equa-
tions 4-14:

Maximum weighted pitch correlation:

R, =max {R,, (k=7+0),1=0,1,. .. 7}

WP

(15)

Average weighted pitch correlation:

[ 7 (16)
RS = gz Ry, 5k =7 +1).
{=0

Running mean of average weighted pitch correlation:

<R,, B (m)>=0y <R, " (m-1)>+(1-0y)R,, "%, (17)

where m 1s the frame number and o.,=0.75 1s the adaptation
constant.

Normalized standard deviation of pitch lag:

(18)

2
Z (Lp(m =2+ 1) = g (m))’
1 (=0

pLp (1) \ 3

oL, (m) =

Wh@l‘i&: L (m) 1s the put pitch lag and MLP(m) 1s the mean of
the pitch lag over the past three frames given by
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| 2 (19)
uy, (m) = 5; (Ly(m =2+ 1).

Mimmum weighted spectral tilt:

K, ™"=min {, (k-7+),]=0,1, ... 7} (20)
Running mean of mimmum weighted spectral tilt:
<K, " (m)>=0y <K, " (m=-1)>+(1-0) K, ™. (21)
Average weighted spectral tilt:
| (22)
K28 = gZ K,k =7 + D).
{=0
Mimmum slope of weighted talt:
5Kk, ™m=min {3k (k-7+]),1=0,1, ... 7. (23)
Accumulated slope of weighted spectral tilt:
7 (24)
= Z A,k — 7 +1D).
{=0
Maximum slope of weighted maximum:
3y, =max {3y, (k=T+),1=0,1, ... 7 (25)
Accumulated slope of weighted maximum:
(26)

7
B 2% = Z vk —7+1D).
=0

The parameters given by Equations 23, 25, and 26 are used
to mark whether a frame 1s likely to contain an onset, and the
parameters given by Equations 16-18, 20-22 are used to mark
whether a frame 1s likely to be dominated by voiced speech.
Based on the mitial marks, past marks and other information,
the frame 1s classified into one of the six classes.

A more detailed description of the manner 1n which the
classifier 270 classifies the pre-processed speech 200 1is
described 1n a U.S. patent application assigned to the same
assignee, Conexant Systems, Inc., and previously incorpo-
rated herein by reference: Provisional U.S. Patent Applica-
tion Ser. No. 60/155,321 titled “4 kbits/s Speech Coding,”
Conexant Docket No. 99RSS485, filed Sep. 22, 1999.

The LSF quantizer 267 receives the LPC coefficients from
the LPC analyzer 260 and quantizes the LPC coellicients. The
purpose of LSF quantization, which may be any known
method of quantization including scalar or vector quantiza-
tion, 1s to represent the coellicients with fewer bits. In this
particular embodiment, LSF quantizer 267 quantizes the
tenth order LPC model. The LSF quantizer 267 may also
smooth out the LSFs 1n order to reduce undesired fluctuations
in the spectral envelope of the LPC synthesis filter. The LSF
quantizer 267 sends the quantized coetficients A _ (z) 268 to
the subframe processing portion 250 of the speech encoder.
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The subirame processing portion of the speech encoder 1s
mode dependent. Though LSF 1s preferred, the quantizer 267

can quantize the LPC coetlicients into a domain other than the
LSF domain.

If pitch pre-processing 1s selected, the weighted speech
signal 256 1s sent to the pitch preprocessor 254. The pitch
preprocessor 254 cooperates with the open loop pitch estima-
tor 272 1n order to modily the weighted speech 256 so that its
pitch information can be more accurately quantized. The
pitch preprocessor 234 may, for example, use known com-
pression or dilation techniques on pitch cycles 1n order to
improve the speech encoder’s ability to quantize the pitch
gains. In other words, the pitch preprocessor 254 modifies the
weighted speech signal 256 1n order to match better the esti-
mated pitch track and thus more accurately fit the coding
model while producing perceptually indistinguishable repro-
duced speech. If the encoder processing circuitry selects a
pitch pre-processing mode, the pitch preprocessor 254 per-
forms pitch pre-processing of the weighted speech signal 256.
The pitch preprocessor 254 warps the weighted speech signal
256 to match interpolated pitch values that will be generated
by the decoder processing circuitry. When pitch pre-process-
ing 1s applied, the warped speech signal 1s referred to as a
modified weighted speech signal 258. If pitch pre-processing
mode 1s not selected, the weighted speech signal 256 passes
through the pitch pre-processor 254 without pitch pre-pro-
cessing (and for convenience, 1s still referred to as the “modi-
fied weighted speech signal” 258). The pitch preprocessor
254 may 1nclude a wavetorm interpolator whose function and
implementation are known to those of ordinary skill 1n the art.
The wavelform interpolator may modity certain irregular tran-
sition segments using known forward-backward waveform
interpolation techniques in order to enhance the regularities
and suppress the irregularities of the speech signal. The pitch
gain and pitch correlation for the weighted signal 256 are
estimated by the pitch preprocessor 254. The open loop pitch
estimator 272 extracts information about the pitch character-
istics from the weighted speech 256. The pitch information
includes pitch lag and pitch gain information.

—

T'he pitch preprocessor 254 also interacts with the classifier
2770 through the open-loop pitch estimator 272 to refine the
classification by the classifier 270 of the speech signal.
Because the pitch preprocessor 254 obtains additional infor-
mation about the speech signal, the additional information
can be used by the classifier 270 in order to fine tune 1ts
classification of the speech signal. After performing pitch
pre-processing, the pitch preprocessor 254 outputs pitch track
information 284 and unquantized pitch gains 286 to the
mode-dependent subiframe processing portion 2350 of the
speech encoder.

Once the classifier 270 classifies the pre-processed speech
200 1nto one of a plurality of possible classes, the classifica-
tion number of the pre-processed speech signal 200 1s sent to
the mode selector 274 and to the mode-dependent subirame
processor 230 as control information 280. The mode selector
274 uses the classification number to select the mode of
operation. In this particular embodiment, the classifier 270
classifies the pre-processed speech signal 200 1nto one of six
possible classes. If the pre-processed speech signal 200 1s
stationary voiced speech (e.g., referred to as “periodic”
speech), the mode selector 274 sets mode 282 to Mode 1.
Otherwise, mode selector 274 sets mode 282 to Mode 0. The
mode signal 282 1s sent to the mode dependent subirame
processing portion 250 of the speech encoder. The mode
information 282 1s added to the bitstream that 1s transmitted to
the decoder.
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The labeling of the speech as “periodic” and “non-peri-
odic” should be mterpreted with some care in this particular
embodiment. For example, the frames encoded using Mode 1
are those maintaining a high pitch correlation and high pitch
gain throughout the frame based on the pitch track 284
derived from only seven bits per frame. Consequently, the
selection of Mode 0 rather than Mode 1 could be due to an
inaccurate representation of the pitch track 284 with only
seven bits and not necessarily due to the absence of period-
icity. Hence, signals encoded using Mode 0 may very well
contain periodicity, though not well represented by only
seven bits per frame for the pitch track. Therefore, the Mode
0 encodes the pitch track with seven bits twice per frame for
a total of fourteen bits per frame 1n order to represent the pitch
track more properly.

Each of the functional blocks on FIGS. 3-4, and the other
FIGs 1n this specification, need not be discrete structures and
may be combined with another one or more functional blocks
as desired.

The mode-dependent subiframe processing portion 250 of
the speech encoder operates 1n two modes of Mode 0 and
Mode 1. FIGS. 5-6 provide functional block diagrams of the
Mode 0 subirame processing while FIG. 7 illustrates the
tfunctional block diagram of the Mode 1 subirame processing
of the third stage of the speech encoder.

Turning to FIG. §, a selected excitation vector 291 from the
adaptive codebook 290 1s sent to a multiplier 294 where 1t 1s
multiplied with the quantized pitch gain G, to produce a gain
scaled adaptive codebook contribution 293. Similarly, a
selected excitation vector 293 from the fixed codebook 292 1s
sent to a multiplier 296 where 1t 1s multiplied with the quan-
tized fixed codebook gain G- to produce a gain scaled fixed
codebook contribution 297. The gain scaled adaptive code-
book contribution 293 and the gain scaled fixed codebook
contribution 297 are added by adder 298 to produce added
signal 299. Added signal 299 1s processed by the synthesis
filter 301 which performs a function that 1s the mverse of a
quantized LPC analysis. The weighting filter 303 likewise
performs a function that 1s the inverse of the perceptual
weighting filter 252. In other words, the synthesis filter 301
and the weighting filter 303 act to re-synthesize a speech
signal 304 from the added signal 299. By using the added
signal 299 which was derived from quantized information,
the synthesis filter 301 and the weighting filter 303 attempt to
create a replica of the speech signal, e.g., resynthesized
speech signal 304. Ideally, the resynthesized speech signal
304 would be exactly the same as the target signal (e.g.,
modified weighted signal 258). However, because of the
elfects of quantization, the resynthesized speech signal 304 1s
not exactly the same as the target modified weighted signal
2358. In order to minimize the error 1n the quantization of the
adaptive codebook gain G, and the fixed codebook gain G-,
the Mode 0 subframe processor of FIG. 5 determines the error
by subtracting the resynthesized speech signal 304 from the
modified weighted signal 258. Essentially, subtractor 309
subtracts the resynthesized speech signal 304 from the modi-
fied weighted signal 258 to generate an energy signal 307.
The minimizer 300 receives the signal 307 which represents
the error in the quantization of the pitch contribution. Based
on the signal 307, the minimizer 300 controls the selection of
excitation vectors from the adaptive codebook 290 and the
fixed codebook 292 so as to reduce the error. The process
repeats until the minimizer 300 has selected the best excita-
tion vectors from the adaptive codebook 290 and the fixed
codebook 292 which minimize the error in the resynthesized
speech signal 304 for each subframe. Of course, the synthesis
filter 301, weighting filter 303 and minimizer 300 may be
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replaced by any other device or modified 1n a manner known
to those of ordinary skill in the art and appropnate for the
particular application.

As shown 1n the box 288 formed by the dotted line 1n FIG.
5, the adaptive and fixed codebook gains are jointly vector
quantized. In this particular example embodiment, the adap-
tive and fixed codebook gains are jointly vector quantized
with seven bits per subiframe 1n accordance with the method
specified 1 G.729. The two-dimensional codebook used to
jomtly quantize the adaptive and fixed codebook gains 1s
searched exhaustively for the entry that minimizes the mean-
squared error between the target speech signal 258 and the
reconstructed speech signal 304, 1.e., mimmizing

79 (27)
E= )" (1n) = (2,v,(m)= h(n) + g.ve(m)= h(m)Y,
n=>_0

where the quantized adaptive and fixed codebook gains are
derived from the seven bit codebook. Rather than have the
codebook contain the adaptive codebook gain and the fixed
codebook gain, the codebook may contain the adaptive code-
book gain and the correction factor for the predicted fixed
codebook gain (which represents the fixed codebook gain).
The prediction of the fixed codebook gain 1s based on a
second order moving average prediction of the fixed code-
book energy. The relation between the correction factory, and
the quantized fixed codebook gain is given by g =y, & _, where
¢ _1s the quantized fixed codebook gain and g _is the predicted
fixed codebook gain. The predicted fixed codebook gain is
given by:

1

g =10 (28)

(Ey _Eﬂ+EJ, where £ = 30 dB is the mean energy,

] (29)

| 79
E. = lOngm[%Z vc(n)Z
n=>0

and

) > (30)
E, = Z b; - (20log) o Vi—i)-
—1

The prediction coetlicients of the moving average prediction
are {b,b,}={0.6,0.3}. The Mode 0 manner of processing
subirames 1s known by those of ordinary skill 1n the art and
may be modified as appropriate and in a manner known in the
art

FIG. 6 1llustrates a more detailed block diagram of the
Mode 0 subirame processor of FIG. 5. Three distinct steps
occur 1n FIG. 6. The first step 1s to select the best excitation
vector V , from the adaptive codebook 290 by an analysis-by-
synthesis approach. The pitch track information 284 from the
pitch preprocessor 254 1s used to select an 1nitial excitation
vector from the adaptive codebook 290. The multiplier 406
multiplies the excitation vector 402 by the quantized adaptive
codebook gain G, from the gain codebook 460 and passes a
multiplied signal 404 to a synthesis filter 408. The synthesis
filter 408 recerves the quantized LPC coeflicients A _ (z) 268
from the LSF quantizer 267 and together with the perceptual
welghting filter 410, creates a resynthesized speech signal
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414. The subtractor 412 subtracts the resynthesized speech
signal 414 from the target modified weighted signal 258 to
generate a signal 416. The minimizer 420 receives the signal
416 which represents the error 1n quantizing the adaptive
codebook gain. The mimmizer 420 controls the selection of
the excitation vector from the adaptive codebook 290 1n order
to reduce the error. The process repeats until the minimizer
420 has selected the best excitation vector from the adaptive
codebook 290 for each subirame which mimimizes the error
in the resynthesized speech signal 414. After selecting the
best pitch contribution from the adaptive codebook 290, the
residual signal 416 1s the modified weighted speech signal
2358 less the pitch contribution. This residual signal 416 1s
used 1n the second step of selecting the best excitation vector
from the fixed codebook 292 which minimizes the error 1n the
resynthesized speech signal 436.

A more detailed description of this second step 1s now
provided. An excitation vector 1s selected from the fixed
codebook 292. The multiplier 427 multiplies the excitation
vector 425 by the quantized fixed codebook gain G- from the
gain codebook 460 and passes a multiplied signal 428 to a
synthesis filter 430. The synthesis filter 430 receives the quan-
tized LPC coetficients A_(z) 268 trom the LSF quantizer 267
and together with the perceptual weighting filter 434, creates
a resynthesized speech signal 436. The subtractor 440 sub-
tracts the resynthesized speech signal 436 from the target
signal (e.g., signal 416) to generate a second residual signal
438. The minmimizer 444 recerves the signal 438 which repre-
sents the error in quantizing the fixed codebook gain. The
mimmizer 444 uses the signal 438 to control the selection of
excitation vectors from the fixed codebook 292 1n order to
reduce the error. The minimizer 444 recerves control infor-
mation 280 (which includes the classification number of the
speech signal) and depending on the classification, alters how
it controls the selection of excitation vectors from the fixed
codebook 292. The process repeats until the minimizer 444
has selected the best excitation vector from the fixed code-
book 292 for each subirame which mimimizes the error in the
resynthesized speech signal 436. Because we are assuming,
mode 0 operation at this point, the Mode 0 subframe proces-
sor has found the best excitation vectors from both the adap-
tive codebook 290 and the fixed codebook 292.

The third step performed by the Mode 0 subframe proces-
sor of FIG. 6 1s now described. At this point, the best excita-
tion vectors for the adaptive and fixed codebooks have been
found. Their respective gains are jointly vector quantized.
(Gain codebook vectors representing the joint vector quanti-
zation of the adaptive codebook gain and the fixed codebook
gain are selected from the two-dimensional vector quantiza-
tion gain codebook 460 and passed to multipliers 266, 268.
The multiplier 466 multiplies the quantized adaptive code-
book gain G, 462 with the best excitation vector V , 402 from
the adaptive codebook to form signal 446. The multiplier 468
multiplies the quantized fixed codebook gain G~ 464 with the
best excitation vector V_ 425 from the fixed codebook to form
signal 448. Note that the selected excitation vectors V ., 402
and V.~ 425 have been found as being the best excitation
values during the first and second steps of the Mode 0 sub-
frame processing. The adder 480 adds signals 446 and 448 to
form added signal 450. Added signal 450 1s resynthesized by
the combination of the synthesis filter 482 and the perceptual
welghting filter 486 to form a resynthesized speech signal
454. As with the synthesis filters 408 and 430, the synthesis
filter 482 recerves LPC coetlicients A (z) 268. The subtractor
512 subtracts the resynthesized speech signal 454 from the
target modified weighted speech signal 238 to generate a third
residual signal 456. The minimizer 520 receives the third
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signal 456 which represents the error resulting from the joint
quantization of the fixed codebook gain and the adaptive

codebook gain by the two-dimensional vector quantization
gain codebook 460. The minimizer 520 uses the signal 456 to
control the selection of excitation vectors from the two-di-
mensional vector quantization gain codebook 460 1n order to
reduce the error. The process repeats until the minimizer 520
has selected the best excitation vector from the two-dimen-
sional vector quantization gain codebook 460 for each sub-
frame which minimizes the error 1n the resynthesized speech
signal 454. Once the error has been mimimized, the quantized
gains G, and G from the two-dimensional vector quantiza-

tion gain codebook 460 1s used by multipliers 294, 296 in
FIG. 5.

Again, the synthesis filters 408, 430 and 482, weighting
filters 410, 434 and 486, minimizers 420, 430 and 520, mul-
tipliers 406,427 and 468, adder 480, and subtractors 412, 440
and 512 (as well as any other filter, minimizer, multiplier,
adder and subtractor described in this application) may be
replaced by any other device or modified in a manner known
to those of ordinary skill in the art and appropnate for the
particular application.

Now that Mode 0 subirame processing has been described
in detail, the Mode 1 subirame processing will be discussed.
FIG. 7 1llustrates a functional block diagram of the Mode 1
subirame processor portion of the mode dependent subirame
processor 250. The pitch track 284 selects an adaptive code-
book gain vector 588 from the adaptive codebook 290. The
adaptive codebook contribution 1s based on the past excita-
tion and the pitch track 284 from the pitch pre-processor 2354
and no search through the codebook 290 1s required. Accord-
ing to the interpolated pitch track [ (n) from the pitch pre-
processor 234, each sample value of the adaptive codebook
excitation 1s obtained by interpolation of the past excitation
using a 21st order Hamming weighted Sinc window:

10 (31)
vp(m) = ) wy(f (L)) -e(n— D)Ly (m),

1=10

where e(n) 1s the past excitation, 1(L (n)) and (L. (n)) 1s the
integer and fractional part of the pitch lag, respectively, and
w (1,1) 1s the Hamming weighted Sinc window. The optimal
weighted mean square error 1n the pitch gain i1s estimated
according to:

N—1
D 1) vp(n) = hn))
g="

1
;ﬂ (v (1) = h(n))?

in order to minimize the weighted mean square error between
the original and reconstructed speech. “N” in Equation 32 1s
the variable number of the subiframes per frame. The unquan-
tized pitch gain 1s calculated according to the following
weilghting of the optimal pitch gain

(33)
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where the normalized cross-correlation 1s given by

N-1 (34)
D 1) (vp(m) s+ h(n)
R — n=>0
" N—-1 N—-1
[ 5 r(n)z] [ Y (vp(n)s h(n))z]

This weighting de-emphasizes the pitch contribution from the
adaptive codebook prior to the fixed codebook search, leaving
more of the pitch information 1n the target signal for the fixed
codebook search.

The unquantized pitch gains 286 from the frame-based
processing portion of the speech encoder 1s provided to an
n-dimensional pre-vector quantizer 580. If, for example, each
frame 1s divided 1nto three subframes, the n-dimensional vec-
tor quantizer 380 would be a three-dimensional vector quan-
tizer which outputs a vector quantized pitch gain 582 to a
multiplier 592. The multiplier 392 multiplies the adaptive
codebook gain vector 588 with the quantized pitch gain vec-
tor 582 and sends the result 584 to a synthesis filter 600. The
synthesis filter 600 also recerves the quantized LPC coelli-
cients A (z) 268 from the LSF quantizer 267 and sends its
output 5386 to a perceptual weighting filter 602. The synthesis
filter 600 and the perceptual weighting filter 602 together
create a resynthesized speech signal 587 which 1s subtracted
from the modified weighted speech signal 258 by a subtractor

604. The difference signal 589 1s then sent to another subtrac-
tor 614.

A fixed codebook 292 sends a fixed codebook gain vector
590 to a multiplier 594. The multiplier 594 multiplies the
fixed codebook gain vector 590 with a computed fixed code-
book gain vector g *. The multiplied signal 595 is sent to a
synthesis filter 610. The synthesis filter 610 also receives the
quantized LPC coetlicients A (z) 268 and sends its output
596 to a perceptual weighting filter 612. Together, the syn-
thesis filter 610 and the perceptual weighting filter 612 create
a resynthesized speech signal 597 which 1s subtracted from
the difference signal 589 by the subtractor 614 to generate
another diflerence signal 599. The difference signal 589 rep-
resents the error 1n quantizing the adaptive codebook gain and
the difference signal 599 represents the error 1n quantizing the
fixed code bookgain. The difference signal 599 1s recerved by
a minimizer 620 which then controls the selection of the
excitation vector from the fixed codebook 292 1n order to
reduce the error. The minimizer also receives control nfor-
mation 280 from the frame-based processing portion of the
speech encoder, namely, the classification number of the
frame. More specifically, in this example embodiment, the
fixed codebook 292 has three sub pulse codebooks: a 2-pulse
codebook, a 3-pulse codebook and a 6-pulse codebook. The
initial target for the fixed codebook 292 1s calculated from the
weilghted pre-processed speech 258 with the zero-response
removed, 1.€., the target for the adaptive codebook 290, and
the optimal adaptive codebook excitation and gain according,
to

t(n)=t(n)=g, (v,(n)*hin)).

The selection of the final fixed codebook excitation
involves comparing the weighted mean squared error 399 of
the best candidate from each of the sub-codebooks 1n the fixed
codebook 292 after applying appropriate weighting accord-
ing to the classification 280. The final fixed codebook exci-
tation is denoted v_ or v_(n).

(33)
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The fixed codebook gain vector selection process repeats
until the mimimizer 620 has selected the best excitation vector

from the fixed codebook 292 for each subirame which mini-
mizes the error 1n the resynthesized speech signal 397. After
selecting the best excitation vector from the fixed codebook
292, the selected adaptive codebook gain vector 388 and the
selected fixed codebook gain vector 590 are sent along with

the modified weighted speech signal 258 to a buttfer 642.

In Mode 1, the frame 1s divided into n subframes, where 1n
this particular example embodiment, n 1s 3. The processing
performed within box 573 1s executed on a subirame basis
where the index k denotes the subirame number. The remain-
ing functions outside box 5735 are executed on a frame basis.
As aresult of mixing subiframe and frame-based processing,
certain functions cannot be completed until other functions
are finished. Consequently, certain parameters for the n (e.g.,
three) subirames must be stored 1n a butfer 642 at the bound-
ary between subirame and frame-based processing. The buil-
ered parameters may include, for example, the prequantized
pitch gains, quantized adaptive and fixed code book vectors,

the target vector and other parameters. The bullered informa-
tion 1s then sent to a subtractor 644.

The n adaptive codebook gain vectors 660 are multiplied
with the n pitch gain vectors 662 by a multiplier 664 to
generate a multiplied signal 666. The multiplied signal 666 1s
then sent to an adder 670. An n-dimensional vector quantizer
gain codebook 680 provides quantized fixed codebook gain
vectors to be multiplied with a fixed codebook gain vector 672
by a multiplier 684. The multiplied signal 668 is sent to the
adder 670. The adder 670 sends the additive signal 669 to a
synthesis filter 690. The synthesis filter 690 receives the quan-
tized LPC coeflicients A _ (z)268. The synthesis filter 690 and
the perceptual weighting filter 694 act together to create a
resynthesized speech signal 696. The resynthesized speecj
signal 696 1s subtracted from the modified weighted speech
signal 258 by the subtractor 644. The difference signal 698
which represents the error in quantizing the fixed codebook
gain vectors 1s sent to a minimizer 678. The minimizer 678
selects another fixed codebook gain vector from the n-dimen-
sional vector quantizer 680 in order to minimize this error.

Specifically, in this example embodiment, the three pitch
gains dertved during the pitch pre-processing are pre-vector
quantized with a four bit 3-dimensional vector quantizer
according to

(36)

min<

Z & =& | 118, &0 81 el{E; - 857 87} =

This pre-vector quantization of the pitch gains takes place
betore the closed loop subirame processing begins. The sub-
frame processing of Mode 1 1s performed with unquantized
fixed codebook gains. The excitation gain vectors 5388 and
590 and the target signals are butlered in butler 642 during the
subirame processing and used to perform delayed joint quan-
tization of the three fixed codebook gains with an eight bit
vector quantizer 680. The best codebook gain vectors v,,, V_
for each subirame are saved 1n the butier 642.

In order to fully synchromize the speech encoder and
decoder as well as update the filter memories of filters 600,
610 correctly, the synthesis for all subiframes are repeated
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with fully quantized parameters once the delayed vector
quantization of the three fixed codebook gains 1s complete.

The n-dimensional codebook 680 (here, n=3) 1s searched
in order to minimize

L1-1

Z (1" (1) — (é"i} vi(n) = h(n) + ghvlin) = h(m)z .
n=>0

L2-1

L3-1

Z (r3(n) — gf;vf}(n) x h(n) + ﬁivﬁ (1) h(n)f
n=0

(37)
E =

(rz(n) — (Eivi(n) = h(n) + Eftﬁ(n) . h(n))z .

where L1, L2, and L3 are the lengths of each subirame in
Mode 1. The quantized pitch gains {g.', g >, ¢ >} originate

from the original frame based processing and {t'(n), t*(n),
Cm}. {v,' @), v, 2@, v, )}, and {v.'(), v.2(0), v. @)}
are bulfered during the subframe processing, where the super-
scripts represent the 1%, 27% and 3’? subframe (and are not
exponents).

The best fixed codebook gains {g_*, § %, g >} are selected
from an eight bit codebook 680 where the entries of the
codebook contain a 3-dimensional correction factor for the
predicted fixed codebook gains. The prediction of the fixed
codebook gains 1s based on a moving average prediction of
the fixed codebook energy.

The relation between the correction factors v,/ and the
quantized fixed codebook gains 1s given by:

(38)

where g 7 is the quantized fixed codebook gain and § 7 is the
predicted fixed codebook gain of the jth subirame of frame k.

The predicted fixed codebook gains 1s based on moving
average prediction of the fixed codebook energy given by:

_; I (39)
gl = IUE(Eﬁ + El - E),
where the E=34 dB 1s the mean energy, and
| = . (40)
f J— — J
E = 101mgm[ NZ‘] vi(n) ]
and
3 (41)
Ey = ) bi-(20loggr i}k
i=J

The prediction coelficients for the moving average predic-
tion are {b,, b,, b;}={0.6, 0.3, 0.1}. The prediction of the
energy from further back has greater leakage in order to
accommodate the greater uncertainty associated with the pre-
diction. This applies to the second and third subirame where
the most recent history 1s not yet available due to the joint
quantization. Other types of predictions are possible where
they may use different prediction coellicients for each sub-
frame.

A special feature incorporated in the search for excitation
vectors 1n the fixed codebook 1s that the selected fixed code-
book excitation vector 1s filtered through an adaptive pre-
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filter P(z) that enhances the harmonic components to improve
the quality of the reconstructed speech. The filter, for
example, may perform the following function:

P(2)=1/(1-pz ") (42)
where T 1s the integer component of the pitch delay of the
current subirame and p 1s a pitch gain that depends on
whether the frame1s processed in Mode 0 or Mode 1. In Mode
0, {3 1s the quantized pitch gain from the previous subirame
because the quantized pitch gain for the current subirame 1s
not yet available so the quantized pitch gain from the previous
subirame 1s used to search the fixed codebook for a fixed
codebook excitation vector for the current subirame. In Mode
1, B 1s the quantized pitch gain for the current subirame
because that quantized pitch gain 1s available from the pre-
vector quantization preceding the closed loop subirame pro-
cessing and the quantized pitch gain for the current subirame
1s used to search the fixed codebook for a fixed codebook
excitation vector for the current subirame.

Thus, 1n summary, in modeling the periodicity information
ol certain portions of a speech signal by using pitch predic-
tion, an adaptive codebook 1s used. Here the pitch gain G 1s
derived. After modeling the periodicity information by using
pitch prediction, a second residual signal remains.

The second residual signal 1s then vector quantized with a
fixed codebook. The vector 1s scaled by the fixed codebook
gain G . The adaptive codebook gain G and fixed codebook
gain G, are normally dertved on a subframe basis. In the
example shown 1n FIG. 8, a frame 1s divided 1nto four sub-
frames. Each subiframe has an adaptive codebook gain G, and
a fixed codebook gain G~ associated with 1t. For example, as
shown in FIG. 8, the first subiframe 1s correlated with adaptive
codebook gain G, and fixed codebook gain GG.,; the second
subirame 1s associated with gains G, and G,; the third
subframe 1s associated with G,, and G_,,; and the fourth
subirame 1s associated with G, and G,. At this point, a first
prior art method may quantize the adaptive codebook gain G,
and the fixed codebook gain G separately for each subirame
by using scalar quantization. Because scalar quantization 1s
less efficient than vector quantization, a better prior art
approach 1s to use a closed-loop vector quantization of the G,
and G~ gain values. In this second prior art approach, a G, and
G codebook, such as that shown 1n FI1G. 9, 1s used to provide
a vector quantization of the combination of G, and G-

A speech encoder built 1n accordance with the present
invention, however, introduces a third approach of quantizing
the adaptive codebook G, and the fixed codebook gain G ..
First, two modes of operation are introduced: Mode 0 and
Mode 1. Second, each frame of speech 1s analyzed and clas-
sified as to whether the speech 1s “periodic.” If the frame
contains “periodic” speech, the pitch gains are derived from
the original unquantized weighted speech signal before
closed loop subirame processing begins. The improved gain
quantization method performs a pre-vector quantization of
the adaptive codebook gains G.’s (e.g., G, Gp,, Gpsyy Gpy)
of all subframes in the frame before performing subirame
processing that determines the fixed codebook gains and exci-
tation vectors. When the speech 1s periodic, the improved gain
quantization method i1s able to vector quantize the gain
parameters with fewer bits without sutlering from significant
degradation 1n voice quality. I the speech 1s not periodic, the
speech sometimes can be modified to behave as 11 1t were
periodic by methods known to those of ordinary skill in the
art.

The pre-vector quantization of the adaptive codebook
gains G,’s tries to find the closest match between the unquan-
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tized adaptive codebook gains G,’s and the codebook vec-
tors. Now that the adaptive codebook gains G,’s have been
vector quantized, we now discuss the fixed codebook gains
G.-’s.

It the speech signal 1n the current frame 1s periodic, the
improved gain quantization method which practices the
present mvention performs a closed-loop, delayed decision
vector quantization of the fixed codebook gains G,’s. This
process takes place after completion of the subirame process-
ing. Note that this vector quantization need not be performed
on the traditional fixed codebook gains G,’s as it may be
performed on predicted G.’s, transformed G,’s, and other
variations and modifications of G’s. As stated above with
respect to the adaptive codebook gains G.’s, 1f the speech 1s
not periodic, the speech sometimes can be modified to behave
as 1t 1t were periodic which results 1n transformed G ’s and
transformed G,’s. Similarly, the G,.’s and/or G,’s may be
predicted values. Again, a person of ordinary skill 1n the art
would be aware of methods to transform speech to be periodic
as well as to predict G’s and/or G,’s. As explained 1n detail
above, the “delayed decision™ nature of the vector quantiza-
tion of the fixed codebook gains G,’s means that each G- 1s
derived separately and sequentially where they are then used
to form a vector which 1s quantized. The decision 1s delayed
because the process must wait to derive all of the G,.’s 1n a
frame before doing vector quantization of the G’s. Thus, the
improved gain quantization method performs a pre-vector
quantization of the adaptive codebook gains G,’s, but per-
forms a vector quantization of the fixed codebook gains G’
in a delayed decision, closed-loop fashion for periodic
speech.

A first prior art method of performing joint vector quanti-
zationof G,’s and G -’s 1s to create a vector out of each G /G -
pairinthe subirame (e.g., (G5, G ), (Gpr, G ), (Gpz, Gz ),
(Gpy, Gy) for a frame having four subirames) and then
quantize each vector using a codebook, without a delayed
decision. The first prior art method can reproduce good qual-
ity speech, but only at high bit rates.

A second prior art method jointly quantizes all of the G,’s
and G,.’s 1 the frame together with a delayed decision
approach (€.g., (Gp1, Gpay Gpz, Gps, Gery Geas Gesy Gey) for
a frame having four subframes). The second prior art method
results 1n poor quality speech reproduction.

The improved gain quantization method performs the fol-
lowing two gain quantizations: (1) perform a pre-vector quan-
tization of the G, for each subirame of the frame before
closed loop subirame processing begins if the speech is peri-
odic; and (2) perform a closed-loop delayed decision vector
quantization of the G .. As known by those of ordinary skill in
the art, a closed-loop vector quantization does not find the
best match in the codebook of the vector, but the best match of
the speech. In the improved gain quantization method, the
delayed decision nature of the vector quantization 1s per-
formed only on the fixed codebook G ’s and increases the
compression without losing the quality of the speech. Thus,
the improved speech encoder reproduces high quality speech
even at a low bit rate. The vector quantization of the adaptive
codebook gains G’s does not require that it be performed 1n
a closed-loop fashion. Because the improved method per-
forms a pre-vector quantization of the adaptive codebook
gains G,’s, the quantization of the G,’s 1s more stable.

The 1mproved speech encoder offers numerous other
advantages. For example, the improved speech encoder is
able to obtain the quantized adaptive codebook gains G, s for
all subframes of a frame before obtaining the fixed codebook
gain G . (which 1s obtained during closed loop subirame pro-
cessing); whereas the second prior art method discussed
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above does not obtain the quantized G, and G~ until after the
encoder processes the last subframe of the frame. As a result,
because the improved speech encoder obtains the quantized
G, belore starting the subirame processing, the value of G,
does not atfect the search for the best fixed codebook gain. In
the second prior art method, any errors in the value of G also
alfects the fixed codebook processing. Furthermore, because
the quantized G, 1s obtained before the adaptive codebook 1s

used, any errors 1n the value of G, can be corrected by the
fixed codebook processing. In other words, the search
through the fixed codebook will take into account the prior
quantization of G, and correct for any errors 1n the value of
G ,. The prior art methods are unable to do this.

Although the improved speech encoder runs Mode 1 pro-
cessing only for periodic speech, periodic speech comprises
roughly 60-70% of ordinary speech. Therefore, Mode 1 of the
improved speech encoder will have a significant impact on the
reduction of bits used for gain quantization. In theory, the
improved speech encoder offers significant improvement 1n
bit reduction. For example, assuming a frame size of 80 bits
with four subirames and a data channel of 4 kbps, the prior art
method requires four subirames of 7 bits each per frame, for
a total of 28 baits, to represent the gain information. By con-
trast, the improved speech encoder may be able to represent
the same information with roughly fourteen bits, a 50%
improvement, as shown in FIG. 10.

In this particular embodiment, the 80 bits per frame are
transmitted from the encoder to the decoder. The decoder
maps the 80 bits back to the parameters of the encoder. The
synthesis of the speech from the parameters 1s straightior-
ward and resembles that of (G.729. The post-filter 1s funda-
mentally the same as 1 G.729 and has both the long-term
(pitch) and short-term (LPC) post-processing.

FIG. 11 illustrates a block diagram of a speech decoder that
corresponds with the improved speech encoder. The speech
decoder performs inverse mapping of the bit-stream to the
algorithm parameters followed by a mode-dependent synthe-
s1s. An adaptive codebook 290 recerves pitch track informa-
tion 284 (which the decoder recreates from the information
sent through the communication channel from the speech
encoder). Depending on the mode 282, the adaptive codebook
290 provides a quantized adaptive codebook vector v, 902 to
a multiplier 904. Multiplier 904 multiplies the quantized
adaptive codebook vector v, 902 with the pitch gain vector
910. The selection of the pitch gain vector 910 depends on the
mode 282. If the Mode 1s 0, a two dimensional vector quan-
tizer codebook 460 provides the pitch gain vector 910 to the
multiplier 904. The codebook 460 1s two dimensional
because 1t provides a pitch gain vector 910 to the multiplier
904 and a fixed codebook gain vector 924 to a multiplier 922.
Depending on the mode 282, the fixed codebook 292 provides
a quantized fixed codebook vector V_ 920 to the multiplier
922. Multiplier 922 multiplies the quantized fixed codebook
vector V. 920 with the quantized fixed codebook gain vector
924. If the Mode 1s 1, a n-dimensional vector quantizer gain
codebook 580 (where n 1s the number of subirames per frame)
provides the pitch gain vector 910 to the multiplier 904.
Likewise, a n-dimensional vector quantizer gain codebook
680 (where n 1s the number of subirames per frame) provides
the gain vector 924 to the multiplier 922. The multiplier 904
sends i1ts multiplied signal 906 to an adder 930 where the
multiplied signal 906 1s added to the multiplied signal 926
from the multiplier 922. The added signal 932 1s sent to a
synthesis filter 940 which also receives the quantized LPC
coetticients A (z) 268 (which the decoder derives from the
information sent to 1t over the communication channel by the
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speech encoder). The synthesis filter 940 and post processor
944 together create a reconstructed speech signal 950 from

the added signal 932.

As described above, the pitch gains may be dertved from
the original unquantized weighted speech signal. However,
the pitch gains may also be derived from the unquantized LPC
residual signal, the original unquantized speech signal, or the
unquantized modified speech signal before closed loop sub-
frame processing begins. FIG. 12qa 1llustrates a block diagram
of the first alternative embodiment that applies two gain quan-
tization processing approaches depending on whether the
signal 1s periodic or non-periodic (or periodic-like versus
non-periodic-like). The new gain quantization process 1s used
only for periodic signals as shown 1n block 951 and a con-
ventional gain quantization process 1s used for non-periodic
signals as shown 1n block 953 in FIG. 124a. As an example, 11
the conventional gain quantization process 1s applied to
frames having four subirames, 28 bits might be allocated for
gain quantization. The new gain quantization process for
periodic signals might, for example, require only 16 bits be
allocated. Thus, in this example, the new gain quantization
strategy saves 12 bits for a frame of periodic signals, which
bits can be used for other purposes 1f desired.

The second alternative embodiment 1s now discussed
below with reference to the above description. Turning to
FIG. 125, the new gain quantization process (block 951)
which was used only for periodic signals may be extended to
non-periodic signals as well. This second strategy results in a
slightly higher bit rate than that for periodic signals that use
the new gain quantization strategy, but 1s still lower than the
prior art’s bit rate. This increase in bit rate 1n the second
strategy 1s done to deal better with the greater variability in the
gain parameters of non-periodic signals as compared to peri-
odic signals. The same gain quantization process 951
described above for the first embodiment may be used for
non-periodic signals 1n the second embodiment, except that
more bits are allocated to represent the gain quantization of
non-periodic signals. As an example, 11 each frame has four
subiframes, the new gain quantization process for periodic
signals might require only 16 bits while the same approach for
non-periodic signals might require only 22 bits. Thus, 1n this
example, the new gain quantization strategy saves 12 bits for
periodic signals and 6 bits for non-periodic signals in a frame.

The third alternative embodiment 1s now discussed below
with reference to the above description. Turning to FI1G. 12c¢,
the distinction between periodic and non-periodic signals
may be eliminated for the gain quantization process where the
new gain quantization process 951 may be used for all speech
signals. Here, the new gain quantization process 951
described for non-periodic signals 1n the second embodiment
in FIG. 126 may be used for all signals including periodic
signals. However, more bits may be allocated to represent the
gain quantization of these signals. As an example, 1f each
frame has four subirames, the new gain quantization strategy
might require only 22 bits which saves 12 bits per frame.

While embodiments and implementations of the subject
invention have been shown and described, 1t should be appar-
ent that many more embodiments and implementations are
within the scope of the subject invention. Accordingly, the
invention 1s not to be restricted, except 1n light of the claims
and their equivalents.

What 1s claimed 1s:

1. A speech encoding system that recerves an input speech
signal, the speech encoding system comprising:

a frame processor for processing a frame of the input
speech signal, the frame processor including:

10

15

20

25

30

35

40

45

50

55

60

65

26

a pitch gain generator that derives unquantized pitch
gains; and
a first vector quantizer that receives the unquantized
pitch gains and generates quantized pitch gains;
a subirame processor for processing a subirame; and

a periodic signal detector that determines whether the input
speech signal 1s periodic or non-periodic;

wherein the frame processor applies a different gain quan-
tization process when the mput speech signal 1s deter-
mined to be periodic than when the input speech signal
1s determined to be non-periodic, and wherein the
speech encoding system 1s configured to convert the
input speech signal into an encoded speech using results
from the frame processor and the subirame processor.

2. The speech encoding system of claim 1, wherein the
frame processor allocates less bits for coding the frame if the
periodic signal detector determines that the speech signal 1s
periodic than 1f the periodic signal detector determines that
the speech signal 1s non-periodic.

3. The speech encoding system of claim 1 turther compris-
ing a {ilter that modifies the input speech signal into an
unquantized weighted speech signal or an unquantized linear
prediction coding residual speech signal.

4. The speech encoding system of claim 1, wherein the
input speech signal 1s an unquantized original speech signal.

5. The speech encoding system of claim 1, wherein the
input speech signal 1s an unquantized modified speech signal.

6. A speech encoding system that recerves an input speech
signal, the speech encoding system comprising:

a frame processor for processing a {frame of the input
speech signal, the frame processor including:

a pitch gain generator that derives unquantized pitch
gains; and

a first vector quantizer that receives the unquantized
pitch gains and generates quantized pitch gains;

a subirame processor for processing a subirame; and

a periodic signal detector that determines whether the input
speech signal 1s a periodic mput speech signal or a non-
periodic input speech signal;

wherein the frame processor modifies the mput speech
signal to generate a modified input speech signal that 1s
more periodic when the mput speech signal 1s deter-
mined to be non-periodic and applies the same gain
quantization process to the periodic mput speech signal
and the modified input speech signal, and wherein the
speech encoding system 1s configured to convert the
input speech signal into an encoded speech using results
from the frame processor and the subirame processor.

7. The speech encoding system of claim 6 turther compris-
ing a filter that modifies the input speech signal into an
unquantized weighted speech signal or an unquantized linear
prediction coding residual speech signal.

8. The speech encoding system of claim 6, wherein the
iput speech signal 1s an unquantized original speech signal.

9. The speech encoding system of claim 6, wherein the
input speech signal 1s an unquantized modified speech signal.

10. A method for use 1 a speech encoding system that
receives an mput speech signal, the method comprising:

processing a frame of the mnput speech signal using a frame
pProcessor by:

deriving unquantized pitch gains using a pitch gain gen-
erator; and

receiving the unquantized pitch gains by a first vector
quantizer and generating quantized pitch gains;
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subirame processing using a subirame processor;

determining whether the iput speech signal 1s periodic or
non-periodic;

applying a different gain quantization process when the
input speech signal 1s determined to be periodic than
when the input speech signal 1s determined to be non-
periodic, and

converting the input speech signal into an encoded speech
using results from the frame processor and the subirame
ProCessor.

11. The method of claim 10 further comprising allocating

less bits for coding the frame 11 the periodic signal detector

28

determines that the speech signal 1s periodic than 11 the peri-
odic signal detector determines that the speech signal 1s non-
periodic.

12. The method of claim 10 modifying the mput speech
signal mto an unquantized weighted speech signal or an
unquantized linear prediction coding residual speech signal.

13. The method of claim 10, wherein the input speech
signal 1s an unquantized original speech signal.

14. The method of claim 10, wherein the input speech

10 signal 1s an unquantized modified speech signal.
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