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METHODS FOR EXPEDITED START-UP AND
CLIQUE AGGREGATION USING
SELF-CHECKING NODE PAIRS ON A RING
NETWORK

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application 1s related to U.S. patent application
Ser. No. 11/610,454, filed on even date herewith, entitled
“SELF-CHECKING-PAIR-BASED  MASTER  FOL-
LOWER CLOCK SYNCHRONIZATION,” which 1s also
referred to here as the “’9526 application”™ and 1s incorporated
herein by reference.

The present application 1s also related to U.S. patent appli-
cation Ser. No. 11/537,3035, filed on Sep. 29, 2006, entitled

“SYSTEMS AND METHODS FOR FAULT-TOLERANT
HIGH INTEGRITY DATA PROPAGATION USING A
HALF-DUPLEX BRAIDED RING NETWORK,” which 1s
incorporated herein by reference.

The present application 1s also related to co-pending U.S.
patent application Ser. No. 11/010,249, filed Dec. 10, 2004,
entitled “SELF-CHECKING PAIR ON A BRAIDED RING
NETWORK.,” which 1s referred to here as the *“’249 applica-
tion” and 1s incorporated herein by reference.

The present application 1s also related to co-pending U.S.
patent application Ser. No. 10/994,209, filed Nov. 19, 2004,
entitled “CLIQUE AGGREGATION IN TDMA NET-
WORKS.” which 1s incorporated herein by reference.

The present application 1s also related to co-pending U.S.
patent application Ser. No. 10/993,933, filed Nov. 19, 2004,
entitled “HIGH INTEGRITY DATA PROPAGATION IN A
BRAIDED RING,” which 1s incorporated herein by refer-
ence.

The present application 1s also related to co-pending U.S.

patent application Ser. No. 10/993,932, filed Nov. 19, 2004,
entitled “DIRECTIONAL INTEGRITY ENFORCEMENT
IN A BI-DIRECTIONAL BRAIDED RING NETWORK.,”

which 1s incorporated herein by reference.

BACKGROUND

Distributed, fault-tolerant communication systems are
used 1n applications where a failure could possibly result in
injury or death to one or more persons. Such applications are
referred to as “safety-critical applications.” One example of a
safety-critical application 1s 1n a system that 1s used to moni-
tor and manage sensors and actuators included 1n an airplane
or other aerospace vehicle. These applications can make use
of various network topologies. However, networks that use a
time-division multiple access (TDMA) scheme and a net-
work topology that employs a segmented communication
medium (such as a ring network topology) are vulnerable to
the formation of multiple TDMA *“cliques” that form when
different parts of the network are powered-on at different
times (for example, 11 two sets of fast nodes are intermingled
with and separated by slow nodes).

SUMMARY

In one embodiment, a system comprises a plurality of
nodes that are communicatively coupled to one another. Each
of the plurality of nodes, 1n the absence of any faults, 1s
communicatively coupled to at least a first neighbor node and
a first neighbor’s neighbor node and a second neighbor node
and a second neighbor’s neighbor node. When at least a first
clique and a second clique exist within the plurality of nodes
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2

and a first node included 1n the first clique successtully
receives a synchronization message associated with the sec-
ond clique from the first neighbor node of the first node and
the first neighbor’s neighbor node of the first node, the first
node does the following. The first node defects to the second
clique and synchronizes to the synchronization message. The
first node also communicates a join message to at least the
second neighbor node of the first node and the second neigh-
bor’s neighbor node of the first node. The jo1n message 1ndi-
cates that the second neighbor node and the second neigh-
bor’s neighbor node should defect to the second clique and
listen for a subsequent synchronization message from the
second clique to which the second neighbor node and the
second neighbor’s neighbor node should synchronize.

In another embodiment, a first node comprises an interface
to communicatively couple the first node to a first channel that
communicatively couples a plurality of nodes to on another,
the plurality of nodes including the first node. When the first
node 1s a member of a first clique and successtully receives a
first synchronization message associated with a second clique
on the first channel from both a neighbor node of the first node
and a neighbor’s neighbor node of the first node, the first
node, 1f a prionty associated with the second clique 1s higher
than a priority associated with the first clique, does the fol-
lowing. The first node defects to the second clique; synchro-
nizes to the first synchronization message; and forms a tem-
porary seli-checking pair with the neighbor node of the first
node, wherein the temporary seli-checking pair transmits a
join message on the first channel. When the first node 1s a
member of the first clique and successiully recerves a join
message on the first channel from both a neighbor node of the
firstnode and a neighbor’s neighbor node of the first node, the
first node does the following. The first node defects to the
second clique; forms a temporary self-checking pair with the
neighbor node of the first node, wherein the temporary seli-
checking pair transmits a join message on the first channel;
and waits for a predetermined amount of time for a second
synchronization message associated with the received join
message to be successtully recerved by the first node on the
first channel from both the neighbor node of the first node and
the neighbor’s neighbor node of the first node. If the second
synchronization message 1s successiully recerved by the first
node on the first channel from both the neighbor node of the
first node and the neighbor’s neighbor node of the first node
betore the predetermined amount of time has elapsed, the first
node propagates the second synchronization message on the
first channel to other nodes and synchronizes to the second
synchronization message.

The details of various embodiments of the claimed inven-
tion are set forth 1n the accompanying drawings and the
description below. Other {features and advantages will
become apparent from the description, the drawings, and the
claims.

DRAWINGS

FIG. 1 1s a block diagram of one embodiment of a full-
duplex, bi-directional braided ring communication.

FIGS. 2A-2F show a flow diagram of one embodiment of a
method of resolving cliques.

FIGS. 3A-3F 1llustrates one example of the operation of the
method shown 1in FIGS. 2A-2F.

FIG. 4 1llustrates another example of the operation of the
method shown 1n FIGS. 2A-2F.

FIG. 5 1s a schematic depiction of a bi-directional hali-
duplex braided ring network.



US 7,656,881 B2

3

FIG. 6 illustrates one example of a collision on a hali-
duplex network.

FI1G. 7 1s a flow diagram of one embodiment of a method
transmitting or relaying a message 1n a half-duplex network.

FIGS. 8 A-8B 1s a block diagram illustrating one example
of the operation of method.

FI1G. 9 1s a high-level block diagram of one embodiment of
an exemplary node suitable for implementing each node of
the networks shown 1n FIGS. 1 and 5 and for implementing,
the various techniques described below.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

FIG. 1 1s a block diagram of one embodiment of a full-
duplex, bi-directional braided ring communication network
100. Communication network 100 includes multiple nodes
102 that communicate data with each other over a first chan-
nel and a second channel formed using multiple point-to-
point, unidirectional serial links. As used 1n thus application,
the first channel refers to the path traveled by data propagat-
ing 1n the clockwise direction around network 100, while the
second channel refers to the path traveled by data propagating
in the counter-clockwise direction around network 100.

In the particular embodiment shown 1n FI1G. 1, eight nodes
102 communicate with one another over the two communi-
cation channels. In other embodiments, a different number
and/or type of nodes 102 and/or channels and/or a different
network topology are used. Embodiments of network 100 are
implemented using various media access schemes. For
example, the embodiment shown 1n FIG. 1 1s described here
as being implemented using a time division multiple access
(TDMA) media access. In other embodiments, other media
access schemes, such as but not limited to, dynamic mini-
slotting are used (for example ARINC 629).

The eight nodes 102 shown 1n FIG. 1 are also individually
labeled in FIG. 1 with the letters “A” through “H” and are
referred to here mdividually as “node A,” “node B,” and so
torth. As used herein, a “neighbor node” (or just “neighbor™)
1s a node that 1s immediately next to a given node 102 1n the
network 100. Each node 102 has two “neighbor” nodes 102,
one 1n the clockwise direction (also referred to here as the
“clockwise neighbornode” or “clockwise neighbor’) and one
in the counter-clockwise direction (also referred to here as the
“counter-clockwise neighbor node” or “counter-clockwise
neighbor”). For example, the neighbor nodes 102 for node A
are node B in the clockwise direction and node H 1n the
counter-clockwise direction.

In addition, as used herein, a “neighbor’s neighbor node™
(or just “neighbor’s neighbor”) for a given node 102 1s the
neighbor node 102 ofthe neighbor node 102 ofthe given node
102. Each node 102 has two neighbor’s neighbor nodes 102,
one 1n the clockwise direction (also referred to here as the
“clockwise neighbor’s neighbor node” or “clockwise neigh-
bor’s neighbor”) and one 1n the counter-clockwise direction
(also referred to here as the “counter-clockwise neighbor’s
neighbor node” or “counter-clockwise neighbor’s neigh-
bor”). For example, the two neighbor’s neighbor nodes for
node A are node C 1n the clockwise direction and node G 1n
the counter-clockwise direction.

As shown 1n FIG. 1, the first channel (also referred to here
as “channel 0~ and shown 1n FIG. 1 using solid lines) inter-
connects the nodes 102 by propagating data in the clockwise
direction around network 100 and the second channel (also
referred to here as “channel 1” and shown in FIG. 1 using
dashed lines) interconnects the nodes 102 by propagating
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data 1n the counter-clockwise direction around network 100.
For a given direction 1n which data tlows in a channel, the
channel directly communicatively couples (that 1s, with only
one hop) each node 102 to at least two other nodes 102 from
which that node 102 receives data and to at least two other
nodes 102 to which that node 102 transmits data.

Direct links 108 connect a given node 102 to that node’s
respective clockwise and counter-clockwise neighbor nodes.
The links 109 that connect a given node 102 to that node’s
respective clockwise and counter-clockwise neighbor’s
neighbors are referred to here as “skip” links 109.

In the embodiment of network 100 described here, the
normal mode comprises at least two modes—an unsynchro-
nized mode and a synchronized mode. When operating in a
synchronized mode, the nodes 102 of network 100 are syn-
chronized to a global time base and transmit 1n accordance
with a network communication schedule. The network com-
munication schedule 1s used to determine when the nodes 102
in the network 100 transmit during a given schedule period or
round. During a given schedule period, various nodes 102 in
the network 100 are assigned a respective time slot 1n which
to transmit based on the network communication schedule. In
other words, for any given time slot, the node 102 assigned to
that time slot 1s allowed to transmit during that time slot (also
referred to here as the “scheduled node™ 102). In one embodi-
ment, the network communication schedule implements a
TDMA access scheme.

To maintain a common notion of time with the nodes 102 of
network 100 that 1s synchronized to the global time base, two
of the nodes 102 are implemented as a self-checking pair
(1llustrated by 110 1n FIG. 1). Self-checking-pair 110 pro-
vides synchronization messages over Channel 0 and Channel
1 to the nodes 102 of network 100. These synchronization
messages are used by nodes 102 to maintain their own local
time clocks in synchronization with the clocks of other nodes
of network 100. Synchronous operation of the local clocks of
nodes 102 ensure that only nodes assigned by the network
schedule to transmit to the network during a particular time
slotwill do so, and, along with the guardian action (described,
for example, in the 249 application), that any failure of a
node 1s bounded.

Self-checking-pair 110 provides synchronization mes-
sages which enable the nodes 102 to maintain a common
notion of time by providing ofiset corrections to local time
clocks. Network start-up and self-checking clique aggrega-
tion, which 1s described below, 1s further provided to correct
TDMA phase alignment.

As 1llustrated 1n FI1G. 1, self-checking pair 110 includes a
synchronizing pair comprising a {irst node 102-A and a sec-
ond node 102-H directly coupled together by direct links 116
and 117. Each node of self-checking pair 110 generates syn-
chronization messages used by the nodes 102 of network 100
to synchronize with each other. In the embodiment shown in
FIG. 1, firstnode 102-A transmits a counter-clockwise propa-
gating synchronization message via a direct link to node B
and a clockwise propagating synchronization message via a
skip link to node G. The second node 102-H transmits a
clockwise propagating synchronization message via a direct
link to node G and a counter-clockwise propagating synchro-
nization message via a skip link to node B. The synchroniza-
tion messages then propagate around the braided ring of
network 100 through the direct links and skip links as
described 1n the “933 application and the *249 application,
both of which are herein incorporated by reference. In
embodiments using full-duplex communication, such as net-
work 100, the synchronization messages travel 1n opposite
directions around the braided ring at the same time. In other
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embodiments employing half-duplex bi-directional links, the
synchronization messages are first communicated in one
direction around the ring and then are communicated in the
other direction around the ring.

The first node 102-A and the second node 102-H are syn- 5
chronized together so that each transmits a synchronization
message at the same time instance. A rendezvous action 1s
performed between nodes 102-A and 102-H to mutually syn-
chronize the first node 102-A and the second node 102-H
together before they start sending synchronization messages 10
to network 100. At a known (a priori) point 1n time, node
102-A sends 1ts rendezvous message to node 102-H through
direct link 116 while node 102-H sends 1ts rendezvous mes-
sage to node 102-A through direct link 117. In one embodi-
ment, the known point 1n time 1s determined by the network 15
communication schedule, such as, but not limited to, aTDMA
table. Each of the nodes 102-A and 102-H mitiate their own
rendezvous action based on their own internal notion of time
as regulated by their own local clock 115 and the network
communication schedule. The scheduling of rendezvous 20
messages 1n the network communication schedule provides
for a synchromization message periodicity such that any local
clock offsets between nodes of network 100 1s within the
precision parameters required for network 100.

Reception of a rendezvous message by one of nodes 102-A 25
and 102-H from its counterpart node of seli-checking pair
110 enables the recerving node to determine the time differ-
ence between 1ts own local clock 115 and the local clock 115
of the sending node. Using this difference, the recerving node
judges on the correctness of 1ts counterpart node by compar- 30
ing the determined time difference between local clocks 1135
to a known configurable reference bound. Because each node
1s driven based on its own local clock (i.e., a clock that 1s
independent from the clock used by its counterpart), the com-
parison acts as a cross-check. 35

If one node of the self-checking pair 110, first node 102-A
for example, determines that the difference between the local
clocks 115 does not exceed the reference bound, then node
102-A judges 1ts counterpart node (node 102-H 1in thas
example) as correct. In that case, based on the difference 40
between the local clocks 115 and node 102-A’s own local
time, node 102-A calculates a sending point for transmitting
a synchronization message to all of the other nodes 102 of
network 100 for synchronization purposes. Similarly, when
the second node 102-H also determines that the difference 45
between the local clocks 1135 does not exceed the reference
bound, then node 102-H judges its counterpart node (node
102-A 1n this example) as correct. In that case, based on the
difference between the local clocks 115 and node 102-H’s
own local time, second node 102-H also calculates a sending 50
point for transmitting a synchronization message to all of the
other nodes 102 of network 100 for synchromization pur-
poses. In other implementations, additional information can
be utilized to further determine whether counterpart node 1s
correct, such as, but not limited to, whether state information 55
from the sender of the rendezvous message agrees with cor-
responding state information of the node receiving the ren-
dezvous message. For example, in one implementation each
node of the self-checking pair verifies that the other 1s using
the same network communication schedule version. 60

Calculation of the sending point 1s performed by each of
nodes 102-A and 102-H 1n accordance to previously defined
rules so that they each will dertve a sending point that 1s
closely synchronized in time with the sending point calcu-
lated by the other node of self-checking pair 110. The nodes 65
102-A and 102-H will both start sending their synchroniza-
tion messages to all of the other nodes 102 of network 100

6

upon reaching the sending points, thus sending synchroniza-
tion messages at nearly the same point in time. The high-
integrity propagation logic (described in the 249 application)
1s also used to further enforce the temporal policy related to
the sending of synchromization messages.

As the term 1s used 1n this application, a “synchronization
message” can be either a dedicated synchromizing message or
a non-dedicated synchromzing message. A dedicated syn-
chronizing message 1s a message transmitted to a network for
the sole purpose of providing synchronization information to
one or more nodes of the network. A non-dedicated synchro-
nizing message 1s any message marked for use for synchro-
nizing purposes that also includes non synchronizing related
information. In one embodiment of the present invention, any
message transmitted to a network by nodes 102-A and 102-H
can be utilized as a synchronization message. Network 100 1s
not limited to a single set of self-checking pairs, but in alter-
nate embodiments can include a plurality of self-checking
pairs, where each such self-checking pair has an associated
priority. In such an embodiment, each set of self-checking
pairs synchronize their own local clocks based on synchroni-
zation messages from other self-checking pairs. Also, 1n such
an embodiment, the other nodes of the network select which
synchronization messages to use based on the priority of the
self-checking pair that sent the message.

The nodes 102-A and 102-H will both start sending the
synchronization message to all of the other nodes 102 of
network 100 upon reaching the sending point only 1t the
calculated difference between their local clocks 115 1s less
than or equal to the reference bound. If one node of seli-
checking pair 110 determines that the difference between the
local clocks 115 exceeds the reference bound, then that node
judges 1ts counterpart node as incorrect and refrains from
sending a synchronization message at the sending point.

When both nodes of self-checking pair 110 send synchro-
nization messages at approximately the same point in time,
the full-coverage propagation logic 1n the ring of network 100
assures that each node 102 gets synchromization messages
with checked integrity (discussed below), and according to
the normal propagation pattern of the ring network as
described 1n the 933 application and the 249 application,
both of which are herein incorporated by reference. For
example, a nearest node 102 will receive the synchronization
message one repeat sample behind its upstream neighbor, the
neighbor’s neighbor will receive the synchronization mes-
sage two repeat samples behind, and so forth down the chan-
nel.

When a recerved synchronization message 1s accompamed
by a corresponding synchronization message from the syn-
chronization patir, the recerving nodes 102 1n network 100 can
use the synchronization messages as a reference for synchro-
nizing their own local clocks. When one node of nodes 102-A
and 102-H disagrees with 1ts counterpart node, nodes 102 will
not receive a synchronization message based on information
from that node, indicating to nodes 102 that at least one node
ol selt-checking pair 110 1s potentially faulty and cannot be
trusted for use as a time reference.

In the embodiment of network 100, the instant of a syn-
chronizing message’s send time 1s used by nodes 102 1n
network 100 as a reference for setting their own internal
clocks. Each of nodes 102 calculate the instant 1n time at
which the synchronization message was transmitted onto net-
work 100 by one of nodes 102-A and 102-H by deducting the
propagation time (which 1s a prior1 known) from the instant in
time at which they receive the synchronization message. In
one embodiment, the a prior1 known propagation delay times
between nodes of the network are stored as part of the net-
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work communication schedule. For example, when node E
receives a synchronization message on channel 0 from node
H, node E knows that the synchronization message had to
propagate clockwise through node G and node F to arrive at
node E. Node E therefore recerves the synchronization mes-
sage two repeat samples behind node G and one repeat sample
behind node F. Thus, node E deducts the propagation time
associated with two repeat samples from the 1nstant 1n time 1t
received the synchronization message to determine the
instant 1n time at which the synchronization message was
transmitted to channel 0 by node 102-A. Similarly, when node
E recetves a synchronization message on channel 1 from node
A, node E knows that the synchronization message had to
propagate counter-clockwise through nodes B, C and D to
arrive at node E. Thus, node E knows that the synchronization
message was recerved after a propagation delay of three
repeat samples and accordingly deducts the propagation time
associated with three repeat samples from the instant 1n time
it recerved the synchronization message to determine the
instant 1n time at which the synchronization message was
transmitted to channel 1 by node 102-H.

In the case were nodes 102-A and 102-H of self-checking
pair 110 both judge their counterpart node as incorrect, the
result 1s that no synchronization message 1s sent from either of
node 102-A or node 102-H. In that case, the nodes 102 of
network 100 will not receive any synchronization message
from seli-checking pair 110.

In the case where only one of nodes 102-A and 102-H
judges 1ts counterpart node as incorrect only one synchroniz-
ing message 1s sent by the node that deemed 1ts counterpart
reliable. In one embodiment, the nodes directly adjacent to
the nodes of self-checking pair 110 operate as “guardians™
and are configured to only propagate data symbols recerved
via a direct link, during timeslots where seli-checking pair
110 are scheduled to send data based on the network commu-
nication schedule. Further details regarding the operation of
“ouardians” are provided 1n the 936 application and 931
application, herein incorporated by reference. Theretfore, the
guardian node that recerves the one synchronizing message
via 1ts direct link will propagate the synchronizing message to
its neighbor node and neighbor’s neighbor node. Meanwhile,
the guardian node that receives the one synchronizing mes-
sage via 1ts skip link will not propagate the synchronizing
message. The result 1s that one synchronizing message will
propagate through only one channel of network 100. Accord-
ingly, nodes 102 of network 100 will receive only a single
synchronization message which will not be deemed reliable
because the synchronization message from one channel was
not accompanied by a synchronization message on the other
channel.

In contrast, when both nodes 102-A and 102-H of self-
checking pair 110 send a synchronization message at
approximately the same point 1n time, each node 102 will get
the synchronization messages from both the first and second
channels, and the synchronization messages are each thus
deemed to have been transmitted from a reliable pair of nodes.
Moreover, the integrity reconstruction functionality
described 1n the 933 application can also be used with such
synchronization messages (as described in more detail
below).

Even when an accurate synchronizing message 1s transmit-
ted by a node onto a channel of network 100, the possibility
exists that the message might become corrupted while propa-
gating through network 100 to the recerving node 102. There-
fore, 1n addition to determining whether a pair of accurate
synchronizing messages was originally transmitted by seli-
checking pair 110, a node 102 of network 100 can also decide

10

15

20

25

30

35

40

45

50

55

60

65

8

whether to trust a recetved synchronizing message based on
the integrity of the synchronizing message as 1t was recerved

by the node 102.

Determining the integrity of a message propagating
through a braided ring network 1s described 1n greater detail in
the 933 application and the *249 application, both of which
are herein incorporated by reference. This provides a mecha-
nism to determine 1 a message has been “successtully
received” by a given node. In summary, high-integrity data
propagation through a braided ring network 1s achieved as
follows. A message 1s recerved on a channel of network 100
with “checked integrity” when a node receives the 1dentical
message from both the direct link and skip link of that chan-
nel. In that case, in one embodiment, a node then sets an
“integrity field” 1in the message before continuing propaga-
tion of the message around the ring. For example, node E
receives a synchronization message on channel 0 with integ-
rity when it receives a synchronization message with checked
integrity on the direct link from node F and an identical
synchronization message with checked integrity on the skip
link from node G. Similarly, node E recerves a synchroniza-
tion message on channel 1 with integrity when 1t receives a
synchronization message with checked integrity on the direct
link from node D and an 1dentical synchronization message
with checked integrity on the skip link from node C. An
absence of integrity may also be indicated by the reception of
a truncated message.

When node E receives a synchronization message on chan-
nel 0 and a corresponding synchronization message on chan-
nel 1, both marked with integrity, node E can assume that
accurate synchronization messages were transmitted onto
network 100 by both nodes of self-checking pair 110, and
turther assume that it has received the pair of synchronization
messages uncorrupted. In this case, node E can use the syn-

chronization messages to correct its local clock as described
above.

When node E receives a synchronization message on only
one of channel 0 or channel 1 with marked 1ntegrity, node E
can also use the synchronization messages to correct 1ts local
clock because the synchronization message received with
integrity incorporates the behavior of both halves of the seli-
checking pair 110.

When node E receives only a single synchronization mes-
sage on either one of channel 0 or channel 1 without marked
integrity, node E assumes that an accurate synchronization
message was not transmitted onto network 100 by one of node
102-A or 102-H and will not use the single synchronization
message to correct 1ts local clock.

In the case where node E recetves synchronization mes-
sages on both channel 0 and channel 1, and neither 1s marked
with integrity, node E can assume that accurate synchroniza-
tion messages were 1nitially transmitted onto network 100 by
nodes 102-A and 102-H, and that integrity reconstitution
(described 1n greater detail below) may be possible. When
integrity reconstitution 1s possible, node E can use the syn-
chronization messages to correct its local clock as described
above.

As previously mentioned, synchronization message pro-
vided by self-checking pair 110 can be either dedicated syn-
chronizing messages or non-dedicated synchronizing mes-
sage. A dedicated synchromizing message 1s a message
transmitted to a network for the sole purpose of providing
synchronization information to one or more nodes of the
network. A non-dedicated synchronizing message 1s any mes-
sage marked for use for synchromzing purposes that also
includes non synchronizing related information.
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In alternate embodiments, other types of links are used to
implement direct link and skip link. For example, in one such
other embodiment, bidirectional links are used and the
devices, systems, and techmiques described here are per-
tormed for each direction in which communications occur. In
case of bidirectional links, each link 1s able to send messages
in only one direction at any one time. Accordingly, the send-
ing of synchronization messages on channel 0 and channel 1
must be temporally shifted. For example, 1n one half-duplex
network with bidirectional links, a first synchronization mes-
sage 1s first sent clockwise around the network on channel 0
by one of the self-checking pair. Then, a second synchroni-
zation message 1s sent counter-clockwise around the network
on channel 1 by the other of the self-checking pair. In one such
embodiment, a receiving node waits for a pre-determined
period of time after receiving the first synchronization mes-
sage for the reception of the second synchronization message,

betore 1t calculates any corrections.

FIGS. 2A-2F show a flow diagram of one embodiment of a
method 200 of resolving cliques. This embodiment of method
200 1s described here as being implemented 1n a full-duplex
braid-ring network of the type and that employs self-checking,
pairs that transmit synchronization messages as described
above 1n connection with FIG. 1. Method 200 1s suitable for
use when the nodes 102 in the ring 104 are operating in a
synchronized mode 1 which two or more cliques have
formed. In the embodiment described here 1n connection with
FIGS. 2A-2F, each seli-checking pair has an associated pri-
ority, and each synchronization message transmitted by a
seli-checking pair includes information indicative of the pri-
ority of the self-checking pair that transmitted the synchro-
nization message.

In the context of FIGS. 2A-2F, the node 102 that 1s per-
forming the processing of method 200 1s referred to here as
the “current” node 102. In one embodiment, at least a portion
of the functionality described here as being performed by the
current node 102 1s implemented in a controller included 1n
the node 102. Other embodiments of method 200 are imple-
mented 1 other ways.

It the current node 102 has not received a “valid” frame
from one of its neighbor nodes for a certain amount of time
(for example, one TDMA round) (block 202 of FIG. 2A), the
current node 102 listens asynchronously for data from such a
neighbor and such a neighbor’s neighbor (block 204). Such a
neighbor node 1s also referred to here as a “silent neighbor.” A
“valid” frame, 1n this context, 1s a frame that 1s syntactically
correct and that 1s 1n agreement with the TDMA schedule that
the current node 1s currently using (that 1s, the TDMA sched-
ule for the clique of which the current node 102 1s currently a
member). In one embodiment, schedule agreement may be
validated by explicit schedule data transmitted within the
contents of each frame. In another embodiment, the schedule
agreement data may be sent implicitly in the contents of a

frame (for example, as described 1n U.S. patent application
Ser. No. 10/993,162, filed Nov. 19, 2004, titled “MESSAGE

ERROR VERIFICATION USING CHECKING WITH HID-
DEN DATA”, which 1s hereby incorporated by reference

herein).

When the current node 102 listens asynchronously for data
from a silent neighbor and from a silent neighbor’s neighbor,
the current node 102 will be able to recerve any syntactically
valid frame sent from the silent neighbor or the silent neigh-
bor’s neighbor 1rrespective of transmission time or phase. As
result, the current node 102 will be able recetve messages
from a clique of which the current node 102 1s not currently a
member.

10

15

20

25

30

35

40

45

50

55

60

65

10

If the current node 102 receives with integrity the same
synchronization message from the silent neighbor and the
silent neighbor’s neighbor (block 206), the current node 102
checks 1f the priority associated with the self-checking pair
that transmitted the message 1s higher than the priority asso-
ciated with the master seli-checking pair for the current
node’s current clique (block 208 of FI1G. 2B). Whether or not
the same synchronization message 1s received by the current
node 102 from both the silent neighbor and the silent neigh-
bor’s neighbor 1s determined by a bit-for-bit comparison of
datarecerved by the current node 102 from the silent neighbor
and from the silent neighbor’s neighbor. A message 1s
“recetved with integrity” if the message 1s syntactically valid
and does not contain a flag (or other indication) that a mis-
compare occurred at any previous “upstream’ node during
propagation of the message to the current node 102.

If the current node 102 receives with mtegrity the same
synchronization message from the current node’s silent
neighbor and the silent neighbor’s neighbor but the priority
associated with the self-checking pair that transmitted the
message 1s not higher than the priority associated with the
master seli-checking pair for the current node’s current
clique, the current node 102 remains in 1ts current clique
(block 210).

If the current node 102 receives with mtegrity the same
synchronization message from the current node’s silent
neighbor and the silent neighbor’s neighbor and the priority
associated with the self-checking pair that transmitted the
message 1s higher than the priority associated with the master
seli-checking pair for the current node’s current clique, the
current node 102 immediately defects to the clique that the
transmitting self-checking pair 1s member of (block 212) and
synchronizes itself to the recerved synchronization message
(block 214). Also, the current node 102 forms a temporary
self-checking pair with the silent neighbor (block 216). Both
nodes of the temporary self-checking pair (the current node
102 and 1ts silent node) transmit a special “join message”
along the channel from which the current node 102 recerved
the synchronization message (block 218). Both nodes form
the temporary self-checking pair and transmit the join mes-
sage for a predetermined amount of time. In one implemen-
tation of such an embodiment, the predetermined amount of
time 1s slightly less than the amount of time until the next
synchronization message 1s to be transmitted from the trans-
mitting self-checking pair. This amount of time 1s also
referred to here as the “defection period”. The join message
includes mnformation indicative of the self-checking pair that
transmitted synchronization message and the clique associ-
ated with that self-checking pair. The join message, 1n one
implementation, also imncludes a count-down delay field that
includes information indicative of how much time 1s left in the
current defection period.

If the current node 102 receives the same join message
from a silent neighbor and a silent neighbor’s neighbor (block
220 of FIG. 2A), the current node 102 immediately defects to
the clique that 1s 1dentified 1n the joint message (block 222).
The current node 102 also forms a temporary self-checking
pair with the neighbor from which the current node 102
received the join message (block 224). Both nodes of the
temporary selif-checking pair (the current node 102 and its
neighbor) transmit a copy of the join message along the
channel from which the current node 102 received the join
message (block 226) and waits, for a predetermined amount
of time, for the next synchronization message from a seli-
checking pair associated with the join message (blocks 228).
Both nodes form the temporary seli-checking pair and trans-
mit the join message for a predetermined amount of time. The
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predetermined amount of time (also referred to here as the
“waiting period”) 1s at least as long as the amount of time
remaining in the current defection period associated with the
j01n message (that 1s, at least until the next synchronization
message 1s scheduled to be transmitted from the self-check-
ing pair associated with the join message).

When the next synchronization message transmitted by the
seli-checking pair associated with the joimn message 1s
received with integrity by the current node 102 on both the
direct link and skip link for either channel (block 230), the
current node 102 propagates the synchronization message
along the channel from which 1t was received (block 232) and
synchronizes itself to the recerved synchronization message
(block 234). When propagating the synchronization message,
the current node 102 increments the hop count field of the
synchronization message by one as noted above. It 1s to be
understood that the current node 102 immediately propagates
the synchronization message (that 1s, a “stored-and-forward”
approach 1s not used to propagate the synchronization mes-
sage). I the waiting period elapses without receipt of syn-
chronization message as described above, the current node
102 remains in the current clique (block 236).

The clique aggregation processing described 1n connection
with blocks 202-236 of method 200 will resolve relatively
rapidly and will tolerate a single benign fault 1n some situa-
tions. In order to enable such clique aggregation processing to
resolve 1n the face of multiple benign faults 1n some situa-
tions, the embodiment shown 1 FIGS. 2A-2F employs the
“integrity reconstitution” features of the braided ring topol-
ogy (which 1s described 1n the 933 application). Also, 1n the
embodiment shown i FIGS. 2A-2F, each synchronization
message includes a “hop count™ field, which 1s set to zero by
the node that originates that message. Then, each node that
receives and relays the synchronization message updates the
hop count. Each such node increments the hop count field by
one 1 that node recerved the same synchronization message
on both a direct and skip link of the relevant channel, resets
the hop count field to one 1f the synchronization message 1s
received by that node on only 1ts direct link for the relevant
channel, and resets the hop count field to two 1t the synchro-
nization message 1s recerved by that node on only its skip link
tor the relevant channel. The hop count field 1s used to deter-
mine if a synchronization message originated from a seli-
checking pair or from a single faulty node. In other embodi-
ments, other techniques are used to determine 1f a given
message 1s source from a single node or a self-checking pair
(for example, “identifier stamping™ each such message with
an 1dentifier associated with the source of the message).

For example, 1n the embodiment shown 1n FIGS. 2A-2F,
such integrity reconstitution features can be used with the
processing described above in connection with FIG. 2C.
While the current node 102 1s waiting for the next synchro-
nization message to be transmitted by the selif-checking pair
associated with the join message, 1f the current node 102
receives without integrity a synchronization message from
the self-checking pair associated with the join message on
both channels (block 238 of FIG. 2C), the current node 102
performs a bit-for-bit comparison of the two received syn-
chronization messages (block 240 of FIG. 2D). This bit-for-
bit comparison 1gnores the contents of each message’s hop
count field. If the bit-for-bit comparison does not result 1n a
match (that 1s, the same synchronization message was not
received on channel 0 and channel 1) (block 242), the current
node 102 remains 1n 1ts current clique (block 244). If the
bit-for-bit comparison results in a match (that is, the same
synchronization message was recerved on channel 0 and
channel 1), the current node 102 then adds the value contained
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in the hop count field 1n both messages together (block 246).
I this sum 1s not equal to N-1 (where N equals the number of
nodes 1n the braided-ring network) (checked 1n block 248),
the synchronization message was not transmitted by a seli-
checking pair and 1s not used by for clique aggregation (or for
clock synchronization) and the current node 102 remains 1n
its current clique (block 244). If the sum 1s equal to N-1, the
current node 102 considers the synchronization messages to
be valid and synchronizes 1tself to the recerved synchroniza-
tion message (block 249).

Also, 1in the embodiment shown 1n FIGS. 2A-2F, such
integrity reconstitution features are used by the frontier nodes
as shown in FIG. 2E. In such an embodiment, the TDMA
schedule used by each clique includes at least one timeslot
that can be used for clique aggregation purposes. Such a
timeslot 1s referred to here as a “break through™ slot.

If, when the current node 102 listens asynchronously for
data from a silent neighbor and from a silent neighbor’s
neighbor, the current node 102 recetves a synchromzation
message from only one of the silent neighbor or the silent
neighbor’s neighbor (block 250 of FIG. 2A) or receives a
synchronization message from both the silent neighbor and
the silent neighbor’s neighbor but does not receive 1t with
integrity (block 252), the current node 102 checks if the
priority associated with the self-checking pair that transmait-
ted the received synchronization message 1s higher than the
priority associated with the master self-checking pair for the
current node’s current clique (block 254 of FIG. 2E). If the
priority 1s not higher, the current node 102 remains in the
current clique (block 256). If the priority 1s higher, the current
node 102 transmits a special message (referred to here as a
“breakthrough message”™) during the next break-through slot
along the same channel from which i1t was recerved (block
258). In one implementation, the breakthrough message con-
tains essentially the same information as a join message (for
example, the priority of the self-checking pair that sourced
the associated synchronization message, an identifier associ-
ated with the source of the breakthrough message, and/or
additional imnformation used to determine if two such mes-
sages were sourced from the same node (such as a hop count
field or an identifier stamp). Then, the current node 102 per-
forms a bit-for-bit comparison of the breakthrough message
transmitted by the current node 102 and any message recerved
on the other channel during that break-through slot (block
260). This bit-for-bit comparison ignores the contents of each
message’s hop count field (or other field used for validating
that each message was not sourced from a single node). If the
bit-for-bit comparison does not result 1n a match (that 1s, the
transmitted breakthrough message does not match the
received message) (block 262), the current node 102 remains
in 1ts current clique (block 256). It the bit-for-bit comparison
results 1n a match, the current node 102 considers the syn-

chronization message to be valid and performs the processing
described above in connection blocks 230-249 of FIGS.

2C-2D.

In such an embodiment, receipt of breakthrough messages
from both channels 0 and 1 can also cause any node that
propagates such breakthrough messages to possibly defect
from 1ts current clique. As shown in FIG. 2A, if the current
node 102 receives a breakthrough message on both channel 0
and channel 1 during the breakthrough slot (block 264), the
current node 102 performs a bit-for-bit comparison of the
breakthrough message from channel 0 and the breakthrough
message from channel 1 (block 266 of FI1G. 2F). This bit-for-
bit comparison 1gnores the contents of each message’s hop
count field (or other field used for validating that each mes-
sage was not sourced from a single node). If the bit-for-bit
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comparison does not result in a match (that 1s, the same
breakthrough message was not recerved on channel 0 and
channel 1) (block 268), the current node 102 remains in 1ts
current clique (block 270). If the bit-for-bit comparison
results 1n a match (that 1s, the same breakthrough message
was received on channel 0 and channel 1), the current node
102 checks 11 the priority associated with the breakthrough
message 1s higher than the prionty associated with the master
self-checking pair for the current node’s current clique (block
2772). It the prionty 1s not higher, the current node 102 remains
in the current clique (block 270). It the priority 1s higher, the
current node 102 checks if the two recerved breakthrough
messages were received from a single node (for example, by
checking the identifier stamps included 1n each breakthrough
message or by adding hop count fields) (block 274). If the two
received breakthrough messages were recerved from a single
node, the current node 102 remains 1n 1ts current clique (block
270). IT the two received breakthrough messages were not
received from a single node, the current node 102 performs
the processing described above 1n connection blocks 230-249
of FIGS. 2C-2D.

Also, similar integrity reconstitution processing can be
performed for other types of messages (for example, the join
messages). One example 1s 1llustrated starting at block 276 in
FIG. 2A.

One example of the operation of method 200 1s 1llustrated

in FIGS. 3A-3F. In this example, the network comprises a
tull-duplex braided ring having 12 nodes (labeled node A, B,
C,D,E F G, H, I J, K, and L). Also, 1n this example, two
cliques have formed—<clique 1 and clique 2. Nodes C and D
are configured as a self-checking pair (also referred to here as
“self-checking pair CD”) that serves as the synchronization
master for clique 1. Nodes J and I are configured as a seli-
checking pair (also referred to here as “self-checking pair JI”)
that serves as the synchronization master for clique 2. In this
example, self-checking pair CD (and clique 1) has a higher
priority than self-checking pair JI (and clique 2).

In the example shown in FIGS. 3A-3F, for the sake of
simplicity, only those links over which a particular message 1s
being communicated are shown.

In this example, nodes A and F are frontier nodes for clique
1. As a result, node A will not receive valid frames (that 1s,
frames that were transmitted 1n accordance with the TDMA
schedule used by clique 1) from nodes L and K on channel 0,
and node F will not recetve valid frames from nodes G and H
on channel 1. As a result, nodes A listens asynchronously to
channel 0 and node F listens asynchronously to channel 1.
Likewise, 1n this example, nodes L and K are frontier nodes
for clique 2. As aresult, node G will not recerve valid frames
(that 1s, frames that were transmitted 1n accordance with the
TDMA schedule used by clique 2) from nodes F and E on
channel 0, and node L. will not receive valid frames from
nodes A and B on channel 1. As a result, nodes G listens
asynchronously to channel 0 and node L listens asynchro-
nously to channel 1.

As shown 1 FIG. 3A, assuming there are no faults, when
the seli-checking pair CD sends synchromization message
CD-1 on both channels 0 and 1 around the ring, the message
CD-1 will eventually propagate to node G (via nodes E and
F). Because node G 1s a frontier node that will not recerve
valid frames (from the perspective of clique 2) from node F,
node G will be listening asynchronously to channel 0 (and, as
result, nodes E and F) and will recerve synchronization mes-
sage CD-1 from nodes E and F. In this example, node G
receives both instances of the synchronization message CD-1
with mtegrity. Because the priority indicated in synchroniza-
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self-checking pair JI, node G immediately defects to clique 1,
forms a temporary seli-checking pair with node F (shown 1n
FIG. 3B), which starts sending join messages into clique 2
along channel 0 for the duration of the defection period
(though for the sake of simplicity of illustration this 1s only

shown 1n FIG. 3B).

Because node L 1s a frontier node that will not recerve valid
frames (1rom the perspective of clique 2) from node A, node
L. will be listening asynchronously to channel 1 (and, as
result, nodes A and B) and will receive synchronization mes-
sage CD-1 from nodes A and B. In this example, node L
receives both instances of synchronization message CD-1
with integrity. Because the priority indicated in synchroniza-
tion message CD-1 1s higher than the priority associated with
self-checking pair JI, node L immediately defects to clique 1,
synchronizes to the received synchronization message, forms
a temporary self-checking pair with node A (shown in FIG.
3B), which starts sending join messages into clique 2 along
channel 1 for the duration of the defection period (though for
the sake of stmplicity of illustration this 1s only shown 1n FIG.
3B).

As shown 1n FIG. 3B, node H recetves a copy of the join
message on channel 0 from both node F and node G. In this
example, node H recerves both instances of the join message
and immediately defects to clique 1. As shown in FIG. 3C,
node H forms a temporary selt-checking pair with node G that
transmits the join message along channel 0. The self-check-
ing pair transmits the join message from node H to node I (via
the direct link coupled to nodes H and I) and to node J (via the
skip link coupled to nodes H and J) and from node G to node
I (via the skip link coupled to nodes node G and I). For the
sake of simplicity of illustration, this temporary self-check-
ing pair 1s only shown in FIG. 3C. For the predetermined
waiting period, node H waits to recerve the next synchroni-
zation message from self-checking pair CD.

Also, as shown 1n FIG. 3B, node K receives a copy of the
j01n message on channel 1 from both node A and node L. In
this example, node K recerves both instances of the join
message and immediately defects to clique 1. As shown in
FIG. 3C, node K forms a temporary self-checking pair with
node L that transmit the join message along channel 1. The
self-checking pair transmits the join message to node J (via
the direct link coupled to nodes K and J) and to node I (via the
skip link coupled to nodes K and I) and from node L to node
I (via the skip link coupled to nodes L and T). For the sake of
simplicity of illustration, this temporary selif-checking pair 1s
only shown in FIG. 3C. For the predetermined waiting period,
node K waits to recerve the next synchronization message
from self-checking pair CD.

Along channel 0, nodes I and H, nodes J and I, nodes K and
I, will successively form temporary seli-checking pairs to
transmit a join message along channel 0 withuin clique 2.
Along channel 1, nodes J and K, nodes I and J, nodes H and 1
will successively form temporary self-checking pairs to trans-
mit a join message along channel 1 within clique 2. Also each
of the nodes H, I, ], and K will defect to clique 1.

As shown 1n FIG. 3D, assuming there are no faults, when
the seli-checking pair CD sends the next synchronization
message (synchronization message CD-2) on both channels 0
and 1 around the ring, synchronization message B will even-
tually be propagated to node H (vianodes F and G) on channel
0 and to node K (via nodes A and L) on channel 1. In this
example, node H recetves an instance of synchronization
message B from nodes F and G with integrity and, node K
receives an instance of synchronization message B from
nodes A and L with mtegrity. Both nodes H and K synchro-
nize to the received synchronization message. As shown in
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FIG. 3E, node H propagates synchronization message B
along channel 0 to nodes J and I, and node K propagates
synchronization message B along channel 1 to nodes I and J.

Synchronization message B propagates further around
clique 2 via channel 0 to nodes I, J, and K. The synchroniza-
tion message B also propagates further around clique 2 via
channel 1 to nodes J, I, and H.

Another example of the operation of method 200 1s
described 1n connection FIG. 4. In this example, the integrity
reconstitution processing shown in FIG. 2D 1s used. In the
example shown in FIG. 4 (as in the example illustrated 1n
FIGS. 2A-2F), there are two cliques-clique 1 and clique 2,
with clique 1 using self-checking pair CD as its synchroniza-
tion master and clique 2 using self-checking pair JI as its
synchronization master. Also, in this example, self-checking
pair CD (and clique 1) has a higher priority than self-checking
pair JI (and clique 2).

Inthe example shown 1n FI1G. 4, there are two faults—a first
fault that renders the direct link from node E to node F
moperative and a second fault that renders the direct link from
node A to node L moperative. As result, when synchroniza-
tion message A 1s sent from self-checking pair CD on chan-
nels 0 and 1, node G receives two 1nstances of synchroniza-
tion message A from channel 0 but does not recerve those
instances with integrity (due to the first fault). Also, node L
receives only one mnstance of synchronization message A (due
to the second fault). As a result, neither node G nor node L
immediately defects to clique 1. Instead, nodes G and L butifer
the mes sages they recerved and wait until the next break-
through slot 1n the TDMA schedule for clique 2. When the
next break-through slot occurs, node G transmits the instance
of synchronization message A 1t buil

ered along channel 0 and
node L transmits the instance of synchronization message 1t
buifered along channel 1. ITf multiple

When an instance of the message transmitted by node L 1s
received at node G, node G performs the bit-for-bit compari-
son of the received instance with the instance buil

ered by
node G as described above 1n connection with FIG. 2D. It the
comparison results 1n a match and the sum of the hop counts
1s equal to N-1, node G defects to clique 1 and propagates the
j01n message along channel 0 as described above 1n connec-
tion with FI1G. 2B. Likewise, when an instance of the message
transmitted by node G 1s recerved at node L, node L performs
the bit-for-bit comparison of the received instance with the
instance buifered by node L as described above 1n connection
with FIG. 2D. If the comparison results 1n a match and the
sum of the hop counts 1s equal to N-1, node L defects to
clique 1 and propagates the join message along channel 1 as
described above 1n connection with FIG. 2B.

FIG. 5 1s a schematic depiction of a bi-directional hali-
duplex braided ring network 500. In braided ring network
500, a node 505 (e.g., nodes A-H) 1s directly connected to 1ts
nearest neighbor by a bi-directional direct link 510 and its
neighbor’s nearest neighbor by a bi-directional skip link 520.
Each of direct links 510 and skip links 520 can propagate data
in opposing directions along either channel 0 (e.g., counter-
clockwise) or channel 1 (e.g., clockwise). Although eight

nodes (A-H) are shown in FIG. 3, it should be understood that
more or less nodes can be used in network 500.

In order to prevent a collision of data on the ring network,
an agreement between two nodes on the same link needs to
ex1st. Such an agreement regulates which node sends at which
point in time, 1.¢., elfectively the two nodes fix the direction of
data flow for each relevant period of time. Further details
related to halt-duplex braided ring networks are described in
the co-pending 3035 application.
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The techmiques described above 1n connection with FIGS.
2A-3B can also be used 1n halt-duplex networks of the type
described above 1n connection with FIG. 5. In general, 1n a
half-duplex braided ring network, the relaying of a synchro-
nization message during startup or clique aggregation must
take 1into account the half-duplex nature of the links used 1n
the half-duplex network 500. During startup when two nodes
that are coupled to one another over a particular bi-directional
half-duplex link have not agreed on a particular TDMA
schedule, the two nodes may attempt to transmit or relay data
on that link at the same time. This results 1n a collision, which
may delay or even prevent certain startup-related processing
from being performed.

Also, more generally, when clique aggregation processing
1s performed, 11 a node attempts to use a particular half-duplex
link to relay a synchronization message nto a clique that the
relaying node 1s not a member of, the node on the other end of
that half-duplex link might attempt to use that link at the same
time. This would also result 1n a collision, and the attempt to
relay the synchronization message into the other clique would
be unsuccesstul. As result, clique aggregation processing that
1s triggered by the asynchronous receipt of a synchronization
message from another clique would not be performed.

One such example is illustrated in FI1G. 6. As shown in FIG.
6, when nodes A and B (which are members of clique 1)
attempt to relay a synchronization message nto a different
clique (clique 2 1n FIG. 6) on direct link BC (which couples
node B and node C to one another) and skip link AC (which
couples node A and node C to one another) and skip link BD
(which couples node B and node D to one another), nodes C
and D (which are members of clique 2) might be transmitting
on those links at that time. Thus, the “normal” relay action of
a halt-duplex braided ring (as described 1n the 3035 applica-
tion) may not result in such a synchronization message being
relayed into the other clique.

FIG. 7 1s a flow diagram of one embodiment of a method
transmitting or relaying a message 1n a half-duplex network.
The embodiment of method 700 1s described here as being
implemented in a half-duplex braid-ring network of the type
shown 1n FIG. 2 that employs of self-checking pairs that
transmit synchromization messages of the type described in
the "H0O009526 application (though 1t 1s to be understood that
other embodiments are implemented 1n other ways. Method
700 1s suitable for use when a first node 102 is attempting to
asynchronously transmit or relay a message over a half-du-
plex link to a second node. In the context of FIG. 7, the node
102 that 1s performing the processing of method 700 1s
referred to here as the “current” node 102. In one embodi-
ment, at least a portion of the functionality described here as
being performed by the current node 102 1s implemented 1n a
controller included in the node 102. Other embodiments of
method 700 are implemented 1n other ways.

For a given half-duplex link that couples a first node and a
second node, a first timeout period 1s associated a prior1 with
the first node for use by the first node 1n asynchronous trans-
mission over the link and a second timeout period 1s associ-
ated a prionit with the second node for use by the second node
in asynchronous transmission over the link, where the first
timeout period 1s different from the second timeout period.
The size of the difference between the first and second tim-
cout periods 1s selected to be sulliciently large so that, 1n the
event that both the first node and the second node are attempt-
ing to asynchronously transmit over the link at the same time,
both nodes will be able to make at least one collision-iree
transmission or relay before a predetermined number of
retries has been attempted.
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When the current node 102 wishes to transmit data asyn-
chronously over a half-duplex link (block 702), the current
node 102 transmits the data over the halif-duplex link (block
704) and then waits for the “timeout” period associated a
prior1 with the current node 102 to elapse. After the predeter-
mined timeout period has elapsed (checked 1n block 706), the
current node 102 transmits the same data again over the
half-duplex link (looping back to block 704) and then waits
for the predetermined timeout period to elapse again (block
706). The processing of blocks 704-706 1s repeated for a
predetermined number of times (checked 1n block 708).

FIGS. 8 A-8B 1s a block diagram illustrating one example
ol the operation of method 700. In FIG. 8 A, nodes A and B are
initially members of a first clique 1. Then, node A receives a
101n message from a temporary selt-checking pair that has
formed 1n response to recerving a high-priority synchroniza-
tion message from a self-checking pair that 1s a member of
second clique (not shown). Node A will then form a tempo-
rary self-checking pair with one of 1ts neighbor nodes (not
shown) and 1s attempting to transmit join message A to node
B on the direct link AB that couples the nodes together. At the
same general time, node B 1s also attempting to propagate a
message B it has recerved from another node 1n the first clique
to node A on the direct link AB that couples the nodes
together. Because node A will have defected from the first
clique, node A will transmit the join message A asynchro-
nously using the method 700.

In this example, at time t0, node A mitially transmits the
join message A on link AB; however, before node A 1s able to
finish transmitting join message A on link AB, at time t1, node
B attempts to relay message B on link AB. This results 1n a
collision, and neither message 1s successiully relayed. Node
A then refrains for transmitting for 1ts timeout period. When
the first timeout period A for node A elapses at time t2, node
A again attempts to transmit the join message A on link AB.
Because node B 1s not using the link AB during the entire time
it takes for node A to transmit join message A, node A 1s able
to successiully transmait join message A to node B.

The embodiments of method 200 shown in FIGS. 2A and
2B can be modified for use in hali-duplex braided ring net-
works. In such an embodiment, each frontier node, when 1t
relays a synchronization message into different clique, asyn-
chronously relays the synchronization message using method
700. Moreover, 1n such a modified method 200, join messages
are also asynchronously transmitted and relayed using
method 700.

Also, the integrity reconstitution processing described
above 1n connection with FIG. 2B 1s modified for use m a
half-duplex network in order to use two breakthrough slots—
one for each channel. In such a modified embodiment, if,
when the current node 102 listens asynchronously for data
from a silent neighbor and from a silent neighbor’s neighbor,
the current node 102 recerves a synchronization message on
only one link or recetves a synchronization message on both
links but does not receive the message with integrity, the
current node 102 buflers the receirved synchronization mes-
sage and transmits 1t during the next break-through slot
assigned to the channel from which the message was
received. Also, the current node 102 performs a bit-for-bit
comparison of the buflered message and any message
received on the other channel during the next break-through
slot assigned to the other channel. Otherwise, the processing
described above 1n connection with FIG. 2B 1s performed.

FI1G. 9 1s a high-level block diagram of one embodiment of
an exemplary node 900 suitable for implementing each node
102 of the networks shown 1n FIGS. 1 and 5 and for imple-
menting the various techniques described below. Each node
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900 includes one or more interfaces 902 for communicatively
coupling the node 900 to the approprate direct links and skip
links 1llustrated 1n FIG. 1. Also, the node 900 includes com-
munication protocol functionality 904 and host functionality
906. The communication protocol functionality 904 1mple-
ments the various communication-related features described
here and the related applications. The host functionality 906
implements one or more applications that serve as a source or
sink of data that 1s communicated over the network 100. An
example of such a node 102 1s described 1n the *249 applica-
tion.

The communication functionality 904 and the host func-
tionality can be implemented 1n hardware, software, or com-
binations thereol. Moreover, although the interface 902, the
communication functionality 904, and the host functionality
906 are shown 1n FI1G. 9 separately, it 1s to be understood that
two or more of the foregoing can be implemented together
(for example, by implementing two or more of the foregoing
in the same 1tem of soitware or hardware). It 1s to be under-
stood that the techmiques described here can be implemented
in other ways.

The methods and techniques described here may be imple-
mented 1in digital electronic circuitry, or with a programmable
processor (for example, a special-purpose processor or a gen-
eral-purpose processor such as a computer) firmware, soit-
ware, or 1n combinations of them. Apparatus embodying
these techniques may include appropriate mput and output
devices, a programmable processor, and a storage medium
tangibly embodying program instructions for execution by
the programmable processor. A process embodying these
techniques may be performed by a programmable processor
executing a program of mnstructions to perform desired func-
tions by operating on mput data and generating appropriate
output. The techniques may advantageously be implemented
in one or more programs that are executable on a program-
mable system including at least one programmable processor
coupled to recerve data and 1nstructions from, and to transmut
data and 1nstructions to, a data storage system, at least one
iput device, and at least one output device. Generally, a
processor will recetve instructions and data from a read-only
memory and/or a random access memory. Storage devices
suitable for tangibly embodying computer program instruc-
tions and data include all forms of non-volatile memory,
including by way of example semiconductor memory
devices, such as EPROM, EEPROM, and flash memory
devices; magnetic disks such as internal hard disks and
removable disks; magneto-optical disks; and DVD disks. Any
of the foregoing may be supplemented by, or incorporated 1n,
specially-designed application-specific integrated circuits
(ASICs).

A number of embodiments of the invention defined by the
tollowing claims have been described. Nevertheless, 1t will be
understood that various modifications to the described
embodiments may be made without departing from the spirit
and scope of the claimed invention. Accordingly, other
embodiments are within the scope of the following claims.

What 1s claimed 1s:

1. A system comprising;:

a plurality of nodes that are commumnicatively coupled to
one another, wherein each of the plurality of nodes, 1n
the absence of any faults, 1s commumcatively coupled to
at least a first neighbor node and a first neighbor’s neigh-
bor node and a second neighbor node and a second
neighbor’s neighbor node;

wherein when at least a first clique and a second clique
exist within the plurality of nodes and a first node
included 1n the first clique successiully receives a syn-
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chronization message associated with the second clique

from the first neighbor node of the first node and the first

neighbor’s neighbor node of the first node, the first node:
defects to the second clique;

synchronizes to the synchronization message; and

communicates a join message to at least the second neigh-

bor node of the first node and the second neighbor’s
neighbor node of the first node, the join message 1ndi-
cating that the second neighbor node and the second
neighbor’s neighbor node should detect to the second
clique and listen for a subsequent synchronization mes-
sage from the second clique to which the second neigh-
bor node and the second neighbor’s neighbor node
should synchronize.

2. The system of claim 1, wherein the first node forms a
temporary self-checking pair with another node 1n order to
transmit the jo1n message.

3. The system of claim 2, wherein when the second neigh-
bor node of the first node successtully recerves the join mes-
sage from the first node and the another node, the second
neighbor node of the first node:

defects to the second clique;

transmits another join message corresponding to the join

message recerved by the second neighbor node of the

first node to at least:

a second neighbor node of the second neighbor node of
the first node:; and

a second neighbor’s neighbor node of the second neigh-
bor node of the first node; and

waits for a predetermined amount of time for the subse-

quent synchronization message from the second clique.

4. The system of claim 3, wherein the second neighbor
node of the first node forms a temporary self-checking pair
with the first node 1n order to the transmit the another join
message.

5. The system of claim 3, wherein i1 the subsequent syn-
chronization message from the second clique 1s successiully
received by the second neighbor node of the first node both
from 1ts first neighbor node and from its first neighbor’s
neighbor node before the predetermined amount of time has
clapsed, the second neighbor node of the first node propagates
the second synchronization message to 1ts second neighbor
node and second neighbor’s neighbor node and synchronizes
to the subsequent synchronization message.

6. The system of claim 1, wherein the plurality of nodes are
communicatively coupled to another using at least a {first
channel and a second channel, wherein each node 1s operable
to receive data on the first channel from 1ts first neighbor node
and first neighbor’s neighbor node and to transmit or propa-
gate data on the first channel to 1ts second neighbor node and
second neighbor’s neighbor node and 1s operable to received
data on the second channel from 1ts second neighbor node and
second neighbor’s neighbor node and to transmit or propa-
gate data on the second channel to its first neighbor node and
the first neighbor’s neighbor node.

7. The system of claim 6, wherein 1f a node included in the
first clique unsuccessiully recerves on the first channel a first
message that 1s either a synchronization message from the
second clique or a join message, that node treats the first
message as successiully recerved 1t that node receives a
matching second message on the second channel and the first
message and the second message were not transmitted by the
same node.

8. The system of claim 6, wherein 11 a node included 1n the
first clique recerves on the first channel from only one of 1ts
first neighbor node or 1ts first neighbor’s neighbor node a first
message that 1s either a synchronization message from the

10

15

20

25

30

35

40

45

50

55

60

65

20

second clique or a join message, that node treats the first
message as successiully received from both its first neighbor
node and 1ts first neighbor’s neighbor node 11 that node
receives a matching second message on the second channel
and the first message and the second message were not trans-
mitted by the same node.

9. The system of claim 7, wherein the node determines 11
the first message and the second message were transmitted by
the same node using at least one of a hop count field and an
identifier stamp.

10. The system of claim 1, wherein a message 15 success-
tully received 1if an integrity field included in the message
includes information indicating that the message has passed
one or more 1ntegrity checks.

11. A first node comprising:

an interface to communicatively couple the first node to a
first channel that communicatively couples a plurality of
nodes to one another, the plurality of nodes including the
first node:

wherein when the first node 1s a member of a first clique
and successiully recetves a first synchronization mes-
sage associated with a second clique on the first channel
from both a neighbor node of the first node and a neigh-
bor’s neighbor node of the first node, the first node, 1f a
priority associated with the second clique 1s higher than
a priority associated with the first clique:

detects to the second clique;
synchronizes to the first synchronization message; and

forms a temporary seli-checking pair with the neighbor
node of the first node, wherein the temporary self-check-
ing pair transmits a join message on the first channel;

wherein when the first node 1s a member of the first clique
and successiully recerves a join message on the first
channel from both the neighbor node of the first node
and the neighbor’s neighbor node of the first node, the
first node:

detects to the second clique;

torms the temporary self-checking pair with the neighbor
node of the first node, wherein the temporary self-check-
ing pair transmits a join message on the first channel; and

waits for a predetermined amount of time for a second
synchronization message associated with the received
join message to be successiully received by the firstnode
on the first channel from both the neighbor node of the
first node and the neighbor’s neighbor node of the first
node;

wherein 11 the second synchronmization message 1s success-
tully received by the first node on the first channel from
both the neighbor node of the first node and the neigh-
bor’s neighbor node of the first node before the prede-
termined amount of time has elapsed, the first node
propagates the second synchronization message on the
first channel to other nodes and synchronizes to the
second synchronization message.

12. The first node of claim 11, wherein the interface com-
municatively couples the first node to a second channel that
communicatively couples the plurality of nodes to one
another over.

13. The first node of claim 12, wherein 1 the first node does
not recerve the second synchronization message on the first

channel from both the neighbor node of the first node and the

neighbor’s neighbor node but receives the second synchroni-
zation message on both the first channel and the second chan-
nel, the first node:
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determines 1f the second synchronization message

received from the first channel matches the second syn-

chronization message recetved from the second channel

on a bit-for-bit basis;

determine 11 the second synchronization message was
sourced from a single node; and

if the second synchronization message received from the
first channel matches the second synchronization
message recerved from the second channel on the
bit-for-bit basis and the second synchronization mes-
sage was not sourced from a single node, the first node
propagates the second synchronization message on
the first and second channels to other nodes and syn-
chronizes to the second synchronization message.

14. The first node of claim 13, wherein each synchroniza-
tion message comprises a hop count field, wherein each node,
when relaying a synchronization message, updates the syn-
chronization message by:

incrementing the hop count field of the received synchro-

nization message by one i the recerved synchromzation
message was recerved from both a neighbor node and a
neighbor’s neighbor node;

reset the hop count field of the received synchronization

message to one if the recerved synchronization message
was only recerved from a neighbor node; and
reset the hop count field of the received synchromization
message to two 11 the recerved synchronization message
was only received from a neighbor’s neighbor node;

wherein the first node determines if the second synchroni-
zation message was sourced from a single node by add-
ing the hop count field of the second synchronization
message recerved from the first channel to the second
synchronization message received from the second
channel in order to generate a sum, wherein the second
synchronization message 1s considered to have been
sourced from a single node 11 the sum 1s not equal to one
less than the number of the plurality of nodes.

15. The first node of claim 11, wherein the first clique has
an associated time-division multiple access schedule com-
prising a plurality of time slots, wherein at least one of the
plurality of time slots comprises a breakthrough time slot;

wherein 1f the first node recerves the first synchronization

message on the first channel from only one of a neighbor
node of the first node and a neighbor’s neighbor node of
the first node, the first node, 11 a priority associated with
the second clique 1s higher than a priority associated
with the first clique:
transmits on the first channel, during the breakthrough
slot, a first breakthrough message comprising infor-
mation mdicative the source of the synchronization
message recerved on the first channel;
if the first node receives on the second channel a second
breakthrough message, the first node:
determines 1f the first breakthrough message matches
the second breakthrough message on a bit-for-bit
basis;
if the first breakthrough message matches the second
breakthrough message on a bit-for-bit basis, the first
node:
defects to the second clique; and
forms a temporary self-checking pair with the neighbor
node of the first node, wherein the temporary seli-
checking pair transmits a join message on the first
channel; and
waits for a predetermined amount of time for the second
synchronization message associated with the first
synchronization message to be successtully received
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by the first node on the first channel from both the
neighbor node of the first node and the neighbor’s
neighbor node of the first node;

wherein 11 the second synchronization message 1s suc-
cessiully recerved by the first node on the first channel
from both the neighbor node of the first node and the
neighbor’s neighbor node of the first node before the
predetermined amount of time has elapsed, the first
node synchronizes to the second synchronization
message and propagates the second synchronization
message to other nodes on the first channel.

16. The first node of claim 12, wherein the nodes are
communicatively coupled to one another over the first chan-
nel and the second channel using halt-duplex communication
links.

17. The first node of claim 16, wherein when the first node
communicates asynchronously over a half-duplex communi-
cation link, the first node does the following a predetermined
number of times:

transmits a message over the hall duplex communication

link; and

waits for a predetermined amount of time before transmut-

ting again.

18. The first node of claim 11, wherein the nodes are
communicatively coupled to one another over the first chan-
nel using tull-duplex communication links.

19. A method of performed by a first node included 1n a
plurality of nodes, wherein the plurality of nodes are commu-
nicatively coupled to one another over at least a first channel,
the method comprising;:

when the first node successtully recerves, on the first chan-

nel from both a neighbor node of the first node and a

neighbor’s neighbor node of the first node, a first syn-

chronization message associated with a clique that the

first node 1s not currently a member of, the first node:
determining 1f a priority associated with the clique associated
with first synchromization member 1s higher than a priority
associated with the clique the first node 1s currently a member
of:

i1 the priority associated with the clique associated with

first synchronization member 1s higher than the priority
associated with the clique the first node 1s currently a
member of:

defecting to the clique associated with the first synchroni-

zation message;

synchronizing to the first synchronization message; and
forming a temporary self-checking pair with the neighbor
node of the first node, wherein the temporary self-checking
pair transmits a join message on the first channel.

20. The method of claim 19, further comprising:

wherein when the first node successiully receives a join

message on the first channel from both a neighbor node

of the first node and a neighbor’s neighbor node of the

first node:

defecting to a clique associated with the join message;

forming the temporary seli-checking pair with the
neighbor node of the first node, wherein the tempo-
rary seli-checking pair transmits the jo1n message on
the first channel; and

waiting for a predetermined amount of time for a second
synchronization message associated with the recerved
101n message to be successiully recerved by the first
node on the first channel from both the neighbor node
of the first node and the neighbor’s neighbor node of
the first node;

wherein i1 the second synchronization message 1s suc-
cessiully recerved by the first node on the first channel
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from both the neighbor node of the first node and the channel to other nodes and synchronizing to the sec-
neighbor’s neighbor node of the first node before the ond synchronization message.

predetermined amount of time has elapsed, propagat-
ing the second synchronization message on the first * ok k% ok
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