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HIERARCHICAL ENCLOSURE
MANAGEMENT SERVICES

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates 1n general to computers, and,
more particularly, to an apparatus and method of hierarchical
enclosure management services.

2. Description of the Prior Art

Data storage systems are used to store information pro-
vided by one or more host computer systems. Such data
storage systems recerve requests to write information to a
plurality of data storage devices and requests to retrieve infor-
mation from that plurality of data storage devices. It 1s known
in the art to configure the plurality of data storage devices into
twO or more storage arrays.

Storage Enclosures, e.g., disk enclosures 1n a “Just-A-
Bunch-O1-Disks” topology (JBODs), “Switched-Bunch-Of1-
Disks” topology (SBODs), and the like have traditionally
been implemented with a single set of physical resources. The
devices are generally treated as a single instance of an enclo-
sure with all shared resources controlled by a common single
enclosure services process/instance. Most vendor compo-
nents to manage storage enclosures have been developed with
consideration to the number ot hard disk drive (HDD) devices
that will be within a single enclosure package and most origi-
nal equipment manufacturer (OEM) storage enclosure imple-
mentations have a legacy of products that conform to this
convention.

To 1improve the storage density [number of HDDs pack-
aged per Electronics Industry Association (EIA)-sized unit in
a single storage enclosure], high density packaging tech-
niques can be used to increase the number of HDDs within a
given volume of space. In addition, each 1individual instance
ol a storage enclosure 1s typically interconnected via a disk
fabric interconnect technology [e.g., Fibre Channel Arbi-
trated Loop (FC-AL), Serial Attached SCSI (SAS), SCSI,
SATA, SSA] at some cost of interconnect componentry
[cables, small form factor pluggable transceirver modules,
gigabit interface controllers (GBICs)].

Additionally, many storage controller systems provide
multiple disk controller instances to allow users to partition
their storage devices 1nto separate domains for reasons of
reliability, availability, and serviceability. Once the number of
HDDs moves beyond the number that traditional enclosures
and enclosure management components are designed for,
new components and new storage enclosure configurations
must be designed to meet the demand for increased HDD
density. As such, new development of enclosure management
services software and HDD communication fabric manage-
ment code 1s required to be developed at significant design,
development, and verification expense.

SUMMARY OF THE INVENTION

Thus, what 1s needed 1s an apparatus and method to allow
product line to make independent decisions regarding
whether 1t 1s more important to constrain cost (eliminate
interconnect componentry cost), configure for greatest reli-
ability (distribute storage devices/enclosures on independent
storage controller interfaces), or optimize the number storage
devices per signaling domain while conserving as much of the
storage enclosure management services software and HDD
communications management code as possible. When con-
sidering the design 1t 1s also mncumbent on the designers to
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2

consider the architectural limitations of the storage device
communications nterconnect network.

In one embodiment, the present invention 1s an array of
storage devices compliant with a fibre-channel arbitrated
loop (FC-AL) specification, comprising {irst and second con-
trollers having integrated first and second SCSI enclosure
services (SES) processing devices acting as leader proces-
sors, and third and fourth controllers coupled to the first and
second controllers and acting as subordinate processors, the
third and fourth controllers having integrated third and fourth
SCSI enclosure services (SES) processing devices, wherein
cach of the SES processing devices synchronizes and merges
data to create a single control image for the entire configura-
tion, presenting a single SES instance to a storage device
interconnect network and to host controller software.

In another embodiment, the present invention 1s a system
for managing data within a fibre channel arbitrated loop (FC-
AL) dual loop storage network, comprising first and second
controller cards having first and second SCSI enclosure ser-
vices (SES) processor modules organized as leader proces-
sors, and third and fourth controller cards having third and
fourth SCSI enclosure services (SES) processor modules
organized as subordinate processors the third and fourth con-
troller cards electrically connected to the first and second
controller cards, wherein the first SES processor and the third
SES processor are presented within the storage network as a
single logical entity on the first of the dual loops, and the
second SES processor and the fourth SES processor are pre-
sented within the storage network as a single logical entity on
the second of the dual loops.

In another embodiment, the present invention 1s a method
of manufacturing an array of storage devices compliant with
a fibre-channel arbitrated loop (FC-AL) specification, com-
prising providing first and second controllers having inte-
grated first and second SCSI enclosure services (SES) pro-
cessing devices acting as leader processors; and providing
third and fourth controllers coupled to the first and second
controllers and acting as subordinate processors, the third and
fourth controllers having integrated third and fourth SCSI
enclosure services (SES) processing devices, wherein each of
the SES processing devices synchronizes and merges data to
create a single control 1image for the entire configuration,
presenting a single SES 1nstance to a storage device intercon-
nect network and to host controller software.

BRIEF DESCRIPTION OF THE DRAWINGS

In order that the advantages of the invention will be readily
understood, a more particular description of the imvention
briefly described above will be rendered by reference to spe-
cific embodiments that are illustrated 1n the appended draw-
ings. Understanding that these drawings depict only typical
embodiments of the mvention and are not therefore to be
considered to be limiting of 1ts scope, the mvention will be
described and explained with additional specificity and detail
through the use of the accompanying drawings, 1n which:

FIG. 1 1llustrates a single high density switched-bunch-of-
disks (SBOD) enclosure which can be logically partitioned
into two virtual SBOD enclosures or be managed as a single
monolithic SBOD enclosure entity;

FIG. 2 illustrates an example enclosure management ser-
vices communications network configuration;

FIG. 3 describes example inter enclosure management ser-
vices processor communications according to the present
imnvention; and

FIGS. 4 and 5 depict example enclosure status pages
reflecting single virtual enclosures maintaining status pages
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tor individual virtual enclosure resources (FIG. 4) and status
pages retlecting all of the resources of the enclosure (FIG. §5).

DETAILED DESCRIPTION OF THE DRAWINGS

Some of the functional units described 1n this specification
have been labeled as modules 1n order to more particularly
emphasize their implementation independence. For example,
a module may be implemented as a hardware circuit compris-
ing custom VLSI circuits or gate arrays, off-the-shelf semi-
conductors such as logic chips, transistors, or other discrete
components. A module may also be implemented 1n program-
mable hardware devices such as field programmable gate
arrays, programmable array logic, programmable logic
devices, or the like.

Modules may also be implemented 1n software for execu-
tion by various types of processors. An 1dentified module of
executable code may, for instance, comprise one or more
physical or logical blocks of computer instructions which
may, for mstance, be organized as an object, procedure, or
function. Nevertheless, the executables of an 1dentified mod-
ule need not be physically located together, but may comprise
disparate instructions stored in different locations which,
when joined logically together, comprise the module and
achieve the stated purpose for the module.

Indeed, a module of executable code may be a single
instruction, or many instructions, and may even be distributed
over several different code segments, among different pro-
grams, and across several memory devices. Similarly, opera-
tional data may be identified and illustrated herein within
modules, and may be embodied 1n any suitable form and
organized within any suitable type of data structure. The
operational data may be collected as a single data set, or may
be distributed over different locations including over different
storage devices, and may exist, at least partially, merely as
clectronic signals on a system or network.

Reference throughout this specification to “one embodi-
ment,” “an embodiment,” or similar language means that a
particular feature, structure, or characteristic described in
connection with the embodiment 1s included 1n at least one
embodiment of the present invention. Thus, appearances of
the phrases “in one embodiment,” “in an embodiment,” and
similar language throughout this specification may, but do not
necessarily, all refer to the same embodiment.

Furthermore, the described features, structures, or charac-
teristics of the invention may be combined 1n any suitable
manner 1 one or more embodiments. In the following
description, numerous specific details are provided, such as
examples of programming, software modules, user selec-
tions, network transactions, database queries, database struc-
tures, hardware modules, hardware circuits, hardware chips,
etc., to provide a thorough understanding of embodiments of
the invention. One skilled 1n the relevant art will recognize,
however, that the invention may be practiced without one or
more of the specific details, or with other methods, compo-
nents, materials, and so forth. In other instances, well-known
structures, materials, or operations are not shown or described
in detail to avoid obscuring aspects of the invention.

In a RAID storage system, the storage device network
fabric consists of devices that require support processor mod-
ules to manage and maintain the operational state of the
network. In the case of modular storage systems, the support
processors may also be used to manage a modular enclosure’s
enclosure management services. The enclosure management
services support processor can include a SCSI Enclosure

Services processor module (SES) or (SESP) that 1s capable of

being an mitiator device within the storage device communi-
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4

cations network. The present invention manages the number
enclosure management services processors that are presented
as FC-AL loop target devices to the FC-AL communications
fabric network minimizing the enclosure services manage-
ment device addressing overhead seen by the fabric while

optimizing the number of storage devices that are presented to
the fabric and addressable by the FC-AL nitiators.

In this configuration, a logical representation of a set of
enclosure management services processors 1s presented as a
single FC-AL target device instance to the storage device
fabric while enabling full management of enclosure and FC-
AL loop resources on each FC-AL loop of a dual loop parr.
Managing the physical and logical resources in this manner
preserves the existing system management and RAID con-
troller software that interacts with the enclosure management
services and HDD communications fabric management soft-
ware.

The present mvention 1s directed to an apparatus config-
ured such that four (4) enclosure management services pro-
cessor modules [e.g., SCSI Enclosure Services (SES) proces-
sors] are presented as two logical entities, one on each FC-AL
dual loop, thus conserving the number of FC-AL addresses
that are consumed by each enclosure for management ser-
vices. The conserved addresses can in turn be utilized for
addressing storage devices on the fabric.

FIGS. 1a, 15 and 1c¢ illustrate a single high density SBOD
enclosure module 10 in front, rear, and right side views,
respectively. Enclosure 10 can be logically partitioned into
two independent virtual SBOD enclosures 10 or be managed
as a single monolithic SBOD enclosure entity. Enclosure 10
as depicted includes such subcomponentry as Operator dis-
play panels 11, 13, power supplies 12, 14, SBOD controller
cards 16, 18, 26, and 28, and blower devices 22, 24. An array
of HDDs 20 i1s distributed throughout the enclosure 10 as
shown which are separated by plenum 30, backplanes 40 and
42, and midplanes 32 and 33. Finally, a feedthru cards 36 are
shown.

In the wvirtual enclosure contexts, each virtual enclosure
module can be configured as an mndependent FC-AL enclo-
sure that may be placed on independent FC-AL dual loops via
external connections [using separate optics, cables, intercon-
nect infrastructure] or the two virtual enclosures may be
configured such that both virtual enclosures are present on a
single FC-AL dual loop as a single mechanical instance. In
the second configuration [single enclosure instance] inter-
enclosure connectivity can be leveraged to interconnect the
two virtual enclosures internally as a cascaded, trunked string
ol two enclosures within the enclosure packaging, forming an
interdependent configuration. The third configuration option
1s to manage all of the resources of the physical enclosure as
a single physical and logical entity. The implementation of
this third configuration option and the management of the
optimization of the FC-AL communications architecture
addressing limitations 1s the focus of the present invention.

FIG. 2 describes an enclosure management services com-
munications network configuration 38. Configuration 38
includes the various subcomponentry described in FIG. 1,
including power supplies 12, 14, operator display panels 11,
13, SBOD controller cards 16, 18, 26 and 28, several DDM
devices 20, and midplanes 32, 33. FIG. 2 also shows enclo-
sure backplanes 40, 42, and four SES processor 44 devices
integrated 1nto each respective SBOD controller card 16, 18,
26, and 28. In addition, several network protocols connecting
the various subcomponentry are described, including scal-
able component interface (SCI), inter-integrated circuit

(I12C), and the like.
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FIG. 2 depicts a layout of resources such that the SES
processors 44 of each FC-AL loop can access/address all
enclosure resources for management purposes as shown.
Each SES processor 44 monitors and manages both the enclo-
sure 10 common resources and 1ts local resources that only
processor 44 can access and manage due to physical connec-
tivity. The capability of each SES processor 44 to access the
common enclosure resources and communication with the
peer SES processors 44 allows for the creation of a logical
SES entity comprised of a set of physical enclosure manage-
ment resources for each FC-AL loop of a dual loop.

FI1G. 3 describes inter-enclosure management services pro-
cessor communications according to the present mvention,
and shows the configuration of the SES processors 44 (includ-
ing SBOD switches 46) that are presented to the FC-AL
storage device communications network [SBOD Controller
Card 16-SES and SBOD Controller Card 18-SES] and the
subordinate SES processors 44 that are not presented to the
FC-AL storage network. In the depicted configuration,
SBOD controller card 26 1s subordinate to SBOD controller
card 16 and SBOD controller card 28 1s subordinate to SBOD
controller card 18 The depicted leader SES processors 44
(integrated into cards 16, 18) manage the communications
interface to the respective RAID controller via the commu-
nications network and manage the dispatch of tasks required
between the leader and subordinate SES processors 44 of
cach FC-AL dual loop. This configuration of SES processors
44 1ntertacing to the FC-AL network minimizes the number
of FC-AL addresses required on each FC-AL dual loop for
cach enclosure 10.

In this schema, the enclosure management services firm-
ware that 1s running on the local SES processors 44 1s used to
hide the fact that there 1s a physical partitioming of the enclo-
sure resources. BEach SES processor 44 [whether leader or
subordinate] will synchronize and merge the data from its
virtual enclosure peer and create a single control image for the
entire enclosure. A single SES instance 1s presented to the
storage device interconnect network and to the host controller
software.

FIGS. 4 and 5 describe the differences between how 1ndi-
vidual single virtual enclosures would each maintain a status
page for theirr individual virtual enclosure resources [16
devices as shown 1n FIG. 4] and how the 1images are merged
and combined such that the presentation of a single enclosure
instance 1s provided by the enclosure status page for all of the
resources [32 devices as depicted 1n FIG. 5].

When operating 1n this mode, the architecture and structure
of the resources permits the enclosure management services
to switch the identity of the leader and subordinate SES
devices by changing which SES device 1s presented to the
FC-AL network via the switch 46 ports. This would be helpiul
in the case where the SES FC-AL port of the FC-AL switch-
ing device 46 failed and the capability to communicate to the
FC-AL fabric 1s lost through that port. The virtual enclosure
peer can take over and reconfigure the FC-AL switches to
place 1ts SES port of the second FC-AL switch on the FC-AL
network and pick up responsibility for the leader SES role.

Implementing and utilizing the example implementations
of the present invention as described can provide a simple,
clfective method of providing for hierarchical enclosure man-
agement services, and serves to maximize the performance of
the storage system. While one or more embodiments of the
present mvention have been illustrated in detail, the skilled
artisan will appreciate that modifications and adaptations to
those embodiments may be made without departing from the
scope of the present mnvention as set forth 1n the following
claims.
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What 1s claimed 1s:
1. A configuration of an array of storage devices compliant
with a fibre-channel arbitrated loop (FC-AL) specification,
comprising;
a plurality of storage devices;
first and second controllers coupled to the plurality of
storage devices, the first and second controllers includ-
ing integrated first and second SCSI enclosure services
(SES) processing devices acting as leader processors;
and
third and fourth controllers coupled to the first and second
controllers and to the plurality of storage devices, the
third and fourth controller acting as subordinate proces-
sors and including integrated third and fourth SCSI
enclosure services (SES) processing devices, wherein:

cach of the SES processing devices synchronizes and
merges data, including status data maintained by each of
the SES processing devices mto a single status page
reflecting the resources of an enclosure, to create a single
control image for the entire configuration, and presents a
single SES 1nstance to a storage device interconnect
network and to host controller software.

2. The array of claim 1, further including a switch device
connecting the first controller to the array of storage devices
to distribute data to the storage devices.

3. The array of claim 1, wherein the first and third SES
processing devices are connected via a midplane structure.

4. The array of claim 1, wherein physical partitioming of
any of the SES processing devices 1s concealed using enclo-
sure management services firmware running on each of the
SES processing devices.

5. The array of claim 2, wherein, upon a failure of the
switch device, the designation of leader and subordinate SES
processing devices 1s changed to present a different SES
instance to the storage device interconnect network.

6. The array of claim 5, wherein changing the designation
of leader and subordinate SES processing devices 1s per-
formed using enclosure management services firmware run-
ning on each of the SES processing devices.

7. A system for managing data within a fibre channel arbi-
trated loop (FC-AL) dual loop storage network, comprising;:

a first controller card including a first small computer sys-

tems interface (SCSI) enclosure services (SES) proces-
sor module organized as a first leader processor;

a second controller card including a second SES processor

module organized as a second leader processor;

a third controller card including a third SES processor

module organized as a first subordinate processor; and

a fourth controller card including a fourth SES processor
module organized as a second subordinate processor, the
third and fourth controller cards electrically connected
to the first and second controller cards, wherein:

the first SES processor and the third SES processor are
configured to synchronize and merge data, including
status data maintained by each of the first and third SES
processors into a first status page retlecting the resources
of a first enclosure, and presented within the storage
network as a single logical entity on a first loop of the
dual loops, and

the second SES processor and the fourth SES processor are
configured to synchronize and merge data, including
status data maintained by each of the second and fourth
SES processors mto a second status page reflecting the
resources ol a second enclosure, and presented within
the storage network as a single logical entity on a second
loop of the dual loops.
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8. The system of claim 7, further including a switching
device integrated into the first controller card for routing data
throughout the storage network.

9. The system of claim 7, wherein the first and third SES
processors are connected via a midplane structure.

10. The system of claim 7, wherein physical partitioning of
any of the SES processors 1s concealed using enclosure man-
agement services firmware running on each of the SES pro-
CESSOrSs.

11. The system of claim 8, wherein, upon a failure of the
switching device, the designation of leader and subordinate
SES processors 1s changed to present a different SES instance
to the storage network.

12. The system of claim 11, wherein changing the desig-
nation of leader and subordinate SES processors 1s performed

using enclosure management services firmware running on
cach of the SES processors.

13. A method of manufacturing an array of storage devices
compliant with a fibre-channel arbitrated loop (FC-AL)
specification, comprising;

providing a plurality of storage devices;

providing first and second controllers including integrated
first and second SCSI enclosure services (SES) process-
ing devices acting as leader processors;

coupling the first and second controller to the plurality of
storage devices;

providing third and fourth controllers acting as subordinate
processors, the third and fourth controllers including
integrated third and fourth SES processing devices,
respectively;
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coupling the third and fourth controllers to the first con-
troller, the second controller, and the plurality of storage
devices, wherein:

cach of the SES processing devices synchronizes and

merges data, including status data maintained by each of
the SES processing devices mto a single status page
reflecting the resources of an enclosure, to create a single
control 1mage for the entire configuration, presenting a
single SES 1nstance to a storage device interconnect
network and to host controller software.

14. The method of manufacture of claim 13, further includ-
ing providing a switch device connecting the first controller to
the array of storage devices to distribute data to the storage
devices.

15. The method of manufacture of claim 13, wherein the
first and third SES processing devices are connected via a
midplane structure.

16. The method of manufacture of claim 13, wherein physi-
cal partitioming of any of the SES processing devices 1s con-
cealed using enclosure management services firmware run-
ning on each of the SES processing devices.

17. The method of manufacture of claim 14, wherein, upon
a failure of the switch device, the designation of leader and
subordinate SES processing devices 1s changed to present a
different SES instance to the storage device interconnect net-
work.

18. The method of manufacture of claim 17, wherein
changing the designation of leader and subordinate SES pro-
cessing devices 1s performed using enclosure management
services firmware running on each of the SES processing
devices.
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