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SYSTEM AND METHOD FOR REALIZING
THE RESOURCE DISTRIBUTION IN THE
COMMUNICATION NETWORK

FIELD OF THE INVENTION

The present invention relates to a technical field of network

communication, particularly to a system and a method for
implementing resource allocation in network communica-
tion.

BACKGROUND OF THE INVENTION

As network communication technology develops, usually
there are special transmission demands for specific services
in network communication. Therefore, it 1s necessary to con-
trol network resources to meet the transmission demands of
specific services, e.g., restrict File Transfer Protocol (FTP)
bandwidth on the backbone network, provide higher priority
for database access, realize Internet Service Providers (ISP)
providing different transmission for voice, video, and other
real-time services and provide bandwidth and low time delay
assurance for time-sensitive multimedia services.

To this end, Internet Protocol Quality of Service (IP QOS)
technology appeared. IP QOS refers to the capability of pro-
viding services over IP networks, 1.e., provide required ser-
vice capability for specific flows across under-layer 1P net-
works including Frame Relay (FR), Asynchronous Transier
Mode (ATM), Ethernet, and Synchronous Digital Hierarchy
(SDH); usually, the technical criteria used to measure IP QOS
include:

bandwidth/throughput: which refers to the mean velocity
of flows for specific application between two nodes;

time delay: which refers to the average round-trip time of a
data packet between two nodes in the network;

dithering: which refers to vanation of the time delay;

loss rate: which refers to the percentage of lost packets
during transmission in the network and 1s used to measure the
capability of the network in forwarding subscriber data cor-
rectly;

availability: which refers to the percentage of the available
service time during which the network can provide service for
subscribers.

To implement the end-to-end QOS tunction in the commu-
nication network, usually each network element, e.g., router,
Ethernet switch, etc., shall have the capability of classitying
messages and providing different processing, queue manage-
ment, and dispatching for different classes of messages to
meet different QOS requirements of different services, as
well as providing traffic supervision and control, traffic shap-
ing, adjusting message output speed, and determining
whether to allow the subscriber’s data tlow to use network
resources.

IP QOS includes Resource Reserve Protocol-based
(RSVP-based) Integrated Service (IntServ), which 1s an end-
to-end tlow-based QOS technology; with that technology,
before communication, the applications at two ends shall set
up an end-to-end commumication path with out-of-band
RSVP signaling according to class of service and the require-
ment for network resources, and each router along the path
shall record state information of each flow and provide cor-
responding service assurance.

To seek for expansibility and simplicity, IETF orgamization
has put forward Difference Service (DiffServ) technology,
which 1s a class-based QOS technology and 1s mainly used in
the backbone network; the technology classifies services,
performs flow control, and sets DSCP (Difference Service
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Code Point) domain of the message at the network ingress
according to requirements ol services; 1t distinguishes com-
munication types in the network according to the predefined
(QOS mechanism and provides policies, including resource
allocation, queue dispatching, and packet discarding, for Per
Hop Behave (PHB); all nodes 1n the DiffServ domain will
obey PHB according to the DSCP field 1n packets.

To 1ncorporate the advantages of above IntServ and Dail-
Serv, Integrated Service over Diflerence Service (IntServ
over DiffServ) model 1s developed, which presumes the two
ends of the communication network support IntServ/RSVP
and regards some domains that don’t support IntServ/RSVP
along the end-to-end path, e.g., DiffServ domain. The Diil-
Serv domain 1s regarded as a virtual connection 1n the IntServ
domain; flow-based RSVPs are transmitted transparently 1n
the DiffServ domain to the other end; certain bandwidth 1s
reserved between the two ends. As shown in FIG. 1, the
bandwidth from the source end to ingress of the DiffServ
domain and from egress of the DiffServ domain to the desti-
nation end 1s guaranteed; however, 1n the DiffServ domain,
the bandwidth 1s only guaranteed for aggregate tlows but may
not be guaranteed for individual flows. To overcome the phe-
nomenon, the DiffServ domain shall support Aggregate
Resource Reserve Protocol (RSVP).

The aggregate RSVP collects tlow-based RSVP requests at
ingress node of the DiffServ domain, aggregates the requests,
and then requests for a total bandwidth from the egress node
of the DiffServ domain. When there 1s anew RSVP request or
a Cancel request, the aggregate RSVP adjusts the reserved
bandwidth between edges of the DiffServ domain. Since the
total bandwidth 1s exactly the sum of the bandwidths of indi-
vidual flows, end-to-end QOS assurance can be provided.

Even though IntServ over DiffServ technology can imple-
ment reasonable allocation of communication network
resources, 1t has the following disadvantages:

(1) the technology 1s only applicable to IP network and 1s
tightly coupled with RSVP; 1t applicability 1s limited;

(2) the technology 1s only suitable for aggregate model but
1s not suitable for peer-to-peer model;

(3) the resulting aggregate tlow from data flows 1s solely
determined by the network, and there 1s no interaction with
the application terminals; therefore, the network has to main-
tain and manage a large quantity of resource allocation policy
information;

(4) 1t has no aggregate bandwidth pre-allocation mecha-
nism; instead, 1t employs first application flow-triggered
establishment mechanism;

(5) there 1s no aggregate bandwidth allocation mechanism
between the host and the Aggregator/De-Aggregator; there-
fore, 1n the Client/Server model, the Aggregator/De-Aggre-
gator connected with the server has to support a large amount
of data tlow-based queues;

(6) 1t has no resource preemption mechanism.

As Multi-protocol Label Switch (MPLS) technology
emerges, people begin to try to solve QOS problem of traffic
transmission with MPLS, including MPLS DiffServ and
MPLS TE. The combination of MPLS and DiffServ 1s
referred to as MPLS DifiServ (or MPLS CoS), which means
to aggregate DSCPs or labels at edge of the network and
process DSCP-based PHB or label-based forwarding at core
of the network. While MPLS TE utilizes LSP supporting
route presentation capability and pilot network traific on the
premise of limited network resources so as to match the actual
network tratfic load with the physical network resources and
thereby improving QOS of the network.

DS-Aware TE 1s a MPLS-based indirect QOS technology,

which optimizes network resource utilization through reason-
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able resource configuration and effective control of routing
process. Since MPLS incorporates Lay-2 and Lay-3 tech-
nologies, it has intrinsic advantages in solving traific engi-
neering. MPLS tratfic engineering optimizes network perior-
mance through Searchmg for possible paths that meet the
requirements of traific relay with a set of route-constraining,
parameters. During setup, MPLS LSP carries some constraint
conditions, e.g., bandwidth, affiliation property, etc. and sets
up a satisfactory path through calculating restricted routes.

However, as shown in FIG. 2, if the sum of all Expedite
Forwarding-type (EF)-type LSP bandwidths exceeds 50% of
the total bandwidth, the time delay will exceed M1 ms, which
means the traffic transmission requirements can’t be met.
Therefore, the EF service bandwidth shall be controlled
strictly within 50%. As shown 1n FIG. 3, suppose the band-
width between A and E 1s 200M, the bandwidths between E
and C, between C and D, between D and F, as well as between
Fand E are all 100M, and a 20M EF flow has been established
on the path through A, E, F and D through calculation of
restricted paths; 11 another 20M EF-type tlow from A to D 1s
to be established, but 1t 1s found through calculation at point
A that the bandwidth on the path through A, E, F and D meets
the requirement and 1s optimal; because 1t 1s unable to know
whether the sum of LSP bandwidth for EF tlow established at
point E has exceeded 50% of the total bandwidth during the
calculation of restricted routes, point A only knows there 1s an
80M bandwidth from point E to point F. Therefore, 1t 1s
possible that the time delay for EF-type LSP established at
point E 1s not guaranteed. A solution 1s to expand existing
Multi-protocol Label Switch Traific Engineering (MPLS
TE), 1.e., Multi-protocol Label Switch Difference Service-
Aware Trailic Engineering (MPLS DS-Aware TE), to inform

resource occupation information at point E of point A.

The basic 1dea of MPLS DS-Aware TE 1s to enhance the

class-based constraint condition on the basis of original
MPLS TE, 1.e., the nodes 1n the MPLS DS-Aware TE domain

disseminate resource and occupation information according
to each subscriber-defined service class to each other through
Interior Gateway Protocol (IGP); during the connection 1s set
up, MPLS signaling protocol specifies not only bandwidth
but also service type, EF or Assured Forwarding (AF), which
specifies the type to which the resource pertains to, so that the

network resources are utilized to the best according to the
subscribers’ demands.

However, the existing DS-Aware TE still has the following,
disadvantages: it 1s only applicable to MPLS network; 1t only
solves the QOS problem 1n a single autonomous system (AS)
but can’t solve the QOS problem across ASs; 1n addition, 1t
can not solve the end-to-end QOS problem and doesn’t sup-
port multicast resource requests, and thus 1ts applicability
range 15 limited.

SUMMARY OF THE INVENTION

An object of the present invention 1s to provide a system
and method for implementing resource allocation 1n network
communication, 1n order to solve end-to-end QOS problem 1n
network communication.

The object of the present invention 1s attained as follows: a
system for implementing resource allocation in network com-
munication, comprising: one or more Quality of Service
(QOS) Autonomous Systems, 1.€., QOS domain, a separate
resource allocation solution being configured in each QOS
domain; end-to-end resource allocation for data flows being
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4

implemented on the basis of reserved resources 1n said one or
more QOS domains.

Said QOS domain further comprises:

a QOS edge router (QER), which 1s located at the edge of
the QOS domain, connected to the source, destination of data
flows or other QOS domains, responsible for establishing
resource reservation path for aggregate flow generated from
the data flows among QOS domains and in the QOS domain,
and maintains the state of the aggregate tlow;

a QOS Core Router (QCR), which 1s located in the QOS
domain and designed to establish resource reservation path
for the aggregate tlow 1n the QOS domain.

said QOS domain may equal to a route Autonomous Sys-
tem (AS) or AREA 1n the network or not.

Said QOS domain also comprises:

a Policy Server(PS), each QOS domain being configured
with a policy server, which 1s used to maintain the resource
allocation solution related with the QOS domain, 1.€., coop-
crate with the QOS edge router and the QOS core router to
allocate resources for the aggregate tlow.

Said system also comprises an application terminal, which
turther comprises:

a source terminal, which generates outgoing data tlows and
send a resource request message for the data tlows to the QOS
edge router;

a destination terminal, which finally receives the incoming
data flows, 1.e., serves as the destination end of the data flows.

A method for implementing resource allocation 1n network
communication based on the above system, comprising:
dividing the communication network into a plurality of QOS
domains; determining resource allocation solutions in the
QOS domains, between the QOS domains, and between the
application terminals and the commumication network, to
implement resource allocation for each aggregate flow and
thereby implement end-to-end resource allocation for data
flows.

Said aggregate flows are the flows obtained in the 1ngress
edge router of QOS domain through classifying and aggre-
gating the data flows according to the information carried 1n
the data flows, said ingress edge router of QOS domain being
the edge router through which the data flows tlow into the
QOS domain; said plurality of aggregate flows are distin-
guished by different aggregate flow IDs; said IDs are deter-
mined by said ingress edge router of QOS domain.

The first approach to implement said method comprises the
following steps:

a. an application source terminal transmitting a resource
request message to the mgress edge router of a QOS domain
for the data flow to be transmitted:

b. said resource request message passing through the
ingress edge router of each QOS domain and the egress edge
router of each QOS domain 1n turn, adding the edge router 1D
of each passed QOS domain in the edge router list of the
resource request message, said egress edge router of the QOS
domain being the QOS edge router through which the data
flows output from the QOS domain;

c. storing said edge router list in the QOS edge router
connected with the destination terminal of the data flows, and
continuing to send said resource request message to the des-
tination terminal;

d. the destination terminal returning a resource allocation
message towards the source terminal that sends the resource
request message;

¢. the QOS edge router, which receives the resource allo-
cation message, determining the resource allocation path
according to the stored edge router list, transmitting the
resource allocation message for the data flows along the
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determined resource allocation path, judging the condition of
resource reservation for aggregate flows between the passed
QOS edge router and adjacent QOS edge router, performing
necessary adjustment, and returning said resource allocation
message to the application source terminal finally.

Said step e further comprises:

¢l. the last QOS edge router, which receives the resource
allocation message, allocating resources between the desti-
nation terminal and the QOS edge router, attaching the edge
router list stored 1n the QOS edge router to said resource
allocation message, and continuing to forward said resource
allocation message;

¢2. when the resource allocation message passing through
cach QOS edge router, checking the adjacent QOS edge
router ID 1n the edge router list, and judging whether there are
enough resources between the QOS edge router and the adja-
cent QOS edge router; if so, continuing to forward said
resource allocation message and executing step €4; otherwise
executing step €3;

¢3. activating a resource allocation process for aggregate
flows between said two QERSs to perform resource allocation
and continuing to forward said resource allocation message;

e4. the QOS edge router, which 1s connected with the
application source terminal, recerving said resource alloca-
tion message, perform resource allocation, removing the edge
router list from said resource allocation message, and then
forwarding said resource allocation message to the applica-
tion source terminal;

¢5. the application source terminal receiving said resource
allocation message and allocating resources.

Said activating the resource allocation process for aggre-
gate flows to perform resource allocation 1n step €3 com-
Prises:

if the QOS edge router adjacent to said QOS edge router 1s
the next hop, said QOS edge router sending a resource request
for aggregate flows to the QOS edge router at the next hop, the
QOS edge router at the next hop performing resource alloca-
tion for the aggregate tlows and returning a resource alloca-
tion message for aggregate tlows;

if the QOS edge router adjacent to said QOS edge router 1s
the previous hop, said QOS edge router performing resource
allocation for the aggregate flows and sending a resource
allocation message for aggregate flows and a resource allo-
cation message for data flows together to the QOS edge router
at the previous hop; for an IP network, the two messages may
be carried in the same message;

Said previous hop or next hop 1s the previous hop or next
hop 1n the data tlow transmitting direction.

Said method further comprises: when recerving the
resource request and resource allocation messages for data
flows, the QOS core router transmits said message transpar-
ently.

Said resource request and resource allocation messages for
aggregate flows comprise: source address, destination
address, 1D, and traffic parameter description for said aggre-
gate tlows.

The second approach to implement said method comprises
the following steps:

al 1. a terminal application 1nitiating a resource request for
data flows to the policy server of the adjacent QOS domain;

b11. said policy server determining the aggregate tlow 1D
for the data tlows, calculating the path 1n the current QOS
domain for the data flows and the next QOS domain, and
torwarding the resource request to the policy server of the
next QOS domain;

cl1. the policy server of each QOS domain processing in
the same way, and the policy server of the QOS domain
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6

connected with the destination terminal forwarding the
request message for the data flows to the destination terminal;

d11. at the destination terminal determining the resources
that can be allocated to the data flow and returning a resource
allocation message to the policy server;

¢11.the policy server allocating resources for the aggregate
flow at the nodes along the path through the current QOS
domain and forwarding the resource allocation message for
the data flows to the policy server of the previous QOS
domain 1n the data flow transmitting direction;

111. the application source terminal recerving said resource
allocation message and allocating resources.

Said resource request and resource allocation messages for
the data flows comprise: source address, destination address,
and flow 1D, aggregate flow 1D, traflic parameter description,
and QOS edge router list.

Said step a or all further comprises: determining said
resource request message 1s acceptable at the ingress of each
QOS domain.

Said policy server determines the resource allocation solu-
tion according to the topology information and resource
occupation condition in the QOS domain where said policy
Server 1s.

Said resource allocation method for the aggregate flow
COmprises:

fixed allocation method: the quantity of allocated resources
1s equal to the quantity that 1s requested by the aggregate tlow;

incremental allocation method: allocate the resources 1n a
certain granularity, and the quantity of allocated resources
will be greater than or equal to the quantity requested by the
aggregate tlow; each granularity defining a fixed quantity of
resources.

Said QOS edge router 1s determined through judging
whether the QOS domain of the interface at previous hop/next
hop 1s 1dentical.

Said method further comprises the processing procedures
for preemption of resources allocated to an aggregate flow
with low priority by an aggregate flow with high prionity, 1.e.,
when an aggregate flow with high priority creates a resource
request but the pre-allocated resources are not enough, 1t
preempts unused resources allocated to an aggregate flow
with low priority, and thus performing the resource pre-allo-
cation to the aggregate tlow with high priority.

Said method further comprises the processing procedures
through which the resources allocated to the aggregate tlow 1s
released, 1.e., when the accumulative total of the resources to
be released 1s determined to have reached to the predefined
quantity of the resources, the resources allocated to the aggre-
gate flow 1s released.

In said method, different QOS domains may use difierent
intra-domain resource allocation methods in them; said
resource allocation methods comprising signaling-based
resource allocation methods and policy server-based resource
allocation methods.

Said method also comprises: the application source termi-
nal sending path detection messages to the destination termi-
nal, the QOS edge router or policy server connected with the
destination terminal storing the edge router list, detecting
whether the data flow path has changed; 11 the data flow path
has changed, establishing a new resource allocation and can-
celing the old resource allocation; otherwise taking no pro-
cessing.

Said method also comprises: when the aggregate tlow path
in a QOS domain 1s different from the data tlows path passing
through the QOS domain, or when there are a plurality of
equivalent cost paths 1n said QOS domain, establishing a
tunnel between the edge router at ingress of the QOS domain
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and the edge router at egress of the QOS domain, and forcing
to forward the data flows through the established tunnel dur-
ing data flow transmission.

Said method further comprises a process of statistical
adjustment of pre-allocated resources, comprising: adjusting
the pre-allocated resources according to the mean rate and
time delay parameters of the aggregate tflow periodically.

It can be seen from the above technical solution that the
method for managing the communication network through
dividing 1t into a plurality of QOS domains according to the
present invention solves the end-to-end QOS problem effec-
tively and has the following advantages:

according to the present invention, end-to-end path infor-
mation 1s maintained only at the edge router of the QOS
domain connected with source/destination terminal, while
the edge routers of other QOS domains maintain only edge-
to-edge resource reservation information for aggregate flows,
which reduces significantly flow state information main-
tained at other network nodes as well as overhead of signaling,
protocol processing and storage at network nodes; 1n order to
reserve resources for aggregate tlows, special queues are usu-
ally allocated for the aggregate flows; therefore, the required
number of queues 1s reduced significantly when compared
with IntServ approach, and thereby the aggregate flow state
information at the network nodes 1s reduced;

the QOS domains are 1n a peer-to-peer mode to each other;
therefore, the present imnvention 1s applicable to both peer-to-
peer network model and hierarchical network model;

as long as IP transmission 1s used between the two ends,
different QOS domains may use different intra-domain
resource allocation modes; therefore, the method according
to the present invention can {facilitate interconnection
between diflerent networks, and thereby the applicability of
the present invention 1s expanded;

the edge nodes obtain data flow identification mode
through dynamic protocol; such identification mode only
require IP information instead of information on application
layer; therefore, the flow classification 1s simple to implement
and needs small configuration workload;

according to the present imnvention, aggregate tlows with
high priority can preempt resources pre-allocated to aggre-
gate flows with low priority, which ensures effective resource
utilization and doesn’t affect data tlows that have been allo-
cated with resources;

the resource pre-allocation or incremental resource alloca-
tion approach reduces effectively the frequency of resource
allocation and release as well as the overhead on signaling
protocol, and thereby makes the network stable;

since the resources are allocated on the edge routers at next
hops, multicast resource requests 1s supported and setup of
resource reservation path can be further accelerated;

in most cases, according to the present invention, there are
enough resources among edge routers of QOS domains, and
thereby 1t 1s unnecessary to initiate the itra-domain resource
allocation mechamsm; instead, only QER processing 1is
required for end-to-end resource allocation; therefore, the
mean path setup time 1s relatively short.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic diagram of DiffServ-based IntServ
model.

FI1G. 2 1s a resource allocation curve diagram of DS-Aware
TE technical solution;

FIG. 3 1s a networking diagram of DS-Aware TE;

FI1G. 4 1s structural diagram 1 of the system according to
the present invention;
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FIG. § 1s a diagram of procedures of the method according
to the present invention;

FIG. 6 1s a diagram of working procedures of the policy
server shown 1n FIG. 4;

FIG. 7 1s structural diagram 2 of the system according to
the present invention.

(L]

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

The present invention solves end-to-end QOS problem for
data flows 1n network communication and can be referred to
as Class-Based Integrated Service (CB-IntServ). It combines
the control plane of IntServ with the forwarding plane of
DiffServ to provide end-to-end QOS assurance 1n any net-
work, whatever the scale or topology of the network 1s. In
addition, the present invention can be implemented both 1n
individual domains, across domains and across ASs.

Providing end-to-end QOS assurance for individual data
flows doesn’t means steam-based end-to-end paths must be
used; instead, for a single network device, what 1s only
required 1s to reserve enough resources for data tlows passing
through it, 1.e., resource reservation can be aggregated, this 1s
because, 1n the case of resource reservation, employing mul-
tiple QOS queues for the same class of data flows delivers the
same effect as employing only one queue substantially; how-
ever, 1n view that different classes of services have different
QOS requirements and different tratfic models, the resources
for them have to be treated differently.

In order to determine the quantity of resources to be
reserved at a network device, the resource request for data
flows has to be sent to every node (1.e., network device) on the
transmission path; that function can be implemented through
signaling, policy server, or other approaches.

Similar to the case of a single network device, for a seg-
ment 1n the network, 1t 1s conceivable that the QOS of each
data flow passing through that segment can be assured as long
as the resources reserved for the class of service among the
edges of the segment are enough; likewise, 1n order to deter-
mine the quantity of resources to be reserved 1n a segment, the
resource request for data flows has to be informed of every
segment.

Usually, the resource reservation comprises two stages,
1.€., resource request stage and resource allocation stage; 1n
RSVP, the resource allocation follows the resource request;
for a single data service, employing resource pre-allocation
will severely waste network resources and result 1n frequent
signaling interaction and affect network stability; however,
for an aggregated class (1.e., an aggregate tlow), the probabil-
ity of concurrency of all data flows 1s very low due to statis-
tical multiplexing; 1n addition, the number of aggregate tlows
are limited, 1t 1s therefore possible to pre-allocate resources
for aggregate flows and increase the quantity of resources
dynamically 1n case that the pre-allocated resources are not

enough.

In detail, the system for implementing resource allocation
in network communication according to the present invention
comprises a plurality of QOS Autonomous Systems herein-
alter referred to as QOS-AS or QOS domain, each of which 1s
managed separately and a unified QOS policy 1s used in one
QOS domain; said QOS-AS may equal to a route AS or an
ARFEA or not, and the simplest QOS-AS 1s a device with its
interfaces.

Internally, a QOS-AS may be implemented through a plu-
rality of protocols, e.g., IP, ATM, FR, MPLS and Ethernet, or
with sufficient bandwidth and transparent to the external.
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Hereunder the present invention 1s further described, with an
IP network as the example. The QOS domain according to the
present mvention comprises:

QOS Edge Routers (QER ), which are located at the edge of
a QOS-AS and are connected to application terminals or other
QOS-ASs, responsible for classification, labeling, policy, and
shaping, etc., for the entire QOS-AS, serving as signaling
start point and end point 1in the QOS-AS, and responsible for
establishing resource reservation paths for aggregate flows
between the edges and maintaiming states of the aggregate
flows;

If a QER 1s connected with another QOS-AS or an appli-
cation terminal, resources reservation between the QER and
the application terminal or between the QER and a QER of
another domain can be performed through a certain signaling
protocol; 1f connected with the application terminal, the QER
1s called as QOS Application Edge Router (QAER), which

stores the states of data flows;

A QER may belong to two QOS-ASs; 1n that case, the link
on the QER also belongs to the two QOS-ASs, and the QER
1s virtualized as two QERs;

If connected with a QOS-AS 1n a heterogeneous network
(e.g., ATM), the QER 1s also responsible for mapping QOS
parameters between the different networks.

QOS Core Router (QCR), which 1s located 1n the QOS-AS
and 1s responsible for only forwarding messages, runming the

signaling protocol 1n the QOS domain, establishing resource
reservation paths for aggregate flows between QERs, and
storing state information of the aggregate flows, since the
QER has performed classification, labeling, policy, and shap-
ing, etc.;

Both QCR and QER are defined with respect to a certain
data flow; 1t 1s possible that a physical router may be a QCR

for some data tlows and a QER for some other data flows at the
same time.

Application terminals, which may be intelligent terminals
server, PC, PDA, or serving as s sources or destinations for
data flows; an application terminal sends resource request
messages to the network via QAER; if the resources meet the
requirements, 1t will perform communication with assured
QOS; i1f the communication 1s bidirectional, the application
terminal 1s both the sender and the recerver and will request
for or reserve resources 1n both directions; 1n addition, the
application terminal can make the QAER 1dentify 1t exclu-
stvely by a unique identifier, €.g., address or port information
sent from the application terminal.

Policy server: when an application terminal requests for
resources actively to the network, the network will decide
whether to allocate resources for it according to a certain
policy, e.g., charge, security, etc.; 11 the number of data flows
1s small, that function may be implemented on the QAER;
however, when scale of the network and subscriber 1is
expanded, policy servers are required to do the work; 1n
addition, the policy server may be active to configure the
QERs of QOS domains and to allocate resources for aggre-
gate flows, wherein the policy server allocates resources
according to topology information and link resource occupa-
tion condition in the QOS domains.

The ultimate approach to solve QOS problem 1n network
communication 1s to assure end-to-end resources (e.g., band-
width) for data tlows; the method for resource allocation in
network communication according to the present invention
employs technologies including assurance by domain, pre-
allocation, and dynamic adjustment (including incremental
allocation and statistical adjustment) to solve QOS problem;
the method according to the present invention comprises
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resource allocation solutions 1n a QOS domain, among QOS
domains, and between the application terminal and the net-
work, wherein:

resource allocation solution 1n a QOS domain: the data
flows are aggregated into a limited number of aggregate
flows, e.g., Expedited Forwarding (EF) and Assured For-
warding (AF) defined 1n DifiServ system, at the QERs of the
QOS domain, and the resources are allocated for the aggre-
gate tlows from edge to edge 1n the QOS domain, which 1s
equivalent to establishing a dedicated aggregate tlow tunnel
between QERs of the QOS domain;

in addition, a unique IDs shall be determined for the aggre-
gate flows with a certain method, e.g., Difiserv Code Point 1n
IPv4/v6, flow-label in IPv6, EXP in MPLS, or 802.1p 1n
Ethernet etc., and mapping to each other 1s required across
heterogeneous networks;

the resource allocation method may be implemented
through signaling or policy server;

the requirements for the signaling protocol mm a QOS
domain include:

1. 1t shall mitiate from and end at QERS;

2. 1t shall run on the QCRs along the path;

3. 1t shall have request, allocation, cancel, acknowledge-
ment, and error report messages;

4. the data carried 1n the request message shall include
source QER, destination QER, aggregate flow 1D, and traffic
parameter description, etc;

5. the data carried 1n the allocation message shall include:
source QER, destination QER, aggregate flow 1D, acknowl-
edged or modified traffic parameter description, etc.;

6. 1t shall support incremental allocation, 1.e., add or reduce
resources for a certain aggregate tlow 1n a certain granularity
on the basis of originally allocated resources;

7. 1t shall support resource preemption, 1.€., an aggregate
flow with high priority can preempt unused resources allo-
cated to an aggregate tlow with low priority upon request;

8. 1t shall guarantee reliable transmission based on the
protocol on transport layer;

9. 1t shall support multicasting;

10. every node along the path shall maintain the state of
cach aggregate flow.

The requirements for policy server include:

1. 1t can obtain link state (1.¢., topology information of the
(QOS domain) from network devices of the QOS domain as
well as mnformation on network resource utilization and
source 1dlesse 1n the QOS domain;

2. 1t can calculate edge-to-edge paths that meet the require-
ments of resource requests;

3. 1t can configure the quantity of reserved resources at
every node along the path.

Resource allocation requires support from network nodes
(network devices along the transmission path); 1f the network
devices have enough capability, they can reserve resources
for every <source QER, destination QER, and aggregate flow
ID> triplet, and perform classification and dispatching on the
basis of the triplets; 11 the devices haven’t enough capability,
they may reserve resources for every aggregate flow 1D and
perform classification and dispatching on the basis of the
aggregate flows; 1in either of above cases, each network node
has to maintain <source QER, destination QER, aggregate
flow ID, reserved resources> information.

Resource allocation among QOS domains: after the
resources are allocated and reserved for aggregate tlows in
QOS domains, an edge-to-edge channel 1s formed; however,
to achieve end-to-end resource reservation, the edge-to-edge
channels 1n multiple domains have to be connected; therefore,
resources have to be allocated among QOS domains; through
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combining resource allocation 1n QOS domains and resource
allocation among QOS domains, an edge-to-edge resource
reservation channel can be established across the entire net-
work;

similarly, the resource allocation among QOS domains
may be implemented on the basis of signaling or policy
Server;

the requirements for the signaling protocol among domains
include:

1. 1t only runs between QERs and 1s unnecessary to run
between QCRs or between QCR and QER;

2.1t 1s unnecessary to reserve resources 1f the QER belongs
to two QOS domains at the same time;

3. 1t shall have request, allocation, cancel, acknowledge-
ment, and error report messages;

4. the data carried 1n the request message shall include
source QER, destination QER, aggregate tlow 1D, and tratfic
parameter description, etc;

5. the data carried 1n the allocation message shall include:
source QER, destination QER, aggregate tflow 1D, acknowl-
edged or modified tratfic parameter description, etc.;

6. 1t shall support incremental allocation, 1.¢., add or reduce
resources for a certain aggregate tlow 1n a certain granularity
on the basis of originally allocated resources;

7. 1t shall support resource preemption, 1.€., an aggregate
flow with high priority can preempt unused resources allo-
cated to an aggregate flow with low priority upon request;

8. 1t shall guarantee reliable transmission based on the
protocol on transport layer;

9. 1t shall support multicasting;

10. the QERSs shall maintain the state of aggregate tlows.

The requirements for policy server include:

1. each QOS domain shall have its own policy server; 1t 1s
unnecessary that the entire network should be managed by the
same policy server;

2. the policy servers shall exchange edge-to-edge resource
reservation and resource 1dlesse information 1n their respec-
tive domains with each other;

3. 1t can obtain resource utilization imnformation between
QERs i two domains;

4. after the policy server 1n a QOS domain calculates the
edge-to-edge resource path in the QOS domain, 1t informs the
path to the policy server 1n the next QOS domain;

5. the policy server 1n each domain 1s responsible for con-
figuring the nodes 1n the domain along the edge-to-edge path
across the entire network;

If the QOS domains have enough capability, they may
reserve resources for every (source QER, destination QER,
aggregate flow ID) triplet and perform classification and dis-
patching on the basis of the triplets; i the QOS domain
haven’t enough capability, they may reserve resources for
every aggregate flow ID and perform classification and dis-
patching on the basis of the aggregate flows.

Resource allocation between the application terminals and
the network: after the edge-to-edge resource reservation
channel across the entire network 1s established, it 1s neces-
sary to perform resource allocation between the application
terminals and the network and adjust edge-to-edge resource
reservation across the network, 1 order to finally implement
end-to-end resource allocation for data flows:

There are two approaches for resource allocation between
the application terminals and the network: one 1s to allocate
resources for aggregate tlows; the other 1s to allocate
resources for data tlows; the second approach 1s a step of the
first approach, 1.e., pre-allocation;

The first approach, 1.e., allocate resources for aggregate
flows, 1s stmilar to resource allocation among QOS domains;
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since the allocated resources are for aggregate flows, the
destination address of remote application 1s unknown, and
therefore the reservation 1s not end-to-end; there are two
approaches for resource allocation for aggregate flows: one 1s
that the QAER allocates resources actively; the other 1s that
the application terminals request for resources to QAERSs via
the policy servers; in case that the QAER host allocates
resources actively, the host don’t participate 1n resource allo-
cation, and the resources for aggregate tlows are only allo-
cated on the QAER, which may be regarded as a proxy; in
case that source allocation i1s performed through policy
server, the host may request for resources to the policy server
with out-of-band, in-band mechanisms, and, atter the request
1s accepted, the policy server informs the QAER to allocate
resources;

The second approach 1s to allocate resources for data tlows
and 1t 1s a part of end-to-end resource allocation; since the
application terminals are diverse, the life cycles of data flows
are different; therefore, the resource allocation 1s performed
through a dynamic end-to-end signaling protocol; the
requirements for the end-to-end signaling include:

1.1t canrun between an application terminal and the QAER
as well as between application terminals;

2. QERs shall be aware of the protocol and process accord-
ingly; however, messages shall be transmitted between QERSs
transparently through the end-to-end signaling protocol;

3. 1t shall have request, allocation, cancel, acknowledge-
ment, and error report messages;

4. the data carried 1n the request message shall include:
source address, destination address, flow 1D, proposed aggre-
gate flow ID, traific parameter description, and list of passed
QERs, etc.;

5. the data carried 1n the resource allocation message shall
include: source address, destination address, flow ID, allo-
cated aggregate tlow ID, acknowledged or modified traffic
parameter description, and end-to-end QER list, etc.;

6. as the request message 1s transmitted 1n the network and,
the passed node shall identify whether 1t 1s a QER 1tself; 11 so,
the node adds the 1ts ID 1n the QER list 1n the message;

7. the QER list shall be removed from the request/alloca-
tion message between the QER and the application terminal;

8. when the end-to-end allocation message 1s returned to a
QER, the QER shall check whether enough resources have
been allocated for the aggregate tlows between itself and
another QER; 11 not, the signaling protocol mechanism in the
domain/between the domains 1s triggered to perform incre-
mental resource allocation between the two QERS;

9. the QER connected to the source shall determine the
class of the aggregate tlow; 1t may use the proposed class 1n
the request message or assign a different class;

10. the request message shall be retransmitted periodically
to detect whether the QERs along the end-to-end path have
changed;

11. 1t shall guarantee reliable transmission with a protocol
on transport layer;

12. 1t shall support multicasting;

13. the protocol used may be the same as the protocol for
resource allocation between domains; however, the working
between application and QER or between QERs may be a
different one;

14. the resource allocation protocol 1n the domain can be
distinguished easily;

15. only the QAER maintains the states of data tlows; the
QAER connected with the destination shall contain a QER
list; other QERs don’t maintain the states of data tlows.

The resource allocation process for data flows as described
above 1s an end-to-end resource allocation process; whereas
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the resource allocation process for aggregate flows comprises
resource allocation between application terminal and QAER,
resource allocation in QOS domains, and resource allocation
between QOS domains and are performed 1n individual sec-
tions; the combination of the two resource allocation mecha-
nisms constitute the QOS resource allocation process across
the entire network.

To simplily the implementation, the end-to-end signaling,
protocol may be the same as that used between QOS domains,
1.€., messages for data flow and aggregate flow are transmitted
through the same protocol, however, in different application
environments, the protocol behaves as the resource allocation
protocol for data flows or resource allocation protocol for
aggregate tlows.

Hereunder, the method according to the present invention
(1.e., the entire process of end-to-end resource allocation) 1s
described with reference to the attached drawings:

As shown 1n FIG. 4, APP1 1s the source terminal, APP2 1s
the destination terminal, R1-R4 are four QOA edge routers,
PS1 1s the policy server of QOS domain 1 (QOS-AS1), and
PS2 is the policy server of QOS domain 2 (QOS-AS2); the
resource allocation process 1n the network structure 1n FI1G. 4
1s shown 1n FIG. 5, comprising:

step 1: the source terminal APP1 initiating a resource
request message containing source address <APP1>, destina-
tion address <APP2>, flow ID <Source Port, Dest Port, Pro-
tocol>, proposed aggregate flow ID <DSCP1>, and traific
parameter description, etc.;

step 2: the edge router R1 directly connected with source
terminal APP1 interacting with the policy server PS1 to judge
whether the request can be accepted; 11 the request 1s rejected,
returning a request failure message; if the request 1s accepted,
determining that the aggregate tlow ID 1s DSCP2, which may
be 1dentical to or different from DSCP1; then checking
whether there are enough resources for aggregate flow
DSCP2 between the source terminal APP1 and the edge
router R1; if the resources are not enough, returning a request
fallure message; otherwise adding R1 ID 1n the QER list of
the resource request message and forwarding the resource
request message;

step 3: when the resource request message passes through
the edge router R2, R2 confirming itself 1s the QER of the data
flow through detecting that the interface at the previous hop or
the next hop belongs to different QOS-ASs, adding ID of
itself in the QER list of the request message, and forwarding
the resource request message;

step 4: at the edge router R3, since the message enters into
a new QOS domain, the edge router R3 interacting with the
policy server PS2 of QOS-AS2 to judge whether to accept the
resource request; 1f the request 1s rejected, R3 returning a
resource request failure message; otherwise R3 forwarding
the request message;

step 5: at the edge router R4, which 1s directly connected
with the destination terminal APP2, confirming itself 1s the
QAER for the data flow through detecting that the interface at
the next hop 1s connected with the destination terminal, add-
ing 1D of itself 1n the QER list of the request message, and
judging whether there are enough resources for the aggregate
flow between the edge router R4 and the destination terminal
APP2; 11 the resources are not enough, returning a request
failure message to the source terminal APP1; otherwise stor-
ing the QER list, and forwarding the request message with the
removed QER list to the destination terminal APP2;

step 6: the destination terminal APP2 determining the
available resources for data flow and returning an allocation
message to the source terminal APP1;
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steps 7 and 8: at the edge router R4, allocating resources for
the aggregate flow between the edge router R4 and the desti-
nation terminal APP2, adding the QER list 1n and forwarding
the resource allocation message, and judging whether there
are enough resources between the edge router R4 and the edge
router R3 at the same time; if the resources are enough,
transmitting the resource allocation message for the data tlow
to the edge router R3; otherwise, at the edge router R4, acti-
vating the resource allocation process for the aggregate tlow
between the edge router R4 and the edge router R3, and at the
same time transmitting the resource allocation message for
the data tflow and a resource allocation message for the aggre-
gate tlow together to the edge router R3, wherein i an IP
network, the two messages can be included 1n the same pro-
tocol packet, and when the messages reaches to the edge
router R3, the edge router R3 retrieves the R4 1D from the
QER l1st;

1T a node between the edge router R4 and the edge router R3
can’t meet the resource allocation requirements, 1t sending an
allocation failure message for the aggregate flow to the edge
router R4 as well as a request failure message for the aggre-
gate flow to the edge router R3; when recerving the failure
messages, the edge router R4 sending an end-to-end alloca-
tion failure message to the destination terminal APP2;

steps 9, 10 and 11: when the allocation message passes
through the edge router R3, the edge router R2, or the edge
router R1, each edge router (R3, R2, or R1) retrieving the
previous QER ID from the QER list, checking whether there
are enough reserved resources between itself and the previous
QER or the next QER; 11 the resources are enough, the QER
forwarding the allocation message to the source terminal
APP1, otherwise activating the signaling protocol process in
the domain, between the domains to allocate resources; 1 the
allocation 1s successiul, the QER continuing to forward the
end-to-end resource allocation message to the source termi-
nal APP1; i1 the allocation fails, the QER sending a request
failure message to the source terminal APP1 and sending an
allocation failure message to the destination terminal APP2;

11 the QER 1n a QOS domain doesn’t record the state of
resource reservation for aggregate flow between itself and the
previous QFER 1n the transmission direction of the data flow,
the method used for resource adjustment for the aggregate
flow shall be slightly different from that described in steps 7
and 8; please refer to steps 12, 13 and 14, the method shall be:
the edge router R1 checking whether there are enough
resources between itsell and the edge router R2; 11 the
resources are enough, removing the QER list and sending the
end-to-end resource allocation message to the source termi-
nal APP1; 1f the resources are not enough, the edge router R1
sending a resource request message for the aggregate flow to
the edge router R2; when receiving the resource allocation
message from the edge router R2, removing the QER list and
sending the end-to-end allocation message to the source ter-
minal APP1, such a resource allocation mode supports mul-
ticast resource allocation and can speed up establishment of
the resource reservation path;

step 15: the source terminal APP1 allocating resources for
the data flows and accomplishing the end-to-end resource
allocation process.

Hereunder the working procedures of the policy server in
the method according to the present invention are described in
detail with reference to the attached drawings. As shown 1n
FIG. 6, there 15 a policy server in each of the QOS-Ass, which
1s referred to as PS1 and PS2 respectively; the policy server
PS1 and the policy server PS2 exchange information about
theirr QOS-ASs and the managed edge nodes with each other
and collect information on resource allocation at the nodes 1n
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(QOS-ASs; 1n addition, the policy server PS1 and the policy
server PS2 allocate resources for aggregate flows in domains
and between the QERs and the application terminals and
cooperate with each other to allocate resources for the aggre-
gate flows between the QOS domains; the specific procedures
include:

1. the source terminal APP1 1nitiating a resource request to
the policy server PS1, with the destination address as desti-
nation terminal APP2; said resource request message contain-
ing source address <APP1>, destination address <APP2>,
flow 1D <Source Port, Dest Port, Protocol::-, proposed aggre-
gate flow ID <DSCP1>, and trailic parameter description,
elc.;

2. the policy server PS1 determining the aggregate tlow 1D
as DSCP2, which may be identical to or different from
DSCP1, learming that the path will enter mto QOS-AS2
through searching 1n the route table, etc., of the nodes 1n the
domain, and forwarding the request message to the policy
server PS2;

3. the policy server PS2 learming that the destination ter-
minal APP2 i1s directly connected with the current domain
through searching in the route table, etc., of the nodes 1n the
domain, and forwarding the request message to the destina-
tion terminal APP2;

4. at the destination terminal APP2, determining the
resource that 1s available to the data flow and returning the
resource allocation message to the policy server PS2;

5. the policy server PS2 checking whether there are enough
resources between the edge router R3 and the edge router R4;
if there are not enough resources, further checking whether
there are enough remaining resources; 1f the remaining
resources are not enough, sending a request failure message
to the policy server PS1 and sending a resource allocation
fallure message to the destination terminal APP2; it the
remaining resources are enough, allocating resources for the
agoregate tlows between the edge router R3 and the edge
router R4 1n an incremental manner, and forwarding the allo-
cation message to the policy server PS1;

6. processing at the policy server PS1 being the same as that
at the policy server PS2;

7. allocating resources at the source terminal APP1.

In the case of a single IP QOS domain, the simplified
processing procedures of the method according to the present
invention are as follows:

in the single IP QOS domain as shown in FIG. 7, above
procedures can be simplified as follows: the end-to-end sig-
naling protocol and the protocol for resource allocation in the
domain are combined 1nto one protocol, and 1t 1s unnecessary
to record the QER list; the specific working procedures com-
prise:

1. the source terminal APP3 1nitiating a resource request
message containing source address <APP3>, destination
address <APP4>, flow ID <Source Port, Dest Port, Protocol>,
proposed aggregate flow ID <DSCP3>, and traffic parameter
description, etc.;

2. determining the aggregate tlow 1D as DSCP4 at the edge
router RS directly connected with source terminal APP3,
which may be 1dentical to or different from DSCP3;

3. transmitting the end-to-end request at the nodes between
the edge router RS and the edge router R6 transparently;

4. at the edge router R6, recording the data flow ID and
corresponding aggregate flow 1D;

5. at the destination terminal APP4, determining the avail-
able resources for the flow, returning an allocation message to
the source terminal APP3; said message containing applica-

tion address <APP3>, destination address <APP4>, flow ID
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<Source Port, Dest Port, Protocol>, allocated aggregate tlow
ID <DSCP4>, and acknowledged tratfic parameter descrip-
tion, etc.;

6. allocating resources for the aggregate tlow on the entire
path between the edge router R6 and the edge router R5; 1t the
resources are not enough, returning a resource request failure
message to the source terminal APP3 and sending an alloca-
tion failure message to the destination terminal APP4;

7. at the edge router RS, recording the data tlow ID and the
corresponding aggregate flow 1D;

8. at the source terminal APP3, allocating resources for the
data tlow.

The method according to the present invention further
comprises the processing procedures in case that the end-to-
end path changes:

when the end-to-end path changes, the control plane shall
be aware of such change and change the resource allocation
accordingly.

In signaling protocol processing case, as shown in FIG. 4,
the processing procedures comprise:

1. storing the QER list information 1n the state of data tlow
on the QAER, 1.e., the edge router R4, that 1s directly con-
nected with the destination terminal APP2;

2. the source terminal APP1 retransmitting the end-to-end
request message periodically to detect whether the path has
changed;

3. when the request message reaches to the QAER, 1.e., the
edge router R4, that 1s directly connected with the destination
terminal APP2, there being three cases: 1) the current QAER
1s different from the previous passed QAER; herein the cur-
rent QAER 1s referred to as the edge router R4'; 2) the current
QAER 1s the same as the previous passed QAER, but the QER
lists thereof are different; 3) the QAERSs are the same, and so
are the QER lists; then going to steps 4, 5 and 6, respectively;

4. 1n the case of above 1), the new QAER, 1.¢., the edge
router R4' returning a new end-to-end allocation message; the
old QAER, 1.e., the edge router R4, as the result of timeout,
sending a Cancel Allocation message to the source terminal
APP1 and sending a Cancel Request message to the destina-
tion terminal APP2;

5. 1n the case of above 2), the edge router R4 creating new
flow state information and sending a new allocation message
(containing the new QER list) to the source terminal APP1,
and, after the flow state information (containing the old QER
list) times out, sending a Cancel Allocation message to the
source terminal APP1;

6. 1n the case of above 3), no processing.

In the case of policy server processing, the processing
procedures are as follows:

1. storing the list of passed QERs 1n the current QOS
domain in the data flow state at the policy server PS1 and the
policy server PS2;

2. the source terminal APP1 retransmitting the end-to-end
request message periodically to detect whether the path has
changed;

3. when the request message reaches to the policy server
PS2 via the policy server PS1, the policy server PS1 and the
policy server PS2 calculating whether the passed QERs in the
corresponding domains have changed, respectively; if the
QERs have changed, canceling the resource allocation for the
aggregate flow between the old (QERs, and allocating
resources for the aggregate flow between the new QFERs;

4. the policy server PS1 and the policy server PS2 cooper-
ating with each other to calculate whether the pair of QERSs
across domainss has changed; 1f the pair of QERs has
changed, canceling the resource allocation for the aggregate
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flow between the old QERSs, and allocating resources for the
aggregate flow between the new QERs.

The method according to the present mvention further
comprises processing procedures ol resource dispatching for
the aggregate flow; said processing procedures comprising
the following three procedures:

statistical adjustment of pre-allocated resources: during
iitialization, edge-to-edge resources are pre-allocated, so
that frequent signaling interaction and resource allocation
and release can be avoided 1n most cases; however, 1f the
pre-allocated resources don’t meet the statistical characteris-
tics of the aggregate flow, such a mechanism will not provide
expected efficacy; thus adjustment of pre-allocated resources
has to be performed periodically or aperiodically; for end-to-
end signaling, the time 1nterval between such adjustments 1s
longer;

the adjustments may be performed manually or automati-
cally, whenever the resources are found as insuilicient or
excessive for a long time; 1t can be seen that the basis of such
adjustments 1s measurement of usage ol edge-to-edge
resources, as follows:

1. recording each pair of edge-to-edge pre-allocated
resources at the QER;

2. setting a measuring interval;

3. calculating the edge-to-edge mean rate, time delay, etc.,
within the interval;

4. adjusting the resources within the next internal to meet
the statistical characteristics within the next internal.

Usually, the subscriber’s participation 1s required when the
bandwidth 1s adjusted between a host and the QAER, for
example, when the subscriber subscribes some kind of ser-
vice 1n an in-band or out-of-band manner, the network allo-
cates appropriate bandwidth to the subscriber.

Incremental adjustment: as the result of aggregation, edge-
to-edge resource allocation i1s incremental, that 1s to say,
adding or reducing resources based on originally allocated
resources, instead of updating resources 1 an end-to-end
manner just like the end-to-end. The two signaling protocols
shall be different from each other 1n the request and allocation
messages so as to enable the messages to differ from the
messages for resource reservation;

to further reduce frequent resource dispatching, resources
may be allocated 1n an incremental manner at a certain granu-
larity (called resource granularity); each resource granularity
determines a fixed quantity of resources, €.g., each granular-
ity can be determined as 100K ; for example, if the requested
quantity of resources 1s 350K, 4 granularities may be allo-
cated to meet the current resource request; at the same time, 1t
can meet subsequent resource requests to certain extent, 1.¢.,
the quantity of allocated resources for the current aggregate
flow 1s greater than or equal to the requested quantity of
resources;

during resource release, if the quantity of resources to be
released hasn’t reached to the boundary of the granularity, no
resources will be released for the aggregate tlow, until the
accumulative quantity of resources to be released reaches to
the boundary of the granularity.

Resource preemption: though edge-to-edge resources are
pre-allocated for aggregate flows, an aggregate flow may
preempt resources pre-allocated to an aggregate flow with
low priority when it has a new resource request but the pre-
allocated resources are not enough; the sequence is: from the
lowest priority up to the current priority;

when the preempted resources are released, starting from
the aggregate flow with the next priority, it will judge whether
the current resources of the aggregate tlow are less than the
pre-allocated resources, and release the resources to 1t 1t so.
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The unit of resource preemption 1s also resource granular-
ty.

For a QOS domain with only one router and interfaces
thereof, the above three processing procedures can also be
performed at a single router.

In the present mvention, when requesting for resources
between the application terminal and the network, the request
message carries the flow 1D, through which the QAER can
nerefore 1dentity the flow and set priority for 1t according to
ne allocated aggregate tlow ID; the QAER also determines
ne Commit Access Rate (CAR) to ensure the data flow meets
ne stated traffic characteristics.

In the present invention, local resource dispatching shall
take advantage of IP statistical multiplexing; the reserved
resources ol the aggregate tlows can be shared dynamically
among the aggregate flows; 1n a processing cycle, unused
resources of aggregate flows with high priorities can be used
by aggregate tlows with low priorities.

In the present invention, to ensure the data tlow path equals
to the aggregate flow path (i.e., ensure the data flow 1s trans-
mitted along the reserved path), the following solution may be
used: 1 a QOS-AS, the path of a data flow 1s defined with
source address and destination address of the flow, while the
path of an aggregate tlow 1s defined with addresses of the
QERSs at two ends; 1n special cases, it 1s possible that the two
paths don’t equal to each other, for instance:

1. Route policy or policy-based routing 1s enforced at a
node along the path, causing the route 1s not the Metric-based
optimal route; such a node 1s usually an ASBR or ABR;

2. There are multiple equivalent paths in the QOS-AS but
resource allocation 1s only carried out on one of them;
resources are not allocated on other paths;

In the first case, if QER equals to ASBR/ABR and there 1s
no node on which route policy/policy-based routing 1s
enforced 1n the QOS-AS, the two paths equal to each other; 1f
the path of the aggregate tflow 1s different to that of the data
flow passing through the QOS-AS, the 1ssue can be solved
through establishing a tunnel between the QERs and forcing
to forward the application flows through the tunnel;

In the second case, the 1ssue can be only solved through
establishing a tunnel between the QERs.

During the working process, the end-to-end signaling pro-
tocol involved in the present invention shall identify the QERSs
for the tflow as follows:

At the network device, configuring the interfaces of 1t into
3 types:

a. Subscriber interface, which 1s connected to the sub-
scriber directly or via a network without QOS;

b. Interface 1n QOS-AS, which 1s directly connected to a
node 1n the QOS-AS; (default)

c. Interface between QOS-ASs, which 1s connected to a
node 1n a different QOS-AS.

Ifa QER 1s cross two QOS-ASs, all of 1ts interfaces shall be
configured as interfaces between QOS-ASs, and the QOS-AS
IDs shall be configured for 1t.

When a request message reaches to the network device, it
calculates the interface at previous hop/next hop, and deter-
mines the QER according to the combination of interfaces at
next hop/previous hop as follows:

a/a: Connected to subscribers at both ends, QAER;

a/b or b/a: QAER;

a/c or c/a;: QAER;

b/b: not QER;

b/c or ¢/b: QER;

c/c: Judging whether the QOS-AS IDs of the two 1nterfaces
are the same; 11 they are not the same, it 1s a QER; otherwise
it 1s not a QER.

t
t
t
t
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The mvention claimed 1s:
1. A system for implementing class-based end-to-end

resource allocation for data flows 1n network communication,
comprising;

a source terminal;
a destination terminal;

a plurality of Quality of Service (QOS) domains with sepa-
rate resource allocation solutions, comprising a QOS
domain connected to the source terminal, a QOS domain

connected to the destination terminal and at least one
other QOS domain;

wherein each of the QOS domains comprises a plurality of
QOS Edge Routers (QERs), a plurality of QOS Core
Routers (QCRs) and a policy server;

wherein the QERSs, connected with the source terminal, the
destination terminal and a second QER of another QOS
domain, are adapted to establish a resource reservation
path between edges of the QOS domains for an aggre-
gate flow generated from data flows from the source
terminal, wherein only the QERs connected with the
source terminal and the destination terminal are adapted

to maintain the state of the aggregate tlow, while the
QERs other than the QERs connected with the source
terminal and the destination terminal are adapted to
maintain only an edge-to-edge resource reservation for
the aggregate tlow;

the QCRs, connected with the QERs in the same QOS
domain, are adapted to establish an intra-domain
resource reservation path between the QERs for the
aggregate tlow;

the source terminal 1s adapted for generating the data tlows

and sending a resource request message for the data
flows to the QERs;

the destination terminal 1s adapted for recerving the data
flows; and

the policy server, cooperating with the QERs and the QCRs
in the same domain, 1s adapted to perform resource
allocation for the aggregate flow.

2. A method for implementing class-based end-to-end

resource allocation for data flows 1n network communication
based on the system of claim 1, comprising:

establishing a resource reservation path between edges of
the QOS domains for an aggregate tlow generated from
data tlows from the source terminal by the QERSs con-
nected with the source terminal, the destination terminal
and a QER of another QOS domain, wherein only the
QERs connected with the source terminal and the desti-
nation terminal are adapted to maintain the state of the
aggregate flow, while the QERs other than the QERs
connected with the source terminal and the destination
terminal are adapted to maintain only an edge-to-edge
resource reservation for the aggregate flow;

establishing an intra-domain resource reservation path
between the QERs for the aggregate flow, by the QCRs
connected with the QERSs 1n the same QOS domain; and

performing resource allocation for the aggregate flow by
the policy server.

3. The method according to claim 2, further comprising:

a. transmitting a resource request message from the source
terminal to the mngress QER of a QOS domain for the
data flows wherein said resource request message passes
through the ingress QER of each QOS domain and an
egress QER of each QOS domain 1n turn, adding the
QER ID of each passed QOS domain 1n the edge router

list of the resource request message;
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b. storing said edge router list in the QER connected with
the destination terminal of the data flows, and continuing
to send said resource request message to the destination
terminal;

c. returning a resource allocation message towards the
source terminal from the destination terminal; and

d. determining the resource allocation path according to the
stored edge router list, transmitting the resource alloca-
tion message for the data flows along the determined
resource allocation path, judging the condition of
resource reservation for aggregate flows between the
passed QER and an adjacent QER, performing resource
reservation adjustment, and returning said resource allo-
cation message to the source terminal using the QER
which recerves the resource allocation message.

4. The method according to claim 3, wherein said step d
further comprises:

d1. allocating resources between the destination terminal
and the QER, attaching the edge router list stored 1n the
QER to said resource allocation message, and continu-
ing to forward said resource allocation message with the
last QER which recerves the resource allocation mes-
sage;

d2. when the resource allocation message passes through
the QER of each QOS domain, checking the adjacent
QER ID of the QOS domain 1n the edge router list, and
judging whether there are enough resources between the
QER and the adjacent QER; 11 so, continuing to forward
said resource allocation message and executing step d4;
otherwise executing step d3;

d3. activating a resource allocation process for aggregate
flows to perform resource allocation and continuing to
forward said resource allocation message;

d4.recerving said resource allocation message, performing,
resource allocation, removing the edge router list from
said resource allocation message, and then forwarding,
said resource allocation message to the source terminal
with the QER connected with the source terminal;

d5. recerving said resource allocation message and allocat-
ing resources at the source terminal.

5. The method according to claim 4, wherein said activat-
ing the resource allocation process for aggregate flows to
perform resource allocation 1n step d3 comprises:

i1 the adjacent QER 1s the next hop, said QER sending a
resource request for aggregate tlows to the adjacent QER
at the next hop, the QER at the next hop performing
resource allocation for the aggregate tlows and returning
a resource allocation message for aggregate flows;

1f the adjacent QER 1s the previous hop, said QER perform-
ing resource allocation for the aggregate flows and send-
ing a resource allocation message for aggregate tlows
and a resource allocation message for data tlows
together to the adjacent QER at the previous hop;

wherein for an IP network, the two messages are carried 1n
the same message;

and

said previous hop or next hop being the previous hop or
next hop 1n the data flow transmitting direction.

6. The method according to claim 5, wherein said resource
request and resource allocation messages for aggregate tlows
comprise: source address, destination address, 1D, and traffic
parameter description for said aggregate tflows.

7. The method according to claim 4, wherein said resource
allocation method for the aggregate flow comprises at least
one of:
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a fixed allocation method: wherein the quantity of allo-
cated resources 1s equal to the quantity that 1s requested
by the aggregate flow; or

an incremental allocation method: wherein resources are

allocated 1n a certain granularity, and the quantity of 5

allocated resources will be greater than or equal to the
quantity requested by the aggregate flow; each granular-
ity defining a fixed quantity of resources.

8. The method according to claim 3, further comprising:

when receiving the resource request and resource alloca-

tion messages for data flows, the QCR transmitting said
message transparently.

9. The method according to claim 3, wherein said resource
request and resource allocation messages for the data flows
comprise: source address, destination address, and flow 1D,
aggregate tlow ID, traffic parameter description, and QOS
edge router list.

10. The method according to claim 3, wherein said step a
turther comprises: determining that said resource request
message 1s acceptable at the 1ngress of each QOS domain.

11. The method according to claim 3, wherein said QER 1s
determined through judging whether the QOS domain of the
interface at previous hop or next hop 1s 1dentical.

12. The method according to claim 3, further comprising
the processing procedures for preemption of resources allo-
cated to an aggregate flow with low priority by an aggregate
flow with high priority, wherein when an aggregate tflow with
high priority creates a resource request but the pre-allocated
resources are not enough, unused resources allocated to an
aggregate flow with low prionty are preempted, and the
resource pre-allocation to the aggregate flow with high prior-
ity 1s performed.

13. The method according to claim 3, further comprising
the processing procedures through which the resources allo-
cated to the aggregate flow 1s released, wherein when the
accumulative total of the resources to be released 1s deter-
mined to have reached to the predefined quantity of the
resources, the resources allocated to the aggregate flow are
released.

14. The method according to claim 3, wherein different
QOS domains may use different intra-domain resource allo-
cation methods in them; said resource allocation methods
comprising a signaling-based resource allocation method and
a policy server-based resource allocation method.

15. The method according to claim 3, further comprising:

sending path detection messages to the destination termi-

nal with the source terminal;

storing the edge router list with a QER or policy server

connected with the destination terminal;
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detecting whether the data flow path has changed; and

establishing a new resource allocation and canceling the

old resource allocation 1f the data flow path has changed,;
otherwise taking no processing.

16. The method according to claim 3, further comprising:

when the aggregate tlow path 1n a QOS domain 1s different

from the data flows path passing through the QOS
domain, or when there are a plurality of equivalent paths
in the QOS domain,

establishing a tunnel between the edge router at ingress of

the QOS domain and the edge router at egress of the
QOS domain; and

forcing the data flows forward through the established tun-

nel during data flow transmission.

17. The method according to claim 3, further comprising a
process of statistical adjustment of pre-allocated resources,
which comprises: adjusting the pre-allocated resources
according to the mean rate and time delay parameters of the
aggregate tlow periodically.

18. The method according to claim 2, further comprising:

all.nmitiating a resource request for data flows to the policy

server of an adjacent QOS domain;

b11. determining the aggregate flow ID for the data flows,

calculating the path 1n a current QOS domain for the data
flows and a next QOS domain, and forwarding the
resource request to the policy server of the next QOS
domain at the policy server;

c11. processing in the same way at the policy server of each

QOS domain, and forwarding the request message for
the data flows to the destination terminal from the policy
server of a QOS domain connected with the destination
terminal;

d11. determining the resources that can be allocated to the

data flow and returning a resource allocation message to
the policy server at the destination terminal;

c¢ll. allocating resources for the aggregate flow at the

nodes along the path through the current QOS domain
and forwarding the resource allocation message for the
data flows to the policy server of a previous QOS domain
in the data flow transmitting direction with the policy
Server;

f11. recerving said resource allocation message and allo-

cating resources with the source terminal.

19. The method according to claim 18, wherein said policy
server determines the resource allocation solution according
to the topology information and resource occupation condi-
tion 1n a QOS domain where said policy server 1s located.
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