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STORED DATA PROCESSING APPARATUS,
STORAGE APPARATUS, AND STORED DATA
PROCESSING PROGRAM

FIELD OF THE INVENTION

The present invention relates to a storage apparatus that

performs recovery operations associated with a read error and
a stored data processing apparatus and stored data processing
program used for the storage apparatus.

DESCRIPTION OF THE RELATED ART

The recording capacity of an HDD (Hard Disk Drive) has
been increasing, and hard disks of 200 G bytes or more are
now available. Along with the increase 1n recording capacity,
the degree of damage becomes severe 1n the case where a read
error occurs 1n one given sector. In particular, in the case
where a read error occurs in one given sector corresponding to
a location where directory imnformation concerning to data
management 1n an HDD has been recorded, enormous num-
bers of data may be damaged. The seriousness of the damage
increases as the recording amount increases.

As ameans for avoiding troubles specific to such an HDD,
a system 1n which one HDD 1s configured as part of an array
has been available. In this system, if there exists any drive that
has got a read error, another HDD provided for increasing,
redundancy 1s used to recover the drive data. In order to
enhance the resistance of a single HDD against such an error,
a method that adds an ECC (Error Correcting Code) to the
information 1n the sector has been adopted. Each sector on a
disk medium 1s composed of SB (syncbyte), DATA, and ECC.

Assume that a read error occurs 1n a given sector. At this
time, a data buifer 1n an HDD retains data receitved from a
sector at which readout operation 1s started to a sector which
1s one sector before a sector where the read error has occurred.
I1 the data readout operation from the sector at which the read
error has occurred does not succeed even when retry 1is
attempted, the HDD cannot load effective data into the data
builer and therefore cannot send the effective data to a higher-
level device. When the data recovery fails eventually, the
HDD notifies the higher-level device of a read error and ends
the readout operation.

As a prior art relating to the present invention, there 1s
known a file control apparatus (refer to e.g., Patent Document
1: Jpn. Pat. Appln. Laid-Open Publication No. 5-35416) that
prepares a buller corresponding to the size of data of each the
track and performs data check processing 1n units of tracks.
Further, there 1s known a data recording method (refer to e.g.,
Patent Document 2: Jpn. Pat. Appln. Laid-Open Publication
No. 8-124318) that adds a parity forming LCD (Long Dis-
tance Code) to each sector, adds parity sector data to each
predetermined number of sectors, calculates parity sector
data for each predetermined number of sectors, and uses the
parity sector data to make correction when correction using,
the parity forming the LDC 1s disabled at reproduction time.

Although the error correction capability itself using the
ECC gradually increases, a new data correction method has
not been adopted and conventional techniques have contin-
ued to be used 1n recent years. However, 1n a state where the
recording capacity of a single HDD has been increasing, 1t
can be said that the risk of data loss relatively increases with
the conventional data error correction capability using the

ECC.

Further, as described above, the mechanism in which, 1n
the case where error correction cannot be made using the
ECC, the conventional HDD notifies the higher-level device
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of a read error and ends the readout operation remains basi-
cally unchanged since the birth of a disk drive.

Further, 1n the technique like Patent Document 1, data
corresponding to one track needs to be read out every time one
writing processing 1s performed, thus doubling command
processing time to deteriorate the performance. As a result,
the use of this technique 1s not realistic. Further, 1n the tech-

nique like Patent Document 2, redundant data needs to be

prepared when write data 1s recerved from the higher-level
device to thereby deteriorate the performance, making 1t di-

ficult to use this technique practically.

SUMMARY OF THE INVENTION

The present invention has been made to solve the above
problems, and an object thereof 1s to provide a storage appa-
ratus capable ol enhancing error recovery capability and a
stored data processing apparatus and stored data processing
program used for the storage apparatus.

To solve the above problem, according to a first aspect of
the present invention, there 1s provided a stored data process-
ing apparatus for use in a storage apparatus that performs at
least write processing for a storage medium on which data 1s
allocated 1n units of a first block having a predetermined data
length, the first block 1s allocated 1n umits of a second block
constituted by a plurality of the first blocks, and a third block
having the same data length as the first block 1s allocated in
correspondence with the second block, comprising: a man-
agement information storage section that stores, for each
second block, management imnformation including informa-
tion indicating whether the third block corresponding to the
second block 1s valid or invalid; a calculation section that
performs calculation for each bit position using data of all the
first blocks 1n an update target in the case where the manage-
ment information stored in the management information stor-
age section indicates that the third block corresponding to the
second block specified as the update area 1s ivalid and out-
puts a result of the calculation as calculation data; and a write
section that writes the calculation data output from the cal-
culation section 1n the third block associated with the update
target and validates the third block 1n the management infor-
mation stored in the management information storage sec-
tion.

In the stored data processing apparatus according to the
present invention, the calculation section initializes the cal-
culation data, sequentially sets data of the respective first
blocks 1n the update target as iput data of the calculation,
performs calculation for each bit position using the input data
and calculation data, stores a result of the calculation as new
calculation data, and repeats the calculation and storage for
all the mput data to output the calculation data.

The stored data processing apparatus according to the
present invention further comprises a read section that reads
out data from the first block that has been specified as a read
target, sets the first block from which data has not normally
been read out as an error block 1n the case where the data read
has failed, reads out normal data which 1s data of all the first
blocks other than the error block in the second block in the
case where the management information stored 1n the man-
agement iformation storage section indicates that the third
block corresponding to the second block including the read
target, and reads out redundant data which 1s data of the third
block corresponding to the second block, wherein the calcu-
lation section further performs calculation for each bit posi-
tion using the normal data and redundant data and outputs a
result of the calculation as data of the error block.
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In the stored data processing apparatus according to the
present invention, the calculation section 1nitializes the cal-
culation data, sequentially sets data of the respective normal
data and redundant data as input data of the calculation,
performs calculation for each bit position using the input data
and calculation data, stores a result of the calculation as new
calculation data, and repeats the calculation and storage for
all the mput data to output the calculation data.

In the stored data processing apparatus according to the
present invention, when receiving a data write instruction
from an external device, the write section validates the third
block corresponding to the second block including the data
write target specified by the data write mstruction in the
management information stored 1in the management informa-
tion storage section.

In the stored data processing apparatus according to the
present invention, the calculation section performs the calcu-
lation for the second block corresponding to the third block
which 1s invalidated 1n the management information stored in
the management information storage section while it does not
perform processing based on a data read instruction or data
write instruction from an external device.

In the stored data processing apparatus according to the
present invention, the management information storage sec-
tion 1s a non-volatile memory.

In the stored data processing apparatus according to the
present invention, the management information storage sec-
tion writes management information onto the storage
medium at a timing of receiving, from an external device, an
istruction of writing write cache data onto the storage
medium or 1struction of retreating a head.

In the stored data processing apparatus according to the
present invention, the management information includes
specification of a plurality of first blocks included in the
second block, which 1s made for each second block.

In the stored data processing apparatus according to the
present invention, the management information includes
specification of a plurality of first blocks included in the
second block, which 1s made for each second block, and the
write section allocates the second block on the storage
medium based on the management information.

In the stored data processing apparatus according to the
present invention, the management information storage sec-
tion determines the number of first blocks included 1n the
second block based on the access frequency from an external
device to each second block so as to set the determined
number 1n the management information.

In the stored data processing apparatus according to the
present invention, the calculation performed by the calcula-
tion section 1s a calculation in which the same calculation
result can be obtained even 1f the order of the calculation 1s
changed.

In the stored data processing apparatus according to the
present invention, the calculation performed by the calcula-
tion section 1s exclusive OR.

In the stored data processing apparatus according to the
present invention, the first block 1s at least one sector, the third
block has the same data length as the first block, and the
calculation data has the same data length as the first block.

According to a second aspect ol the present invention, there
1s provided a stored data processing program allowing a com-
puter to execute stored data processing in a storage apparatus,
comprising: a management information storage step that
stores, for each second block, management information
including information indicating whether the third block cor-
responding to the second block 1s valid or 1nvalid, the infor-
mation being related to a storage medium on which data 1s
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allocated 1n units of a first block having a predetermined data
length, the first block 1s allocated 1n units of a second block
constituted by a plurality of the first blocks, and a third block
having the same data length as the first block 1s allocated 1n
correspondence with the second block; a calculation step that
performs calculation for each bit position using data of all the
first blocks 1n an update target in the case where the manage-
ment information stored in the management information stor-
age step indicates that the third block corresponding to the
second block specified as the update area 1s invalid and out-
puts a result of the calculation as calculation data; and a write
step that writes the calculation data output from the calcula-
tion step 1n the third block associated with the update target
and validates the third block in the management information
stored 1n the management information storage step.

According to a third aspect of the present invention, there 1s
provided a storage apparatus that performs at least write
processing for a storage medium on which data 1s allocated in
units of a first block having a predetermined data length, the
first block 1s allocated in units of a second block constituted
by a plurality of the first blocks, and a third block having the
same data length as the first block 1s allocated 1n correspon-
dence with the second block, comprising: a management
information storage section that stores, for each second block,
management information including information indicating
whether the third block corresponding to the second block 1s
valid or 1nvalid; a calculation section that performs calcula-
tion for each bit position using data of all the first blocks 1n an
update target 1in the case where the management information
stored 1n the management information storage section ndi-
cates that the third block corresponding to the second block
specified as the update area 1s invalid and outputs a result of
the calculation as calculation data; and a write section that
writes the calculation data output from the calculation section
in the third block associated with the update target and vali-
dates the third block 1n the management information stored 1n
the management information storage section.

According to the present invention, there can be provided a
storage apparatus capable of enhancing error recovery capa-
bility and increasing data reliability in accordance with
advancement 1n high-density recording, and a stored data
processing apparatus and stored data processing program for
use 1n the storage apparatus.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing an example of a con-
figuration of an HDD according to a first embodiment;

FIG. 2 1s a block diagram showing an example of a con-
figuration of a redundant calculation section according to the
first embodiment;

FIG. 3 1s an allocation diagram showing an example of
sector allocation in the user area on the disk medium accord-
ing to the first embodiment;

FIG. 4 15 a flowchart showing an example of operation of
redundant sector data update processing according to the first
embodiment;

FIG. 5 15 a flowchart showing an example of operation of
redundant sector data generation processing according to the
first embodiment;

FIG. 6 15 a flowchart showing an example of operation of
single redundant sector data write processing according to the

first embodiment;:

FIG. 7 1s a flowchart showing an example of operation of
the error sector data recovery processing according to the first
embodiment;
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FIG. 8 1s an allocation diagram showing an example of
sector allocation in the user area on the disk medium accord-
ing to a second embodiment;

FI1G. 9 1s a flowchart showing an example of operation of
the redundant sector data update processing according to the
second embodiment;

FIG. 10 1s an allocation diagram showing an example of
sector allocation in the user area on the disk medium accord-
ing to a third embodiment;

FIG. 11 1s a block diagram showing an example of a con-
figuration of an HDD according to a fifth embodiment;

FIG. 12 1s a flowchart showing an example of the single
redundant sector data write processing according to the fifth
embodiment;

FI1G. 13 1s a flowchart showing an example of operation of
recovery target range 1dentification processing according to a
sixth embodiment;

FI1G. 14 1s a flowchart showing an example of operation of
segment size 1dentification processing according to a seventh
embodiment;

FIG. 15 15 a table showing an example of segment infor-
mation according to the seventh embodiment.

FIG. 16 1s a table showing an example of the data structure
of a redundant sector data table according to an eighth
embodiment;

FI1G. 17 1s a flowchart showing an example of operation of
command reception processing according to the eighth
embodiment;

FI1G. 18 1s a flowchart showing an example of operation of
flag clear processing according to the eighth embodiment;

FI1G. 19 1s a flowchart showing an example of operation of
the error sector data recovery processing according to the
eighth embodiment; and

FI1G. 20 1s a flowchart showing an example of operation of
segment information change processing according to a ninth
embodiment.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Embodiments of the present invention will be described
below with reference to the accompanying drawings.

First Embodiment

A first embodiment shows an example in which a stored
data processing apparatus and a storage apparatus according
to the present invention have been applied to an HDD (Hard
Disk Drive).

A configuration of the HDD according to the present
embodiment will first be described.

FIG. 1 1s a block diagram showing an example of a con-
figuration of the HDD according to the present embodiment.

A conventional HDD will next be described. This HDD
includes a host IF (Interface) controller 2 that controls a host
IF for connection to an external device, a data bufler control-
ler 3, a data bufler 4, a format controller 5, a read channel 6,
a head IC (Integrated Circuit) 7, an MPU (Micro Processing
Unait) for control of the HDD, a memory 9 that stores control
data and a control program, a non-volatile memory (FROM)
10 that stores the control program, a servo controller 11 that
controls the operation of a spindle motor (SPM) or voice coil
motor (VCM), aVCM 12 that actually moves a head actuator,
a SPM 13 that rotates a disk, a head 14 for Read/Write, a disk
medium 15, an internal common bus 16, and a redundant
calculation section 21.
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The HDD 1s connected to a higher-level device (external
device) such as a PC (Personal Computer) via the host IF
connected to the host IF controller 2. The host IF controller 2,
data butfer controller 3, format controller 5, read channel 6,
head IC 7, MPU 8, memory 9, non-volatile memory 10, and
servo controller 11 are connected with one another via the
common bus 16.

In data reading operation from the HDD to the higher-level
device, data 1s read out form the disk medium 15 according to
a data read mstruction from the higher-level device and 1s sent
to the read channel 6 through the head 14 and head IC 7. The
data 1s further sent to the format controller 5, where ECC
calculation 1s performed. Only the data in which no error has
detected 1s temporarily stored 1n the data butler 4 through the
data buffer controller 3. Then, the data 1s sent to the higher-
level device through the data butler controller 3 and host IF
controller 2.

In data writing operation from the higher-level device to
the HDD, data sent from the higher-level device as a write
command 1s sent via the host IF controller 2 and data butfer
controller 3 to the data butifer 4, where the data 1s temporarily
loaded thereinto. Further, at a timing appropriate for execu-
tion of the data writing, the data 1s sent via the data bufler
controller 3, format controller 5, read channel 6, and head IC
7 to the disk medium 15, where the data 1s written thereon.

FIG. 2 1s a block diagram showing an example of a con-
figuration of the redundant calculation section according to
the present embodiment. The redundant calculation section
21 includes a calculation result memory 31 and an XOR
(Exclusive OR) calculation section 32. The calculation result
memory 31 has a capacity corresponding to a single sector
s1ze and retains calculation result data (calculation data) cor-
responding to one sector. Input data corresponding to one
sector from an external device and calculation result data
corresponding to one sector retained by the calculation result
memory 31 are XORed for each bit position by the XOR
calculation section 32. The result of the XOR calculation 1s
retained by the calculation result memory 31 as a new calcu-
lation result data. The MPU 8 can read out the calculation
result data retained by the calculation result memory 31 via

the common bus 16 to set the calculation result as redundant
sector data.

Sector allocation 1in the user area on the disk medium 15
will next be described.

FIG. 3 1s an allocation diagram showing an example of
sector allocation 1n the user area on the disk medium accord-
ing to the present embodiment. This diagram shows the allo-
cation of normal sectors into which normal user data are
written and redundant sectors into which redundant sector
data are written. One element in this diagram represents one
sector. Further, 1n this diagram, a segment 1s represented by a
segment number, a normal sector 1s represented by an LBA
(Logical Block Address), and a redundant sector i1s repre-
sented by a corresponding segment number. Here, normal
sectors having m consecutive LBAs are defined as one seg-
ment, and the one segment is represented by one row. The
entire user area 1s divided 1nto n segments. One redundant
sector mto which redundant sector data generated from the
user data of one segment are written 1s nserted from each
segment. That 1s, one redundant sector data (3) 1s created for
the user data having 1-th segment LBA (j1) to LBA (3+1) 1-1)
for insertion =0, 1, ... m-1) =0, 1, . . . n-1).

Operation of the HDD according to the present embodi-
ment will next be described.
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Redundant sector data update processing that creates
redundant sector data from the user data on the disk medium

15 and performs writing of the created redundant sector data
will first be described.

The redundant sector data update processing 1s executed
when an update instruction 1s recetved from the higher-level
device or when the time period during which no access has
been made from the higher-level device (spare time of the
MPU 8) exceeds a threshold value. FIG. 4 1s a flowchart
showing an example of operation of the redundant sector data
update processing according to the present embodiment. The
MPU 8 sets the entire user area as an update range (S12). The
MPU 8 then performs redundant sector data generation pro-
cessing for each segment in the set update range (S13) and
single redundant sector data write processing to write gener-
ated one redundant data onto the disk medium 15 (S14).
Subsequently, the MPU 8 determines whether the redundant
sector data of all segments 1n the update range have been
updated. If all the redundant sector data have not been
updated (N 1n S17), the MPU 8 returns to step S13, while it all
the redundant sector data have been updated (Y 1n S17), the
MPU 8 ends this tlow.

Redundant sector data generation processing of step S13
will next be described.

The redundant sector data generation processing 1s pro-
cessing that reads out user data of a target segment and gen-
erates redundant sector data from the read out user data by the
redundant calculation section 21. FIG. 5 1s a flowchart show-
ing an example of operation of the redundant sector data
generation processing according to the present embodiment.
The MPU 8 sets the first and last LBAs of a target segment,
number of sectors to be processed, and sector allocation are
set 1n the format controller 5 (S21). The sector allocation
represents the allocation of the normal sectors used for gen-
eration of the redundant sector data and specifies the order of
the normal sector to be read out. In the present embodiment,
the normal sectors of a target segment are allocated consecu-
tively as described above, and the MPU 8 specifies the sector
allocation so as to read out the consecutively allocated normal
sectors. Then, the MPU 8 mitializes (zero-clears) the calcu-
lation result memory 31 of the redundant calculation section
21 (S22). Then, the MPU 8 activates the format controller 5 to
allow the format controller 5 to read out target user data and
to input the read out user data to the redundant calculation
section 21 (S23). After that, the MPU 8 determines whether
the operation has been completed. It the operation has not
been completed (N 1n S24), the MPU 8 returns to step S24,
while 11 the operation has been completed (Y 1n S24), the
MPU 8 ends this tlow.

Operation of the redundant calculation section 21 during
the redundant sector data generation processing will next be
described. The data corresponding to one sector retained 1n
the calculation result memory 31 are all imtialized to zero, so
that the input data which 1s the first user data are retained
without change as the calculation result data 1n the calculation
result memory 31. Subsequent user data and calculation result
data are XORed for each bit position and overwritten as the
calculation result data in the calculation result memory 31. At
the time point at which the redundant sector data generation
processing has been completed, the calculation result data
retained 1n the calculation result memory 31 become the
redundant sector data.

The last segment which is a segment including the last LBA
may have a smaller number of normal sectors than that in the
other segments in some cases. However, 1f only all the user
data 1n the segment are 1nput as mput data 1n the redundant
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sector data generation processing, the redundant sector data
can be obtained, irrespective of the number of the normal
sectors.

The single redundant sector data write processing will next
be described.

FIG. 6 15 a flowchart showing an example of operation of
the single redundant sector data write processing according to
the present embodiment. The MPU 8 copies the redundant
sector data retained in the calculation result memory 31 to the
data builer 4 (S31). Then the MPU 8 writes the redundant
sector data 1n the data butifer 4 onto the disk medium 15 (S32)
in the same manner as the processing of writing normal user
data 1n the data butifer 4 onto the disk medium 15 and ends this
tlow.

In the same manner as writing conventional user data, by
using a path for writing user data from the data buffer 4 onto
the disk medium 15 as a path for writing the redundant sector
data, 1t 1s possible to suppress an increase 1n the hardware
scale 1n the case where the present invention i1s applied to a
conventional HDD. Further, also 1n update processing of the
second redundant sector data, by coping all the redundant
sector data temporarily to the data butfer 4, all the redundant
sector data can be written onto the disk medium 15 1n a
consecutive manner.

As described above, it 1s preferable that the update of the
redundant sector data be performed in a timing other than a
reception timing of a command (write command or read
command) from the higher-level device. A case where an
unreadable error sector occurs 1n an HDD 1s so rare that 1t 1s
not necessary to update the redundant sector data at the recep-
tion timing of the command from the higher-level device or a
timing immediately after the command reception timing. It 1s
because that increased frequency of the redundant sector data
update processing increases processing overhead, thereby
deteriorating the performance of the HDD.

User data readout processing and disk medium scan pro-
cessing will next be described.

In the case where the MPU 8 has received a read command
from the higher-level device and has normally read out data of
all target sectors, the processing concerning the redundant
sector data 1s not required and, in this case, 1t1s only necessary
to send the target user data to the higher-level device. On the
other hand, 1f there found any error sector which cannot be
recovered 1n the user data readout processing, error sector
datarecovery processing that recovers error sector data which
1s data that have been written 1n an error sector 1s performed.

In the case where the MPU 8 receives a disk medium scan
command from the higher-level device, the MPU 8 performs
disk medium scan processing by reading out data of all sec-
tors in the user area on the disk medium 15 in the same manner
as the user data readout processing to detect an error sector. If
there found any error sector 1n the disk medium scan process-
ing, the error sector data recovery processing 1s performed as
in the case of the user data readout processing.

The MPU 8 performs the disk medium scan processing by
reading out data of all sectors 1n the user area on the disk
medium 15 1n the same manner as the user data readout
processing at a predetermined time period. If there found any
error sector in the disk medium scan processing, the error
sector data recovery processing 1s performed as 1n the case of
the user data readout processing.

The error sector data recovery process will next be
described.

FIG. 7 1s a flowchart showing an example of operation of
the error sector data recovery processing according to the
present embodiment. The MPU 8 mnitializes the calculation
result memory 31 (544), reads out from the disk medium 135
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normal sectors 1n the segment to which the found error sector
belongs, and 1inputs readable user data (user data other than
the error sector data) to the redundant calculation section 21
(S45). Then, the MPU 8 reads out from the disk medium 15
the redundant sector data in the segment to which the found
error sector belongs and mput the readout redundant sector
data to the redundant calculation section 21 (S46). At this
time, through the operation of the redundant calculation sec-
tion 21, the calculation result data retained in the calculation
result memory 31 becomes recovered data in which the data
of the error sector has been recovered. The MPU 8 then reads
out the recovered data from the calculation result memory 31
and sends the read out recovered data to the higher-level
device (S47). After that, the MPU 8 performs reassignment
processing to assign an empty sector to the error sector (S48)
and ends this tlow.

As described above, by performing XOR calculation for
the user data 1n the target segment other than the error sector
data and redundant sector data, error sector data can be recov-
ered. Further, even 1f the order of the sectors to be mnput as
input data 1s changed, the same calculation result data can be
obtained. Therelore, no matter what sector order the user data
of the normal sectors 1n a given segment are input, the XOR
calculation section 32 can obtain redundant sector data as the
final calculation result data and, no matter what sector order
the user data other than the error sector data and redundant
sector data 1n the segment in which the error sector exists are
input, the XOR calculation section 32 can obtain error sector
data as the final calculation result data. Further, even with
respect to a segment, like the last segment, having a smaller
number of normal sectors than that in the other segments, the
redundant sector data generation processing and error sector
data recovery processing can be performed as 1n the case of
the other segments by using the user data of all normal sec-
tors.

Although the XOR calculation section 32 1s used for per-
forming the redundant sector data generation processing and
error sector data recovery processing in the present embodi-
ment, other calculations may be employed as far as they are
calculation methods 1n which the same calculation result can
be obtained even i1 the order of a plurality of sectors to be
input as input data 1s changed. Further, although the input data
and calculation result data are treated in units of sector, they
may be treated 1n units of other data lengths such as a byte and
word.

According to the present embodiment, even 1f a read error
has occurred, error sector data can be recovered. Thus, reli-
ability of a disk drive 1s remarkably increased. Further, by
performing update of the redundant data sector according to
an 1nstruction from the higher-level device and spare time of
the MPU 8, an increase 1n response time for the higher-level
device can be suppressed.

Second Embodiment

In a second embodiment of the present invention, an HDD

capable of collectively writing a plurality of redundant sector
data will be described.

The HDD according to the present embodiment has the

same configuration as that of the HDD according to the first
embodiment.

The sector allocation 1n the user area on the disk medium
15 will next be described.

FIG. 8 1s an allocation diagram showing an example of
sector allocation 1n the user area on the disk medium accord-
ing to the present embodiment. In this case, all redundant
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sectors are consecutively allocated, following after all normal
sectors shown in the first embodiment.

Operation of the HDD according to the present embodi-
ment will next be described.

A difference 1n the HDD operation between the first and
second embodiments lies 1n the redundant sector data update
processing. FIG. 9 1s a flowchart showing an example of
operation of the redundant sector data update processing
according to the present embodiment. In FIG. 9, the same
reference numerals denote the same or corresponding parts as
in FIG. 4, and the descriptions thereof are omitted here. After
step S13, the MPU 8 temporarily stores in the data butiler 4 the
redundant sector data retained in the calculation result
memory 31 such that respective generated redundant sector
data are not overlapped with one another (S15). Then, the
MPU 8 determines whether all the redundant sector data 1n
the update range have been stored 1n the data butler 4 (S18).
IT all the redundant sector data 1n the update range have not yet
been stored in the data butter 4 (N 1n S18), the MPU 8 returns
to step S13, while 1f all the redundant sector data 1n the update
range have already been stored in the data buffer 4 (Y in S18),
the MPU 8 collectively writes all the redundant sector data in

the data butfer 4 onto the disk medium 135 (819) and ends this
flow.

According to the present embodiment, a plurality of redun-
dant sector data can be written 1n a consecutive manner onto
the disk medium, thereby reducing the time needed to write
the redundant sector data.

Third Embodiment

In a third embodiment of the present invention, an HDID
capable of recovering data of the error sector even 1n the case
where two consecutive error sectors exist 1n one segment will

be described.

The HDD according to the present embodiment has the
same configuration as that according to the first embodiment.

The sector allocation 1n the user area on the disk medium
15 will next be described.

FIG. 10 1s an allocation diagram showing an example of
sector allocation 1n the user area on the disk medium accord-
ing to the present embodiment. This diagram shows the allo-
cation of the normal sectors and redundant sectors. Further, 1n
this diagram, a segment 1s represented by a segment number,
a normal sector 1s represented by an LBA assigned thereto,
and a redundant sector 1s represented by a corresponding
segment number. Here, user data having 2m consecutive
LLBAs are alternately allocated between two segments, and
one redundant sector 1s inserted for each segment.

For example, m normal sectors having even-numbered

LBAs (LBA (0), LBA (2), ... LBA (m-2)) out of normal
sectors having m consecutive LBAs (LBA (0) to LBA (m-1))
and odd-numbered LBAs (LBA (im+1), LBA (m+3), ... LBA
(2m-1)) out of the following normal sectors having m con-
secuttve LBAs (LBA (m) to LBA (2m-1)) are alternately
allocated. A segment represented as a first raw 1s defined as
segment 0, and a redundant sector 0 which 1s obtained from
the m normal sector 1n this segment 0 1s inserted after the end
of the segment 0. Similarly, m normal sectors having even-
numbered LBAs (LBA (m), LBA (m+2), . . . LBA (2m-2))
out of normal sectors having m consecutive LBAs (LBA (m)
to LBA (2m-1)) and odd-numbered LBAs (LBA (1), LBA
(3),...LBA (m-1)) out of normal sectors having m consecu-
tive LBAs (LBA (0) to LBA (m-1)) are alternately allocated.

A segment represented as a second raw 1s defined as segment
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1, and a redundant sector 1 which 1s obtained from the m
normal sector 1n this segment 1 1s inserted after the end of the
segment 1.

That 1s, 1n segment 0 of the first row, normal sectors LBA
(0), LBA (m+1), LBA (2), LBA (im+3),...LBA (im-2), LBA
(2m-1), and redundant sector 0 are allocated. In segment 1 of
the second row, normal sectors LBA (m), LBA (1), LBA
(m+2), LBA(3),...LBA (2m-2), LBA (im-1), and redundant
sector 1 are allocated.

Operation of the HDD according to the present embodi-
ment will next be described.

The redundant sector data update processing 1s performed
in the same manner as the first embodiment.

The operation of the HDD 1n the present embodiment
differs from that of the first embodiment 1n the specification
of the sector allocation performed 1n step S22. The MPU 8
specifies, as the sector allocation, the order of the normal
sectors that have been alternately allocated between the two
segments as described above.

A use of the sector allocation according to the present
embodiment enables the redundant sector data generation
processing and error sector data recovery processing to be
performed 1n the same manner as the first embodiment and
allows required normal sectors to be read out.

According to the present embodiment, 1n the case where
two consecutive error sectors exist 1n one segment, the error
sectors exist one by one 1n two segments. Thus, by performing
the error sector data recovery processing for each segment,
the two consecutive error sectors can be recovered.

Fourth Embodiment

In a fourth embodiment of the present invention, an HDD
capable of recovering data of the error sector even in the case
where two consecutive error sectors exist in one segment and
capable of reducing processing time will be described.

The HDD according to the present embodiment has the
same configuration as that according to the first embodiment
except for the configuration of the redundant calculation sec-
tion 21. That 1s, the calculation result memory 31 has a capac-
ity corresponding to two sectors, and XOR calculation sec-
tion 32 performs XOR calculation for each bit position using
externally mput data corresponding to two sectors and calcu-
lation result data corresponding to two sectors which are
retained 1n the calculation result memory 31.

The sector allocation in the user area on the disk medium
15 will next be described.

The sector allocation 1n the present embodiment is the
same as that in the third embodiment. For example, as shown
in FI1G. 10, 1n segment 0 of the first row, normal sectors LBA
(0), LBA (im+1), LBA (2), LBA (im+3), ... LBA (im-2), LBA
(2m-1), and redundant sector 0 are allocated. In segment 1 of
the second row, normal sectors LBA (m), LBA (1), LBA
(m+2), LBA(3),...LBA(2m-2), LBA (m-1), and redundant
sector 1 are allocated.

In the redundant sector data generation processing and
error sector data recovery processing according to the present
embodiment, the MPU 8 reads out two sectors at a time
according to the sector allocation, and the redundant calcula-
tion section 21 performs XOR calculation for two sectors at a
time. In this example, specifically, two sectors of LBA (0) and
LBA (1) are read out at a time and 1nput to the redundant
calculation section 21. Subsequently, two sectors of LBA (2)
and LBA (3), two sectors of LBA (m-2) and LBA (m-1) are
read out respectively and are then mput to the redundant
calculation section 21. Eventually, redundant sector data cor-
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responding to two sectors or error sector data corresponding
to two sectors are retained 1n the calculation result memory
31.

According to the present embodiment, 1n the case where
two consecutive error sectors exist in one segment, the error
sectors exist one by one 1n two segments. Thus, by performing
the error sector data recovery processing for each segment,
the two consecutive error sectors can be recovered. Further,
by using the calculation result memory 31 and XOR calcula-
tion section 32 that process data corresponding to two sectors,
it 1s possible to reduce the time required for the redundant
sector data generation processing or error sector data recov-
ery processing by about 12 of the time required 1n the third
embodiment.

Although the data length of each of the calculation result
memory 31 and XOR calculation section 32 corresponds to
data of two sectors in the present embodiment, other data
lengths may be employed. Further, although normal sectors
having consecutive LBAs are alternately allocated between
two segments 1n the present embodiment, the normal sectors
having consecutive LBAs may be allocated between two or
more segments according to a predetermined rule.

Fitth Embodiment

In a fifth embodiment of the present invention, an HDD
capable of reducing the load of the data butfer or MPU will be
described.

A configuration of the HDD according to the present
embodiment will first be described.

FIG. 11 1s a block diagram showing an example of a con-
figuration of the HDD according to the present embodiment.
In FIG. 11, the same reference numerals denote the same or
corresponding parts as in FIG. 1, and the descriptions thereof
are omitted here. A different point from FIG. 1 1s that a path
from the redundant calculation section 21 to the format con-
troller 5 1s newly provided.

Operation of the HDD according to the present embodi-
ment will next be described.

Although the redundant sector data update processing 1is
the same as that of the first embodiment, single sector data
write processing differs from that of the first embodiment.
Other operations are the same as those of the first embodi-
ment.

FIG. 12 1s a flowchart showing an example of the single
redundant sector data write processing according to the
present embodiment. The MPU 8 makes the setting of a data
path for the format controller 5 so as to allow the data of the
calculation result memory 31 to be directly written from the
redundant calculation section 21 onto the disk medium 135
(S33). Then, the MPU 8 writes the redundant sector data 1n
the calculation result memory 31 onto the disk medium 15 1n
the same manner as the procedure in which the user data in the
data bufler 4 are written onto the disk medium 15 (S34) and
ends this flow.

As described above, the redundant sector data retained 1n
the calculation result memory 31 of the redundant calculation
section 21 are directly written onto the disk medium 135 viathe
format controller 5. With this configuration, 1t 1s possible to
reduce the load of the data buifer 4 or MPU 8 (firmware) as
compared to the first embodiment.

Sixth Embodiment

In a sixth embodiment of the present invention, an HDD
that adds a redundant sector to a part of the range 1n the user
area will be described.
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A set of the normal sectors in the user area to which the
redundant sector 1s to be added 1s set as a recovery target
range, and the normal sectors 1n the recovery target range are
divided mto segments. Therefore, only when the normal sec-
tors 1n the recovery target range includes any error sector, the
error sector data recovery processing 1s performed.

The HDD according to the present embodiment has the
same configuration as that according to the first embodiment.

Operation of the HDD according to the present embodi-
ment will next be described.

Recovery target range identification processing which 1s
performed at the power-on time in the case where the recov-
ery target range has been set will first be described.

FIG. 13 1s a flowchart showing an example of operation of
the recovery target range 1dentification processing according,
to the present embodiment. The MPU 8 activates the SPM 13
(S81). Then the MPU 8 reads out control information
required for control of the HDD from the system area of the
disk (S82) and makes the setting of the HDD based on the
read out control information (S83). Then the MPU 8 reads out
from the system area the first and last LBAs of the recovery
target range (S84), makes the setting of the recovery target
range based on the read out information (585), and ends this
tlow.

By making the abovementioned setting of the recovery
target range, the update range in the redundant sector data
update processing 1s set 1n the recovery target range. Other
operations are the same as those of the first embodiment.

According to the present embodiment, the redundant sec-
tor 1s added only to the normal sector that needs to be recov-
ered, thereby suppressing the consumption of resources such
as the memory 9 1n the HDD or system area on the disk
medium 135.

Seventh Embodiment

In a seventh embodiment of the present invention, an HDD
capable of changing the size of each segment will be
described.

A segment size, which 1s the size of each segment, stays
constant 1n the abovementioned embodiments; while 1n the
present embodiment, the segment size can be changed such
that, for example, the segment size 1s made smaller in a
frequently-accessed area while the segment size 1s made
larger 1n an infrequently-accessed area.

The HDD according to the present embodiment has the
same configuration as that according to the first embodiment.

Operation of the HDD according to the present embodi-
ment will next be described.

The recovery target range identification processing which
1s performed at the power-on time in the case where the
recovery target range has been set will be described.

Segment s1ze 1dentification processing which 1s performed
at the power-on time in the case where the segment size has
been setwill first be described. FIG. 14 1s a flowchart showing
an example of operation of the segment size 1dentification
processing according to the present embodiment. In this flow-
chart, processing of steps 81, 82, 83 are the same as those 1n
the sixth embodiment. After the step S83, the MPU 8 reads
out, from the system area, segment information including the
segment size (S86), makes the setting of the size of each
segment and the like based on the read out information (S87),
and ends this tlow.

The segment information stored 1n the system area on the
disk medium 15 will here be described. FIG. 15 1s a table
showing an example of the segment information according to
the present embodiment. The segment information has, as its
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items, “‘segment start LBA”, “presence/absence of redundant
sector data”, and “segment size” for each segment. In this
example, the area from LBA (0x00000000) to LBA
(0x0000111T) 1s assigned to segments each having a segment
s1ze o1 0x0800 sectors, and redundant sectors are assigned to
the respective segments. The area from LBA (0x00010000) to
LBA (0x00011i1l) 1s assigned to segments each having a
segment size of 0x10000 sectors, and redundant sectors are
assigned to the respective segments. On the other hand, no
segment and no redundant sector 1s assigned to the area from
LBA (0x00020000) to the last sector.

By making the abovementioned setting of the recovery
target range, the update range in the redundant sector data
update processing 1s set in an area to which the redundant
sector data has been assigned. Other operations are the same
as those of the first embodiment.

By retaiming such segment information 1n the system area,
assignation of the segment or redundant sector can be
changed for each use of the HDD or for each user of the HDD.
Further, when the ratio of the redundant sector data 1s made
higher 1n a user area where update 1s frequent, that 1s, an area
where there 1s a high possibility of occurrence of the error
sector, resources of the HDD can effectively be used and
possibility that the data can be recovered 1s significantly

increased, thereby considerably increasing the reliability of
the HDD.

Eighth Embodiment

In an eighth embodiment of the present invention, an HDID
that has information indicating whether each redundant sec-
tor data 1s valid or not will be described.

The HDD according to the present embodiment has the
same configuration as that of the first embodiment.

A redundant sector table indicating whether each redun-
dant sector data 1s valid or not will next be described.

The redundant sector data table 1s generated by the MPU 8
and 1s stored 1n the non-volatile memory 10. FIG. 16 1s atable
showing an example of the data structure of the redundant
sector data table according to the present embodiment. The
redundant sector data table has, as 1ts items, “redundant sector
number (segment number)” corresponding to each redundant
sector data and ““valid flag” indicating whether each redun-
dant sector data 1s valid or not. The MPU 8 can update only
invalid redundant sector data by referring to the redundant
sector data table at the data update time, thereby increasing
the efficiency of the update processing of the redundant sector
data.

It 1s preferable that the update of the redundant sector data
table be performed while the MPU 8 does not receive a
command from the higher-level device.

Operation of the HDD according to the present embodi-
ment will next be described.

Although the redundant sector data update processing
according to the present embodiment 1s the same as that
according to the first embodiment, only different point 1s that
processing that searches the redundant sector data table for a
segment 1n which the valid flag indicates “mvalid” and sets
the found segment as an update range 1s performed 1n place of
step S12 of FIG. 4. Other processing are the same as those of
the first embodiment.

Command reception processing performed when the MPU
8 receives a command from the higher-level device will next

be described.

FIG. 17 1s a tlowchart showing an example of operation of
the command reception processing according to the present
embodiment. The MPU 8 determines whether it has recerved
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any command from the higher-level device. If the MPU 8 has
notrecerved any command (N 1n S51), it returns to S51, while
the MPU 8 has received any command (Y 11 S51), 1t advances
to the next step, where the MPU 8 determines whether the
received command 1s a data write command. If the command
1s not a data write command (N 1n S52), the MPU 8 advances
to S54, while 11 the command 1s a data write command (Y in
S552), the MPU 8 advances to the next step, where the MPU 8
performs flag clear processing (553). Then, the MPU 8 per-
forms command processing which 1s normal processing per-
tformed based on the received command (S54) and ends this
tlow.

The flag clear processing that clears (invalidates) a valid
flag will next be described.

FIG. 18 1s a flowchart showing an example of operation of
the flag clear processing according to the present embodi-
ment. The MPU 8 specifies a write target segment which 1s a
target of write processing based on recerved LBA and write
s1ze (S62). For example, assuming that the size of all seg-
ments 1s constant, the MPU 8 sets [received LBA/segment
s1ze| as the start segment of the write target segment and sets
[[recerved LBA+write si1ze]/segment size] as the end segment
thereot. If the segment size 1s not constant, case analysis 1s
performed using the segment size. Then, the MPU 8 clears the
valid flag corresponding to the write target segment (S63 ) and
ends this tlow.

Assume that the flag clear processing 1s performed after the
data write processing. In this case, 11 an unexpected trouble
occurs between the write processing time and tlag clear pro-
cessing time to cause the valid flag to remain, improper error
sector data recovery processing may be performed. There-
fore, 1n the present embodiment, the flag clear processing 1s
performed belfore the data write processing.

Flag set processing that sets (validates) the valid tflag wall
next be described.

The MPU 8 performs the flag set processing aiter the
completion of the single redundant sector data write process-
ing. In this processing, the MPU 8 sets 1n the redundant sector
data table a valid flag corresponding to the redundant sector
data written through the single redundant sector data write
processing.

Assume that the tlag set processing 1s performed before the
single redundant sector data write processing. In this case, 1f
only the valid flag 1s set 1n a state where the redundant sector
data has not been written, improper error sector data recovery
processing may be performed.

The error sector data recovery processing according to the
present embodiment will next be described.

FI1G. 19 1s a flowchart showing an example of operation of
the error sector data recovery processing according to the
present embodiment. The MPU 8 specifies a segment to
which an error sector belongs based on the detected LBA of
the error sector and acquires the valid flag corresponding to
the specified segment by referring to the redundant sector data
table (S41). Then, the MPU 8 determines whether the
acquired valid flag 1s valid. If the valid flag 1s invalid (N 1n
S42), the MPU 8 ends this flow, while if the valid flag 1s valid
(Y 1n S42), the MPU 8 advances to the next step. The subse-
quent steps S44, S45, S46, S47, and S48 are the same as those
in the error sector data recovery processing of the {first
embodiment.

If the redundant sector data table disappears after the
power-oll of the HDD, the error sector data recovery process-
ing cannot be performed in the case where there detected any
error sector immediately after the next power-on. Thus, 1n the
present embodiment, the redundant sector data table 1s stored
in the non-volatile memory 10.
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The redundant sector data table may be updated and writ-
ten onto the disk medium 15 at a timing at which the HDD
receives a Flush Cache command or a head retreat command
from the higher-level device. Since a write cache function 1s
used 1n HDDs in general, write data from the higher-level
device which 1s retained 1n the data butifer 4 (cache) 1s written
onto the disk medium 15 before the power-off. The Flush
Cache command 1s used to force the write processing to the
disk medium 15 to be performed and is 1ssued from the
higher-level device before the power-oif of the HDD. At this
timing, the MPU 8 performs the update of the redundant
sector data table and data write onto the disk medium 185.

According to the present embodiment, i1t 1s possible to
update only the redundant sector data that needs to be
updated, so that the load associated with the update process-
ing of the redundant sector data can be reduced. Therefore, 1t
1s possible to quickly complete the update processing of the
redundant sector data while preventing the performance of
the HDD from being deteriorated. Further, a possibility that
the redundant sector data corresponding to the error sector
has already been generated in the case where the error sector
has been detected can be increased.

While a possibility that the redundant sector data corre-
sponding to the error sector 1s valid 1s increased when the size
of all segments 1s reduced, the consumption of resources such
as the memory 9 in the HDD or system area on the disk
medium 15 1s increased. In order to cope with this problem,
the si1ze of each segment 1s made different from one another
like the seventh embodiment, thereby increasing the reliabil-
ity of the HDD while suppressing the resource consumption.

Ninth Embodiment

In a ninth embodiment of the present invention, an HDID
that dynamically changes the segment information will be
described.

The HDD according to the present embodiment has the
same configuration as that according to the first embodiment.

Operation of the HDD according to the present embodi-
ment will next be described.

The redundant sector data update processing, redundant
sector data generation processing, single redundant sector
data write processing, user data read processing, and disk
medium scan processing are the same as those of the first
embodiment. As 1n the case of the eighth embodiment, the
redundant sector data table 1s stored in the non-volatile
memory 10. Further, as in the case of the second embodiment,
in the sector allocation, all redundant sectors are consecu-
tively allocated 1n a consecutive manner, following after all
normal sectors consecutively allocated. Further, as in the case
of seventh embodiment, the segment information 1s stored 1n
the system area on the disk medium 15.

Segment information change processing that dynamically
changes the segment information will next be described.

FIG. 20 1s a flowchart showing an example of operation of
the segment information change processing according to the
present embodiment. The MPU 8 determines whether 1t has
received any write command from the higher-level device. I
the MPU has not received the write command (N 1n S91), 1t
returns to S91, while 1f the MPU 8 has received the write
command (Y 1 S91), 1t advances to the next step, where the
MPU 8 calculates the last LBA 1n the write range (5892). Then
the MPU 8 determines whether the data has been written 1n an
area for which data write has never been performed. If the
data has been written in an area other than the area for which
data write has never been performed (N 1n S93), the MPU 8
ends this flow, while i1f the data has been written 1n an area for
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which data write has never been performed (Y in S93), the
MPU advances to the next step. The MPU 8 then stores
therein the last LBA 1n the write range as the maximum write
LBA (894). After that, the MPU 8 determines whether a
predetermined time has elapsed. IT a predetermined time has
not elapsed (N 1 S95), the MPU ends this flow, while 1f a
predetermined time has elapsed (Y i S95), the MPU 8
advances to the next step, where the MPU 8 determines
whether the maximum write LBA 1s larger than a segment to
which the redundant sector has been assigned. If the maxi-
mum write LBA 1s not larger then the segment (N 1n 596), the
MPU 8 ends this tlow, while 1f the maximum write LBA 1s
larger then the segment (Y 11 S96), the MPU 8 advances to the
next step, where the MPU 8 changes the segment information
such that the redundant sector 1s assigned up to the segment
including the maximum write LBA (S97). Then the MPU 8
initializes the redundant sector valid table to 1nvalid all redun-
dant sectors once (598) and ends this flow.

It takes a long time until the entire disk capacity has been
used from the start of the use of an HDD. If all segment
information have been set at the time of start of use of the
HDD, a redundant sector area corresponding to an unused
part of the user area 1s not used for a while. According to the
present embodiment, dynamically changing the segment
information can reduce the unused part of the redundant
sector area. For example, in the case where the segment 1s
formed, including Ox10000 sectors, over the entire user area,
the s1ze of the segment 1s reduced to 0x08000 1n a state where
only less than half of the entire user area 1s used. By doing
this, 1t 1s possible to effectively use the redundant sector area.

A first block corresponds to the normal sector in the
embodiments. A second block corresponds to the segment 1n
the embodiments. A third block corresponds to the redundant
sector in the embodiments. A storage medium corresponds to
the disk medium 1n the embodiments. An update target cor-
responds to the update range in the embodiments. Calculation
data corresponds to the calculation result data 1n the embodi-
ments. A calculation section corresponds to the redundant
calculation section 1n the embodiments. A write section and a
read section correspond to the MPU, data butter, builer con-
troller, and format controller in the embodiments. A calcula-
tion step corresponds to step S13 in the embodiments. A write
step corresponds to step S14 or step S19 1n the embodiments.

A management information storage section corresponds to
the redundant sector data table in the embodiments. A man-
agement information storage step corresponds to the flag set
processing and flag clear processing 1n the embodiments. A
read step corresponds to the error sector data recovery pro-
cessing in the embodiments.

Further, it 1s possible to provide a program that allows a
computer constituting a stored data processing apparatus to
execute the above steps as a stored data processing program.
By storing the above program in a computer-readable storage
medium, 1t 1s possible to allow the computer constituting the
stored data processing apparatus to execute the program. The
computer-readable medium mentioned here includes: an
internal storage device mounted 1n a computer, such as ROM
(Read Only Memory) or RAM (Random Access Memory), a
portable storage medium such as a CD (Compact Disk)-
ROM, a flexible disk, a DVD (Dagital Versatile Disk) disk, a
magneto-optical disk, or an IC (Integrated Circuit) card; a

database that holds computer program; another computer and
database thereof; and a transmission medium on a network
line.

The MPU 8 and redundant calculation section 21 accord-
ing to the present embodiments can easily be applied to a
storage apparatus to increase the performance of the storage
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apparatus. Examples of the storage apparatus include a mag-
netic disk apparatus, an optical disk apparatus, a magneto-
optical disk apparatus.

What 1s claimed 1s:

1. A stored data processing apparatus for use 1n a storage
apparatus that performs at least write processing for a storage
medium on which data 1s allocated 1n units of a first block
having a predetermined data length, the first block i1s allocated
in units of a second block constituted by a plurality of the first
blocks, and a third block having the same data length as the
first block 1s allocated 1n correspondence with the second
block, comprising:

a management information storage section that stores, for
cach second block, management information including
information indicating whether the third block corre-
sponding to the second block 1s valid or mvalid;

a calculation section that performs calculation for each bit
position using data of all the first blocks 1n an update
target 1in the case where the management information
stored 1n the management information storage section
indicates that the third block corresponding to the sec-
ond block specified as the update area 1s mnvalid and
outputs a result of the calculation as calculation data;

a write section that writes the calculation data output from
the calculation section 1n the third block associated with
the update target and validates the third block in the
management information stored in the management
information storage section; and

a read section that reads out data from the first block that
has been specified as a read target, sets the first block
from which data has not normally been read out as an

error block in the case where the data read has failed,
reads out normal data which 1s data of all the first blocks
other than the error block 1n the second block 1n the case
where the management information stored in the man-
agement information storage section indicates that the
third block corresponding to the second block including
the read target 1s valid, and reads out redundant data
which 1s data of the third block corresponding to the
second block,

wherein the calculation section further performs calcula-
tion for each bit position using the normal data and
redundant data and outputs a result of the calculation as
data of the error block.

2. The stored data processing apparatus according to claim

1, wherein the calculation section 1nitializes the calculation
data, sequentially sets data of the respective normal data and
redundant data as mput data of the calculation, performs
calculation for each bit position using the input data and
calculation data, stores a result of the calculation as new
calculation data, and repeats the calculation and storage for
all the mput data to output the calculation data.

3. The stored data processing apparatus according to claim
1, wherein when receiving a data write 1struction from an
external device, the write section validates the third block
corresponding to the second block including the data write
target specified by the data write istruction in the manage-
ment information stored 1n the management information stor-
age section.

4. The stored data processing apparatus according to claim
1, wherein the calculation section performs the calculation for
the second block corresponding to the third block which 1s
invalidated 1n the management information stored 1n the man-
agement 1nformation storage section while 1t does not per-
form processing based on a data read instruction or data write
instruction from an external device.

5. The stored data processing apparatus according to claim
1, wherein the management information storage section 1s a
non-volatile memory.
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6. The stored data processing apparatus according to claim
1, wherein the management information storage section
writes management information onto the storage medium at a
timing of recerving, from an external device, an 1instruction of
writing write cache data onto the storage medium or 1nstruc-
tion of retreating a head.

7. The stored data processing apparatus according to claim
1, wherein the management information includes specifica-
tion of a plurality of first blocks included 1n the second block,
which 1s made for each second block.

8. The stored data processing apparatus according to claim
1, wherein:

the management information includes specification of a
plurality of first blocks included 1n the second block,
which 1s made for each second block, and

the write section allocates the second block on the storage
medium based on the management information.

9. The stored data processing apparatus according to claim

8, wherein the management information storage section
determines the number of first blocks included in the second
block based on the access frequency from an external device
to each second block so as to set the determined number 1n the
management information.

10. The stored data processing apparatus according to
claim 1, wherein the calculation performed by the calculation
section 1s a calculation 1n which the same calculation result
can be obtained even 11 the order of the calculation 1s changed.

11. The stored data processing apparatus according to
claim 10, wherein the calculation performed by the calcula-
tion section 1s exclusive OR.

12. The stored data processing apparatus according to
claim 1, wherein:
the first block 1s at least one sector,
the third block has the same data length as the first block,

and

the calculation data has the same data length as the first
block.

13. The stored data processing apparatus according to
claim 1, wherein when the calculation section outputs the data
of the error block, the write section performs reassignment
processing to assign an empty block to the error block.

14. A stored data processing apparatus for use 1n a storage
apparatus that performs at least write processing for a storage
medium on which data 1s allocated 1n units of a first block
having a predetermined data length, the first block 1s allocated
in units of a second block constituted by a plurality of the first
blocks, and a third block having the same data length as the
first block 1s allocated in correspondence with the second
block, comprising:

a management information storage section that stores, for
cach second block, management information including
information indicating whether the third block corre-
sponding to the second block 1s valid or mvalid;

a calculation section that performs calculation for each bit
position using data of all the first blocks 1n an update
target 1n the case where the management information
stored 1n the management information storage section
indicates that the third block corresponding to the sec-
ond block specified as the update area 1s mnvalid and
outputs a result of the calculation as calculation data;
and

a write section that writes the calculation data output from
the calculation section in the third block associated with
the update target and validates the third block in the
management information stored in the management
information storage section,

wherein the calculation section initializes the calculation
data, sequentially sets data of the respective first blocks
in the update target as mput data of the calculation,
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performs calculation for each bit position using the input
data and calculation data, stores a result of the calcula-
tion as new calculation data, and repeats the calculation
and storage for all the input data to output the calculation
data.

15. A storage apparatus that performs at least write pro-
cessing for a storage medium on which data 1s allocated 1n
units of a first block having a predetermined data length, the
first block 1s allocated 1n units of a second block constituted
by a plurality of the first blocks, and a third block having the
same data length as the first block 1s allocated 1n correspon-
dence with the second block, comprising:

a management information storage section that stores, for
cach second block, management information including
information indicating whether the third block corre-
sponding to the second block 1s valid or mvalid;

a calculation section that performs calculation for each bit
position using data of all the first blocks 1n an update
target 1n the case where the management information
stored 1n the management information storage section
indicates that the third block corresponding to the sec-
ond block specified as the update area 1s invalid and
outputs a result of the calculation as calculation data;

a write section that writes the calculation data output from
the calculation section 1n the third block associated with
the update target and validates the third block in the
management information stored in the management
information storage section,

a read section that reads out data from the first block that
has been specified as a read target, sets the first block
from which data has not normally been read out as an
error block in the case where the data read has failed,
reads out normal data which 1s data of all the first blocks
other than the error block 1n the second block 1n the case
where the management information stored in the man-
agement information storage section indicates that the
third block corresponding to the second block including
the read target 1s valid, and reads out redundant data
which 1s data of the third block corresponding to the
second block,

wherein the calculation section further performs calcula-
tion for each bit position using the normal data and
redundant data and outputs a result of the calculation as
data of the error block.

16. The storage apparatus according to claim 15, wherein
the calculation section 1nitializes the calculation data,
sequentially sets data of the respective first blocks in the
update target as input data of the calculation, performs cal-
culation for each bit position using the input data and calcu-
lation data, stores a result of the calculation as new calculation
data, and repeats the calculation and storage for all the input
data to output the calculation data.

17. The storage apparatus according to claim 15, wherein
the calculation section 1nitializes the calculation data,
sequentially sets data of the respective normal data and redun-
dant data as input data of the calculation, performs calculation
for each bit position using the input data and calculation data,
stores a result of the calculation as new calculation data, and
repeats the calculation and storage for all the input data to
output the calculation data.

18. The storage apparatus according to claim 15, wherein
when receiving a data write instruction from an external
device, the write section validates the third block correspond-
ing to the second block including the data write target speci-
fied by the data write instruction in the management informa-
tion stored 1n the management information storage section.
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