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WORD COMPETITION MODELS IN VOICE
RECOGNITION

Reading software tends to focus on reading skills other
than reading fluency. One component in developing reading
fluency 1s developing decoding skills, comprehension, and
vocabulary. Pronunciation can be used to determine when a
user or child 1s struggling with one or more of decoding skaills,
comprehension, and vocabulary.

SUMMARY

According to an aspect of the mvention, a method for
recognizing speech patterns includes segmenting a word nto
a string of consecutive phonemes. The method also includes
storing a plurality of sequences of the phonemes. At least one
ol the sequences omits at least one phoneme that 1s preceding
a last one of the phonemes 1n the string and succeeding a first
one of the phonemes in the string. The method also includes
comparing an utterance with the plurality of sequences of
phonemes and determiming if a match exists between the
utterance and a particular one of the sequences of phonemes.

Embodiments can include one or more of the following.

Storing a plurality of sequences of phonemes can include
storing a complete sequence of all the phonemes for the word,
storing a truncated sequence of phonemes for the word, and/
or storing a sequence of phonemes associated with a mispro-
nunciation of the word. The method can also 1include associ-
ating a correctness indication with at least some of the
sequences ol the phonemes. The method can also include
determining an accuracy of the utterance based on the deter-
mined match and the correctness indication. The method can
also 1include providing a plurality of levels wherein the cor-
rectness indication varies based on the level. The plurality of
levels can include, for example, loose, medium, and strict.

According to another aspect, a method 1includes segment-
ing a word 1nto a string ol consecutive phonemes and catego-
rizing the word according to predefined levels of pronuncia-
tion. The categorization includes associating certain ones of
the sequences of phonemes with a pronunciation level for the
word. The sequences can be different for the plurality of
levels.

Embodiments can include one or more of the following.

The plurality of levels can include, for example, loose,
medium, and strict pronunciation levels. The plurality of lev-
cls can be based on pronunciation of the words. The
sequences of phonemes can 1include a complete sequence of
phonemes for the word, a truncated sequence of phonemes for
the word, and/or a sequence of phonemes for the word with at
least one omitted phoneme. The words can include at least 3
phonemes.

According to another aspect, a speech-recognizing device
can be configured to segment a word 1nto a string ol consecu-
tive phonemes and store a plurality of sequences of pho-
nemes. The sequences can include a sequence omitting at
least one phoneme that 1s preceding a last one of the pho-
nemes 1n the string and succeeding a first one of the phonemes
in the string.

Embodiments can include one or more of the following.

The device can be configured to compare an utterance with
the plurality of sequences of phonemes and determine 11 a
match exists between the utterance and a particular one of the
sequences ol phonemes. The speech-recognizing device can
be configured to store a sequence of all the phonemes for the
word and/or truncated sequence of phonemes for the word.
The speech-recognizing device can also be configured to
associate a correctness indication with at least some of the
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2

sequences of the phonemes and determine an accuracy of the
utterance based on the determined match and the correctness
indication. The speech-recognmizing device can also be con-
figured to provide a plurality of levels and the correctness
indication can vary based on the level.

According to another aspect, a device can be configured to
segment a word 1nto a string of consecutive phonemes. The
device can also be configured to categorize the word accord-
ing to predefined levels of pronunciation by associating cer-
tain sequences of the phonemes with a pronunciation level for
the word. The sequences can be different for the plurality of
levels.

Embodiments can include one or more of the following.
The plurality of levels can include, for example, loose,
medium, and strict pronunciation levels. The plurality of lev-
¢ls can be based on pronunciation of the words. The
sequences of phonemes can include a complete sequence of
phonemes for the word, a truncated sequence ol phonemes for
the word, and/or a sequence of phonemes for the word with at
least one omitted phoneme. The words can include at least
three phonemes.

According to another aspect, a computer program product
1s tangibly embodied in an information carrier, for executing
instructions on a processor. The computer program product 1s
operable to cause a machine to segment a word 1nto a string of
consecutive phonemes. The computer program product also
includes instructions to store a plurality of sequences of the
phonemes. At least one of the sequences omits at least one
phoneme that 1s preceding a last one of the phonemes 1n the
string and succeeding a first one of the phonemes 1n the string.
The computer program product also includes istructions to
compare an utterance with the plurality of sequences of pho-
nemes and determine 11 a match exists between the utterance
and a particular one of the sequences of phonemes.

-

T'he computer program product also includes instructions
to cause a machine to store a sequence of all the phonemes for
the word. The computer program product also includes
instructions to cause the machine to store a truncated
sequence of phonemes for the word. The computer program
product also 1ncludes instructions to cause the machine to
associate a correctness indication with at least some of the
sequences of the phonemes and determine an accuracy of the
utterance based on the determined match and the correctness
indication. The computer program product also includes
instructions to cause a machine to provide a plurality of
levels. The correctness indication can vary based on the level.

According to another aspect, a computer program 1s tangi-
bly embodied 1n an information carrier, for executing instruc-
tions on a processor. The computer program product 1s oper-
able to cause a machine to segment a word 1nto a string of
consecutive phonemes. The computer program product also
includes instructions to categorize the word according to
predefined levels of pronunciation by associating certain
sequences of the phonemes with a pronunciation level for the
word. The sequences can be different for the plurality of
pronunciation levels.

Embodiments can include one or more of the following.
The plurality of levels can include, for example, loose,
medium, and strict pronunciation levels. The plurality of lev-
cls can be based on pronunciation of the words. The
sequences of phonemes can 1include a complete sequence of
phonemes for the word, a truncated sequence of phonemes for
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the word and/or a sequence of phonemes for the word with at
least one omitted phoneme. The words can include at least
three phenomes.

DESCRIPTION OF DRAWINGS

FIG. 11s a block diagram of a computer system adapted for
reading tutoring.

FIG. 2 1s a block diagram of a network of computer sys-
tems.

FIG. 3 15 a screenshot of a reading passage.

FIG. 4 1s a block diagram depicting word competition
models.

FIG. 5 1s a diagrammatical view of a fluency bar and
associated word competition models.

FIG. 6 1s an example of a word and associated word com-
petition models.

FIG. 7 1s a diagrammatical view of a fluency bar and
associated word competition models.

FIG. 8 1s a flow chart depicting a technique to determine 11
a pronunciation 1s correct.

FI1G. 9 1s flow chart depicting a process for generating word
competition models.

DETAILED DESCRIPTION

Referring to FIG. 1, a computer system 10 includes a
processor 12, main memory 14, and storage interface 16 all
coupled via a system bus 18. The interface 16 interfaces
system bus 18 with a disk or storage bus 20 and couples a disk
or storage media 22 to the computer system 10. The computer
system 10 would also include an optical disc drive or the like
coupled to the bus via another interface (not shown). Simi-
larly, an interface 24 couples a monitor or display device 26 to
the system 10. Other arrangements of system 10, of course,
could be used and generally, system 10 represents the con-
figuration of any typical personal computer. Disk 22 has
stored thereon software for execution by a processor 12 using
memory 14. Additionally, an interface 29 couples user
devices such as a mouse 29a and a microphone/headset 295,
and can 1nclude a keyboard (not shown) connected to the bus
18.

The software includes an operating system 30 that can be
any operating system, speech recognition software 32 which
can be any speech recognition system such as the Sphinx 11
open source recognition engine or any engine that provides
suificient access to recognizer functionality and tutoring soft-
ware 34 which will be discussed below. The reading tutor
soltware 34 1s usetul 1n developing reading fluency and can
include a word competition model generation unit 35 also
described below. A user would interact with the computer
system principally though mouse 29a and microphone/head-
set 295.

Referring now to FIG. 2, a network arrangement 40 of such
systems 10 1s shown. This configuration 1s especially useful in
a classroom environment where a teacher, for example, can
monitor the progress of multiple students. The arrangement
40 1ncludes multiple ones of the systems 10 or equivalents
thereol coupled via a local area network, the Internet, a wide-
area network, or an Intranet 42 to a server computer 44. An
instructor system 45 similar in construction to the system 10
1s coupled to the server 44 to enable an instructor and so forth
access to the server 44. The instructor system 43 enables an
istructor to import student rosters, set up student accounts,
adjust system parameters as necessary for each student, track
and review student performance, and optionally, to define
awards.
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4

The server computer 44 would include amongst other
things a file 46 stored, e.g., on storage device 47, which holds
agoregated data generated by the computer systems 10
through use by students executing software 34. The files 46
can include text-based results from execution of the tutoring
soltware 34 as will be described below. Also residing on the
storage device 47 can be individual speech files resulting
from execution of the tutor software 34 on the systems 10 and
word competition models 49. In other embodiments, the
speech files being rather large 1n size would reside on the
individual systems 10. Thus, in a classroom setting an instruc-
tor can access the text based files over the server via system
435, and can individually visit a student system 10 to play back
audio from the speech files 1f necessary. Alternatively, 1n
some embodiments the speech files can be selectively down-
loaded to the server 44.

[ike many advanced skills, reading depends on a collec-
tion of underlying skills and capabilities. The tutoring soft-
ware 34 {its mnto development of reading skills based on
existence of interdependent areas such as physical capabili-
ties, sensory processing capabilities, and language and read-
ing skills. In order for a person to learn to read written text, the
eyes need to focus properly and the brain needs to properly
process resulting visual information. The person develops an
understanding of language, usually through hearing lan-
guage, which requires that the ear mechanics work properly
and the brain processes auditory information properly.
Speaking also contributes strongly to development of lan-
guage skills, but speech requires its own mechanical and
mental processing capabilities. Before learning to read, a
person should have the basic language skills typically
acquired during normal development and should learn basic
phonememic awareness, the alphabet, and basic phonics. In a
typical classroom setting, a person should have the physical
and emotional capability to sit still and “tune out” distractions
and focus on a task at hand. With all of these skills and
capabilities 1n place, a person can begin to learn to read
fluently, with comprehension, and to develop a broad vocabu-
lary.

The tutor soitware 34 described below 1s particularly use-
tul once a user has developed proper body mechanics and the
sensory processing, and the user has acquired basic language,
alphabet, and phonics skills. The tutor software 34 can
improve reading comprehension, which depends heavily on
reading fluency. The tutor software 34 can develop fluency by
supporting frequent and repeated oral reading. The reading
tutor soitware 34 provides this frequent and repeated sup-
ported oral reading, using speech recognition technology to
listen to the student read and provide help when the student
struggles. In addition, reading tutor software 34 can assist 1n
vocabulary development. The software 34 can be used with
persons of all ages and especially children in early though
advanced stages of reading development.

Vocabulary, fluency, and comprehension interact as a per-
son learns. The more a person reads, the more fluent the
person becomes, and the more vocabulary the person learns.
As a person becomes more fluent and develops a broader
vocabulary, the person reads more easily.

Referring now to FIG. 3, the tutor software 34 includes
passages that are displayed to a user on a graphical user
interface (e.g., passages can be displayed on monitor 26). The
tutor software 34 includes data structures that represent a
passage, book, or other literary work. The words 1n the pas-
sage are linked to data structures and the pronunciation of a
word can be evaluated based on the associated data structures
for the word. The speech recognition soiftware verifies
whether auser’s oral reading matches the words 1n the section
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of the passage the user 1s currently reading to determine a
user’s level of fluency. Other aspects of the user’s reading
may be used 1n addition to word verification to determine a
level of fluency for a user.

When a user 1s reading a passage for the first time, when a
user 1s struggling or having difficulty reading a passage, or
when a user 1s reading a passage above their fluency level, the
user may make pronunciation mistakes or other reading
errors. Common mistakes 1 word pronunciation include
incomplete pronunciation of a word (e.g., only pronouncing
or uttering a portion of the word) and pronunciations omitting
portions of the word (e.g., skipping interior portions of the
word).

In order to provide an accurate assessment of a user’s
fluency, the speech recognition software recognizes both an
accurate pronunciation and mispronunciations of words 1n a
passage. If the speech recognition engine does not recognize
pronunciation errors, the user may receive a high number of
false positive indications. A false positive indication occurs
when a user does not correctly pronounce the word, but the
speech recogmition software credits the user for a correct
pronunciation. On the other hand, at times the recognizer may
not recognize a correct pronunciation of a word. This 1s
referred to as a false negative indication.

In speech recognition software 32, 1t can be desirable to
reduce the number of false negatives and false positives to
increase the accuracy of an assessment of a user’s fluency. In
order to reduce the number of incorrect words or partial words
that the speech recognition system might confuse with the
expected (e.g., correct) word, competition models represent-
ing the mispronunciations are included 1n the data structure
representation of the dictionary in addition to a correct pro-
nunciation for a word. Competition models generate compe-
tition 1n the speech recognizer to help the speech recognizer
avold 1ncorrectly 1dentifying mispronunciations as correct
pronunciations. The competition models provide specific
examples of ways 1 which the word might be mispro-
nounced. The speech or audio recognizer matches the user’s
speech 1nput to a correct pronunciation or to one of the word
competition models that represent potential mispronuncia-
tions. If the user’s reading mnput more closely matches one of
the word competition models than the correct pronunciation,
the speech recognizer notes that the user incorrectly pro-
nounced the word.

Referring to FIG. 4, examples of word competition models
for a word 60 are shown. In this example, the word 60 1s
segmented 1into a sequence of phonemes 62a-g that comprise
the word. A phoneme 1s a basic theoretical unit of sound
capable of conveying a distinction 1n meaning or a umt of
sound that can distinguish words (e.g., changing one pho-
neme 1n a word can generate a different word). The English
language includes at least about 40 phonemes that can be used
to represent different sounds. The number of phonemes as
well as the sounds represented by the phonemes can vary
depending on the language.

In order to generate competition models, the word 60 1s
represented by the sequence of phonemes that make up the
word, as well as, different, incorrect combinations or
sequences of phonemes that are stored as competition mod-
¢ls. The competition models can be stored 1n, e.g., the dictio-
nary data structure in addition to the correct pronunciation
(¢.g., all phonemes).

In the example shown in FIG. 4, word 60 includes a
sequence of seven phonemes 62a-62¢. The competition mod-
cls 64, 66, 68,70, 72,74, and 76 represent different combi-
nations or sequences of the phonemes associated with 1cor-
rect or partial pronunciations of the word 60. The competition
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6

models 64, 66, 68, 70,72, 74, and 76 1llustrate partial word or
start word competition models and mid-word deletion com-
petition models. The mid-word deletion models (e.g., models
70, 72, 74, and 76) store sequences ol phonemes where at
least one phoneme that precedes a last one of the phonemes 1n
the sequence but succeeds a first one of the phonemes 1n the
sequence 1s omitted from the model (e.g., sequences omitting,
an interior phoneme). The partial or start word competition
models (e.g., models 64, 66, and 68) include truncated
sequences ol phonemes.

Other sequences or sets such as phoneme replacement
competition models and additional phoneme competition
models could also be included as competition models.

The partial or start word category includes combinations of
phonemes (e.g., representations 64, 66, 68) associated with a
user correctly beginning to pronounce the word, but stopping
betore completely pronouncing the word. Thus, the start word
competition models include a first portion of the phonemes 1n
the correct sequence for the word. For example, for the word
“Mississipp1’” a combination of phonemes in the start word
category could include a representation of the user saying
only the first portion of the word such as “Miss.”

The mid-word deletion competition models include com-
binations or sequences of phonemes (e.g., representations 70,
72,74, and 76) that represent mispronunciations in which the
first and last phoneme are correctly pronounced, but one or
more intermediate phonemes are omitted. For example, for
the word “Mississipp1” a combination of phonemes 1n the
mid-word deletion word category could include a represen-
tation of the user saying “Missippi.”

In addition to the representation of a subset of phonemes
for a competition model, the competition model can also have
an associated probabilistic weighting. In order to define
probabilistic weights to a subset of phonemes or expected
words, a recognition configuration includes a set of 1tems that
can be recognized for an utterance, as well as the relative
welghting of these 1tems in the recognizer’s search process.
For example, the set of items may include a comparison of the
audio to acoustic models for all items 1n the currently active
set. The set of items that can be recognized may include
expected words, for example, the words in the current sen-
tence, words 1n the previous sentence, words 1n the subse-
quent sentence, or words 1n other sentences in the text. The set
of items that can be recognized may also include the word
competition models. The set of recognized sounds may also
include phoneme fillers representing individual speech
sounds, noise {illers representing filled pauses (e.g.,
“um . . . ) and non-speech sounds (e.g., breath noise).

The relative probabilistic weighting of these items may be
independent of prior context (independent of what has
already been recognized in the current utterance, and of
where the user started 1n the text). For example, word recog-
nitions may always be weighted more heavily (preferred
over) recognition of phoneme fillers. The relative weighting
ol 1items may also be context-dependent, 1.e. dependent on
what was recognized previously 1n the utterance and/or on
where the user was 1n the text when the utterance started.

The context-dependent weighting of recognition items 1s
accomplished through language models. The language mod-
cls define the words and competition models that can be
recognized 1n the current utterance, and the preferred (more
highly weighted) orderings of these 1tems, 1n the recognition
sequence. Similar to a statistical language model that would
be used 1n large-vocabulary speech recognition, a language
model defines the 1tems (unigrams—a single word), ordered
pairs of 1tems (bigrams—a two word sequence), and ordered
triplets of items (trigrams—a three word sequence) to be used
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by the recognition search process. It also defines the relative
probabilistic weights of the unigrams, bigrams, and trigrams
and this weighting 1s used 1n the recognition search process.
Additionally, the language model defines the weights to be
applied when recognizing a sequence (bigram or trigram ) that
1s not explicitly 1n the language model.

The language model 1s defined as a set of probabilities,
tri-gram, bi-gram and uni-gram probabilities. The weighting,
can be used to set a difficulty or skill level for the pronuncia-
tion correctness required to indicate a correct pronunciation.
As the difficulty or skill level increases the probability of
receiving a competition model increases relative to the prob-
ability of receiving the correct pronunciation. For example,
sequence of words 1n the expected sentence mightbe AB C D
E and the tri-gram, bi-gram and uni-gram probabilities 1n the

language model can be defined for the n’th word, respectively
as:

p(w_nlw_n-1,w_n-2),
p(w_nlw_n-1), and

p(w_n).

The speech recognizer applies the probability models in
the given order. For example, 11 a trigram sequence exists for
the sequence A B C then the trigram probability p(CIB, A) can
be used 1n evaluation the likelihood that C follows B and A in
the acoustic data. If the language model does not include such
a probability model on the word sequence the recognizer will
try p(CIB) and should this exist the associated probability waill
be utilized but multiplied by a “back-oif” penalty. Should
p(CIB) not exist within the model then p(c) and a further
back-off penalty will be applied. This probability should typi-
cally exist 1n the language model.

The prior probabilities for the expected word sequence can
be set or determined to be equally probable, e¢.g., have a prior
probability of 1. The “word competition models” for words,
can be assigned to have smaller prior probabilities. It C_11s
denoted as a word competition model for C, a set of prior
probabilities 1s defined, the prior probabilities are determined
by how phonetically close the word competition model 1s to
the target word, and which difficulty setting has been selected
by the user (e.g., loose, medium, or strict).

As described above, 1n addition to the context independent
phones, two types of competition models include end of word
phone deletions (EWD) and mid-word deletions (IMWD). For
example, to define the prior probabilities for the EWD 1n the
medium difficulty setting five parameters are used.

Each parameter 1s assigned a discount or value that 1s used
to derive prior probabilities for the word competition model.
Exemplary parameters and values are shown below:

DIFF_TO_LONGEST_WORD COMPETITION
MODEL 2

MINIMUM_WORD COMPETITION MODEL
LENGTH 1

STARTING_SUBWORD_WORD COMPETITION
MODEL _MAX_DISCOUNT 3.0

STARTING_SUBWORD_WORD COMPETITION
MODEL _MIN_DISCOUNT 1.6

STARTING_SUBWORD_WORD COMPETTTION
MODEL _DEC_DISCOUNT 0.5

Using the five parameters shown above, the ‘MINIMUM _
word competition model _LENGTH’ 1s the shortest allowable
word competition model length in phones and the ‘DIFF_
TO_LONGEST_word competition model” 1s the smallest dii-
ference 1in phones between the target word and the longest
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word competition model for that word. The values or dis-
counts are used to derive prior probabilities for the word
competition models.

For example, the longest word competition model 1s asso-
ciated with the ‘STARTING_SUBWORD_WORD COMPE-

TITION MODEL MAX DISCOUNT’. Then for each word
competition model in descending order of length an addi-
tional STARTING_SUBWORD_WORD COMPETITION
MODEL DEC DISCOUNT i1s subtracted from the START-
ING_SUBWORD_WORD COMPETITION MODEL_
MAX_DISCOUNT to get its penalty. However, if the result-
ing factor 1s <STARTING_SUBWORD_WORD COMPETI-
TION MODEL_MIN_DISCOUNT, then that word competi-
tion model 1s given STARTING_SUBWORD_WORD
COMPETITION MODEL_MIN_DISCOUNT as a prior
probability.

The probabilities can vary based on the level of difficulty.
For example, for a more strict setting the values could be as
follows:

DIFF_TO_LONGEST_WORD COMPETITION
MODEL 2

MINIMUM_WORD COMPETITION MODEL_
LENGTH 1

STARTING_SUBWORD_WORD COMPETITION
MODEL_MAX_DISCOUNT 2.0

STARTING_SUBWORD_WORD COMPETITION
MODEL_MIN_DISCOUNT 1.6

STARTING_SUBWORD_WORD COMPETITION

MODEL_DEC_DISCOUNT 0.5

For the MWD word competition models, a single penalty
(e.g., a common probability) 1s applied. This penalty can be
dependent on the pronunciation setting. For example, the
penalty for the intermediate could be set to 2.5 while the
penalty for the strict setting could be set to 2.0.

The probabilities give the uni-gram, big-gram and tri-gram
probabilities for each word competition model and associated
word sequence. Back-oll penalties can be similarly applied
for real words. While particular values have been described 1n
the examples above, other values or probabilities could be
used.

In some embodiments, the probabilistic weights can be
expressed as log 10 probabilities. For example, 1f the target
word has a probability of 1, then the log 10 of a competition
model word might be lower (e.g., —=3.0). Thus, the system can
weight the probability of recerving and recognizing a target
pronunciation versus the competition models.

Referring to FIG. 5, an example of a method for generating,
competition models either automatically or manually and
associating the models with different fluency or skill levels 1n
the reading system 1s shown. In this example, a continuum 80
1s divided into three levels “loose” 82, “medium” 84, and
“strict” 86, however other divisions (e.g., equal or unequal
divisions more or fewer divisions) are possible. The differing
levels 82, 84, 86 can require different levels of pronunciation
correctness for a user to be credited with a correct or incorrect
pronunciation of a word. Thus, the strictness of the speech
recognition increases as the difficulty level progresses from
the left side of the continuum 80 to the right side of the
continuum 80. A user may select a level on the continuum 80
associated with his/her level of presumed reading fluency or
pronunciation. Alternately, the reading fluency system can
automatically select and 1teratively adjust the difficulty level
according to audio received from the user.

In this example, the competition models differ based on the
level of the continuum 80 such that there are fewer competi-
tion models associated with the loose category 82 than with
the medium 84 and strict categories 86. The competition
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models can be based on a set of predefined rules such that the
competition models can be automatically generated by the
speech recognition system.

In this example, the loose level 82 includes only start word
competition models 84. The start word competition models
88 for the loose level 82 are, e.g., a mimimum of one phoneme
in length and up to four phonemes shorter than the target
word. In addition to the start word competition models
included 1n the loose level 82, the medium level 84 includes
start words competition model 90 represented by a truncated
set of phonemes for the word. For example, a sequence of
phonemes with up to two phonemes shorter than the target
word. The medium level also includes a set of mid-word
deletion competition models 92. The mid-word deletion com-
petition models include sequences of phonemes with, e.g.,
two or more phonemes deleted from the interior phonemes of
the word. Alternatively, mid-word deletion models could
include sequences ol phonemes with a single phoneme
deleted from the interior portion of the word. In this example,
the strict category 80 includes the same competition models
as the medium category 84, however, the weighting factor 1s
increased for the competition models 1n the strict category.
Alternatively, different or additional competition models
could be 1included for the strict category 86.

Referring to FIG. 6, an example of the competition models
generated for the word “affect” using the guidelines described
in FIG. 5 1s shown. The word affect can be divided into a
sequence of five phonemes /AE/ /F/ /EH/ /K/ /T/. Using this
sequence of phonemes the competition models shown can be
automatically generated by the speech recognition or tutor
soltware.

As described above, probabilities can be assigned to each
of the competition models. In the example shown 1n FIG. 6,
the probability of recerving the word competition model for
the single phoneme /AE/ will be lower than the probability of
receiving the word competition model for a word competition
model such as /AE/ /F/ /EH/.

For example, the probabilities for the intermediate setting,
could be set as follows:

AE 2.0
AEF 2.5
/AE/ /F/ /EH/ 3.0

As described above, the probabilities of receiving the dif-
terent word competition models can vary based on the diffi-
culty setting. For example, the probabilities for the interme-
diate setting could be set as follows:

AB 1.6
AEF 1.6

/AE/ /F/ /EH/ 2.0

Referring to FIG. 7, another example of an association of
different competition models with different levels 1s shown.
In this example, the association of the competition models
with different levels 1s not based on different rules for the
deconstruction of the word 1nto incorrect sequences of pho-
nemes. Instead, the models associated with the levels are
based on a categorization of the types of words 1n a passage.
At the loose level 110, competition models are included only
for words that are “target” words for a story or passage (e.g.,
words included 1n the glossary for the story or new words).
The number of words for which the speech recognition sys-
tem includes competition models increases as the difficulty
level increases and the system requires a higher degree of
pronunciation correctness. In this example, at the medium
level 112 competition models are included for the target
words and words over a predetermined number of syllables.
At the strict level, all words or all words over a predetermined
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length have associated competition models. Other associa-
tions of competition models for the multiple levels can be
used.

Referring to FIG. 8, a process 130 includes determining,
132 whether an utterance received by the speech recognition
soltware appears to have been pronounced correctly. 1T the
utterance does not appear to be correct, process 130 signals
134 an incorrect pronunciation of the word. Process 130
decomposes the utterance into component phonemes and
stores the phonemes. The component phonemes for the utter-
ance are compared to a set of expected phonemes for the
passage to determine 11 the utterance 1s correct. If the utter-
ance appears to be correct (e.g., the expected phonemes
match the component phonemes within a predetermined level
of error or with a certain confidence level), the utterance 1s
compared 136 to a set of competition models of 1ncorrect
combinations or sequences ol phonemes associated with the
word. Process 130 determines 138 1f the utterance matches
one of the competition models with a higher confidence 1ndi-
cation than the match with the correct pronunciation. If the
utterance matches one of the competition models, process
130 signals 140 an incorrect pronunciation. I the utterance
does not match the competition models, process 130 signals
142 a correct pronunciation.

Referring to FIG. 9, a process 150 for generating and
associating competition models with multiple levels of a
reading fluency program 1s shown. Process 150 includes
determining 1f a word 1n a passage 1s longer than a predeter-
mined length. The predetermined length can be based on the
number of letters, the number of syllables, or the number of
phonemes 1n the word. If the word 1s not greater than the
predetermined length process 150 does not generate a set of
competition models. If the word 1s greater than the predeter-
mined length, process 150 decomposes the word ito a
sequence of phonemes. Process 150 determines 138 i1 there
are multiple reading levels 1n the system. If there are not
multiple levels (1.e., there 1s a single level), process 1350 gen-
erates and stores 160 combinations of phonemes representa-
tive of competition models for the word. If there are multiple
levels, process 150 generates 162 and stores 164 combina-
tions of phonemes representative of competition models for
the word for the lowest or easiest of the multiple levels.
Process 150 subsequently determines 11 there are additional
levels, and 11 there are additional levels determines 172 com-
petition models associated with the next level. Process 150
stores the competition models for the current level 1n addition
to the competition models for any previous levels. Steps 166,
172, and 168 are repeated until there are no additional levels
and the process exits 174.

A number of embodiments of the invention have been
described. Nevertheless, 1t will be understood that various
modifications may be made without departing from the spirit
and scope of the invention. For example, the system can
provide support to people who speak different languages. The
system can have a built in dictionary that will give textually
appropriate definition of what a word means, and can give 1t
in English and a user’s native language. Accordingly, other
embodiments are within the scope of the following claims.

What 1s claimed 1s:

1. A computer implemented method for recogmzing
speech patterns, the method comprising:

segmenting a word 1nto a string of consecutive phonemes;

storing a plurality of sequences of the phonemes, at least

one of the sequences of phonemes being associated with
a mispronunciation of the word;

associating a correctness indication with at least some of

the sequences of the phonemes;
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providing a plurality of levels, at least some of the levels
having multiple sequences of the phonemes associated
with the level and at least some of the sequences of
phonemes being associated with multiple ones of the
plurality of levels with the correctness indication vary-
ing based on the level;

comparing, by a computer system, an utterance with the

plurality of sequences of phonemes;

determining, by the computer system, 1 a match exists

between the utterance and a particular one of the
sequences ol phonemes; and

determining, by the computer system, an accuracy of the

utterance based on the determined match, the level, and
the correctness indication.

2. The method of claim 1 wherein storing the plurality of
sequences of the phonemes includes storing a sequence
including all the phonemes for the word.

3. The method of claim 1 wherein storing the plurality of
sequences of the phonemes includes storing a truncated
sequence ol phonemes for the word.

4. The method of claim 1 wherein the plurality of levels
includes at least one of loose, medium, and strict.

5. The method of claim 1, wherein the sequence of pho-
nemes associated with the mispronunciation of the word
comprises a pronunciation that 1s not recognized as an utter-
ance corresponding to the word.

6. The method of claim 1, wherein the at least one of the
sequences associated with the mispronunciation of the word
comprises a competition model for the word.

7. The method of claim 1, further comprising;

associating a probabilistic weighting with each of the plu-

rality of sequences of the phonemes.
8. The method of claim 7, wherein:
at least one of the sequences of phonemes 1s associated
with a correct pronunciation of the word, and

associating the probabilistic weighting with each of the
plurality of sequences of the phonemes comprises asso-
ciating a greater probabilistic weighting to at least one of
the sequences of phonemes associated with a correct
pronunciation of the word than to at least one of the
sequences of phonemes associated with the mispronun-
ciation of the word.

9. The method of claim 1, wherein storing a plurality of
sequences ol the phonemes comprises storing at least one
sequence of phonemes omitting at least one phoneme that 1s
preceding a last one of the phonemes 1n the string and suc-
ceeding a first one of the phonemes 1n the string.

10. A computer implemented method comprising:

segmenting, by a computer system, a word into a string of

consecutive phonemes;
generating, by the computer system, sequences ol pho-
nemes having at least one omitted phoneme; and

associating a first set of multiple ones of the sequences of
the phonemes with a first pronunciation level for the
word, the first set of the sequences of the phonemes
being associated with mispronunciations of the word for
the first pronunciation level;

associating a second set of multiple ones of the sequences

of the phonemes with a second pronunciation level for
the word, the second set of the sequences of the pho-
nemes being associated with mispronunciations of the
word for the second pronunciation level and being dif-
ferent from the first set of sequences of phonemes asso-
ciated with the first level.

11. The method of claim 10 further comprising:

associating a third set of multiple ones of the sequences of

the phonemes with a third pronunciation level for the
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word, the third set of the sequences of the phonemes
being associated with mispronunciations of the word for
the third pronunciation level and being different from
the first and second sets of sequences of phonemes asso-
ciated with the first level and the second level:

wherein the first pronunciation level comprises a loose
pronunciation level,

the second pronunciation level comprises a medium pro-

nunciation level, and

the third pronunciation level comprises a strict pronuncia-

tion level.

12. The method of claim 10 wherein the first and second
pronunciation levels are based on pronunciation of the words.

13. The method of claim 10 wherein the sequences of
phonemes includes a truncated sequence of phonemes for the
word.

14. The method of claim 10 wherein the words include at
least 3 phonemes.

15. The method of claim 10, wherein the sequence of
phonemes associated with the mispronunciation comprises a
pronunciation not recognized as an utterance corresponding
to recognition of the word.

16. The method of claim 10, wherein the at least one of the
sequences associated with the mispronunciation of the word
comprises a competition model for the word.

17. The method of claim 16, further comprising storing a
complete sequence of the phonemes, the complete sequence
being associated with a correct pronunciation of the word.

18. The method of claim 10, further comprising:

associating a probabilistic weighting with each of the plu-
rality of sequences of the phonemes.
19. The method of claim 18, wherein:

at least one of the sequences of phonemes 1s associated
with a correct pronunciation of the word, and

associating the probabilistic weighting with each of the
plurality of sequences of the phonemes comprises asso-
ciating a greater probabilistic weighting to at least one of
the sequences of phonemes associated with a correct
pronunciation of the word than to at least one of the
sequences of phonemes associated with the mispronun-
ciation of the word.

20. A speech-recognizing device configured to:

segment a word 1nto a string of consecutive phonemes;

store a plurality of sequences of the phonemes, at least one
of the sequences being associated with a mispronuncia-
tion of the word and omitting at least one phoneme that
1s preceding a last one of the phonemes 1n the string and
succeeding a first one of the phonemes in the string;

associate a correctness indication with at least some of the
sequences ol the phonemes;

provide a plurality of levels wherein the correctness indi-
cation varies based on the level, at least some of the
levels having multiple sequences of the phonemes asso-
ciated with the level and at least some of the sequences
of phonemes being associated with multiple ones of the
plurality of levels with the correctness indication vary-
ing based on the level;

compare an utterance with the plurality of sequences of
phonemes;

determine 11 a match exists between the utterance and a
particular one of the sequences of phonemes; and

determine an accuracy of the utterance based on the deter-
mined match, the level, and the correctness indication.

21. The speech-recognizing device of claim 20 further

configured to store a sequence of all the phonemes for the
word.
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22. The speech-recognizing device of claim 20 further
configured to store a truncated sequence of phonemes for the
word.

23. A device configured to:

segment a word 1nto a string of consecutive phonemes;

generate sequences of phonemes having at least one omit-

ted phoneme; and

associate a first set of multiple ones of the sequences of the

phonemes with a first pronunciation level for the word,
the first set of the sequences of the phonemes being
associated with mispronunciations of the word for the
first pronunciation level;

associate a second set of multiple ones of the sequences of

the phonemes with a second pronunciation level for the
word, the second set of the sequences of the phonemes
being associated with mispronunciations of the word for
the second pronunciation level and being different from
the first set of sequences of phonemes associated with
the first level.

24. The device of claim 23 wherein the first and second
pronunciation levels are based on pronunciation of the words.

25. The device of claim 23 wherein the sequences of pho-
nemes includes a complete sequence of phonemes for the
word.

26. The device of claim 23 wherein the sequences of pho-
nemes includes truncated sequence of phonemes for the
word.

27. A computer program product, tangibly embodied 1n an
information carrier, for executing mstructions on a processor,
the computer program product being operable to cause a
machine to:

segment a word 1nto a string of consecutive phonemes;

store a plurality of sequences of the phonemes, at least one

of the sequences being associated with a mispronuncia-
tion of the word:

associate a correctness indication with at least some of the

sequences ol the phonemes;

provide a plurality of levels, at least some of the levels

having multiple sequences of the phonemes associated
with the level and at least some of the sequences of
phonemes being associated with multiple ones of the
plurality of levels with the correctness indication vary-
ing based on the level;
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compare an utterance with the plurality of sequences of

phonemes;

determine if a match exists between the utterance and a

particular one of the sequences of phonemes; and
determine an accuracy of the utterance based on the deter-
mined match, the level, and the correctness indication.

28. The computer program product of claim 27 further
comprising 1instructions to cause a machine to store a
sequence of all the phonemes for the word.

29. The computer program product of claim 27 further
comprising instructions to cause a machine to store a trun-
cated sequence of phonemes for the word.

30. The computer program product of claam 27 turther
comprising instructions to cause a machine to store a
sequence of phonemes omitting at least one phoneme that 1s
preceding a last one of the phonemes 1n the string and suc-
ceeding a first one of the phonemes 1n the string.

31. A computer program product, tangibly embodied in an
information carrier, for executing instructions on a processor,
the computer program product being operable to cause a
machine to:

segment a word 1nto a string of consecutive phonemes;

generate sequences of phonemes having at least one omit-

ted phoneme; and

associate a first set of multiple ones of the sequences of the

phonemes with a first pronunciation level for the word.,
the first set of the sequences of the phonemes being
associated with mispronunciations of the word for the
first pronunciation level;

associate a second set of multiple ones of the sequences of

the phonemes with a second pronunciation level for the
word, the second set of the sequences of the phonemes
being associated with mispronunciations of the word for
the second pronunciation level and being different from
the first set of sequences of phonemes associated with
the first level.

32. The computer program product of claim 31 wherein the
first and second levels are based on pronunciation of the
words.

33. The computer program product of claim 31 wherein the
sequences of phonemes 1includes truncated sequence of pho-
nemes for the word.
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