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USING ROLL-FORWARD AND
ROLL-BACKWARD LOGS TO RESTORE A
DATA VOLUML

BACKGROUND OF THE INVENTION

Businesses or other entities store their operational data
(e.g., customer lists, financial transactions, business docu-
ments, business transactions, etc.) i logical volumes on
memory devices such as hard disks. Unfortunately, the opera-
tional data 1s susceptible to corrupting events such as hard-
ware failure, software failure, or user error. Hardware failures
can range from the failure of a single hard disk to the destruc-
tion of an entire data center containing the hard disk, making,
some or all of the business’s operational data unrecoverable.
Software failures are procedural errors in an application that
corrupt operational data. User errors include errors such as
inadvertent deletion or overwriting of operational data that 1s
later required. Failures and user errors often result in the loss
or corruption of important operational data. The loss or cor-
ruption of operational data i1s particularly devastating to a
business that relies heavily on electronic commerce.

Recognizing the importance of maintaining reliable opera-
tional data, businesses or other entities typically employ
backup and restore systems to protect critical operational data
against corruption. Backup systems create backup copies of
operational data. A backup copy captures an 1mage of the
operational data at an instant 1n time so that if need be,
everything that has happened to the operational data since that
instant can be forgotten, and the state of operations (as
reflected 1n the operational data) can be restored to that
instant.

While 1t 1s a simple and fairly quick procedure to create a
backup copy of an individual data object (1mage file, text file,
etc.) the creation of a backup copy becomes more difficult as
the amount of operational data increases. One method of
creating a backup copy of a large volume of operational data
1s to copy the data from the hard disks that store the volume to
one or more magnetic tapes. Once the backup has completed,
the magnetic tapes are stored either locally or remotely. When
a data corruption 1s detected 1n the operational data volume as
a result of hardware failure, software failure, or user error, the
volume 1s restored to 1ts pre-corrupted data state using the
backup copy.

Backup operations create backup copies that may be either
tull or incremental. A tull backup copy means that all files 1n
the data volume are copied regardless of how recently the files
have been modified or whether a previous backup copy exists.
An mncremental backup means that only files of the volume
that have changed since some previous event (e.g., a prior full
backup or incremental backup) are copied. The backup win-
dow for a tull backup tends to be much larger when compared
to the backup window for an incremental backup. For most
applications, mcremental backups are preferable at backup
times since, 1n most cases, the number of files of the data
volume that change between backups 1s very small compared
to the number of files 1n the entire data volume and since the
backup window 1s small. If backups are done daily or even
more frequently, 1t 1s not uncommon for less than 1% of files
of a volume to change between backups. An incremental
backup 1n this case copies 1% of the data that a full backup
would copy and uses 1% of the mput/output (I10) resources
between the hard disks and the backup magnetic tapes.

Incremental backup appears to be the preferred mode of
protecting data. And so it 1s, until a full restore of all the files
of the data volume 1s needed. A tull restore from incremental
backups requires starting with a restore using the newest full
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backup copy, followed by restores of all newer incremental
backups. That can require a lot of magnetic tape handling
performed by, for example, an automated robotic handler.

Restore from tull backups 1s genuinely simpler and more
reliable than restores from combinations of full and incre-
mental backups. When recovering from individual user
errors, the situation 1s just the opposite. Users tend to work
with one small set of files for a period of days or weeks and
then work with a different set. Accordingly, there 1s a high
probability that a file erroneously corrupted by a user will
have been used recently and therefore will be copied 1n one of
the incremental backups. Since incremental backups contain
a smaller fraction of data when compared to a tull backup, the
incremental backups can usually be searched much faster for
the target file 1t a restore 1s required. From the individual
user’s standpoint, 1t 1s preferable to create many small 1ncre-
mental backups.

While backup and restore systems are useful, they present
a number of disadvantages. Backups are typically created
during “backup windows.” During backup windows, applica-
tion access to the volume 1s unfortunately denied while the
volume 1s being backed up to one or more magnetic tapes.
Additionally, even if an incremental backup 1s created at the
top of every hour, a data corruption operation that occurs at
12:59 as a result of human error would require the data vol-
ume to be restored to the backup created at 12:00, and all valid

modifications of the data volume entered between 12:00 and
12:59 would be lost.

SUMMARY OF THE INVENTION

A roll-back memory can be used to incrementally restore
one or more data volumes in reverse chronological order to
the data state they occupied at some prior point 1in time with-
out using a backup copy. After the one or more data volumes
have been restored in reverse chronological order, a roll-
forward memory can be used to incrementally restore the one
or more data volumes in forward chronological order to the
data state they occupied at some other point 1n time without
using a backup copy. Incrementally restoring the one or more
data volumes 1n reverse chronological order may follow an
incremental restoration of the one or more data volumes 1n
torward chronological order and vice versa until the one or
more data volumes are in the data state they occupied just
prior to, for example, a data corruption event.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention may be better understood, and its
numerous objects, features, and advantages made apparent to
those skilled 1n the art by referencing the accompanying
drawings.

FIG. 1 shows a block diagram of relevant components in a
data processing system employing one embodiment of the
present invention;

FIG. 2 1illustrates relevant aspects of writing data to roll-
back and roll-forward logs of FIG. 1 1n accordance with one
embodiment of the present invention;

FIGS. 3a-3e illustrates the data state of a portion of a data
volume V after repeatedly performing the process shown in
FIG. 2;

FIG. 4 illustrates relevant aspects of incrementally restor-
ing data volume V 1n reverse chronological order to the data
state 1t occupied at some prior point 1 time using the roll-
back log of FIG. 1;

FIGS. 5a-5d illustrates the data state of the data volume V
after repeatedly performing the process shown 1n FIG. 4;
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FIG. 6 illustrates relevant aspects of incrementally restor-
ing data volume V in forward chronological order to the data

state 1t occupied at some other point in time using the roll-

torward log of FIG. 1;
FIGS. 7a and 756 1llustrates the data state of the data volume

V after repeatedly performing the process shown in FIG. 6.
The use of the same reference symbols 1n different draw-

ings indicates similar or identical 1tems.

DETAILED DESCRIPTION

The present mvention relates to a system or method for
restoring one or more data volumes to a prior data state.
Although the present invention will be described with refer-
ence to restoring data on the volume level, the present mven-
tion may find application in restoring data on the file system
or database level. In one embodiment, the present invention
can be employed without need of traditional backup copies.
For purposes of explanation, the present invention will be
described with reference to restoring one data volume V, 1t
being understood that the present mvention should not be
limited thereto. Indeed, the present invention can be used to
restore several non-temporal volumes to the data states they
occupied at a prior point in time.

FIG. 1 1llustrates relevant components of a system 10
employing one embodiment of the present mvention. The
system 10 shown in FIG. 1 includes a computer system 12
coupled directly or indirectly to a memory system 16 that
stores data volume V. Computer system 12 can be any com-
puter or other data processing device. For example, computer
system 12 can be a conventional personal computer, a server,
a special purpose computer, or the like. For purposes of expla-
nation, computer system 12 takes from 1n a server having one
or more processors for executing instructions of an applica-
tion program. The application program generates transac-
tions to directly or indirectly read data from or write data to
the data volume V. A write data transaction 1s completed by
overwriting existing data D _, , 1n one or more data blocks of
volume V with new data D, . For ease of explanation, 1t will
be presumed that each write transaction, when completed,
overwrites all existing data D _, ;1n a single block of volume V
with new data D, __ . it being understood that the present
invention should not be limited thereto. When a write trans-
action completes, there may be very little difference between
existing data D _, ,and new data D, _ .

Transaction requests to read or write data are transmitted
directly or indirectly to the memory system 16. It 1s noted that
server 12 communicates directly or indirectly with memory
system 16 via communication link 24. Communication link
24 may take form 1n a storage area network (SAN) having one
or more components such as switches, hubs, routers (not
shown), etc. It 1s noted that additional components (e.g., a
database management system, a file system, a volume man-
ager, etc.) may be 1n data communication between server 12
and memory system 16, even though such components are not
shown within FIG. 1.

Memory system 16 may take form in one or more disk
arrays or other storage devices, it being understood that the
term “memory system” should not be limited thereto. For
purposes ol explanation, it will be presumed that memory
system 16 takes form 1n a single disk array that stores logical
data volume V. Volume V consists of n___ data blocks each
storing data. The n___data blocks do not actually store data.
Rather, physical memory blocks of hard disks within the disk
array 16 are allocated to store data of corresponding data
blocks by virtualizing software executing on the disk array
and/or by a volume manager (both of which are not shown).
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FIG. 1 provides a graphical representation of five data blocks
designated 1-5 of Volume V. Data 1n the volume blocks are
accessible directly or indirectly by server 12 via a write or
read data transaction. FIG. 1 shows the state of five memory
blocks at an initial time t,.

FIG. 1 also shows memory devices 18 and 20 coupled to
and accessible by server 12. For purposes of explanation only,
cach of the memory devices 18 and 20 will take form 1n
random access memory (RAM), 1t being understood that the
present invention should not be limited thereto. Memory
devices 18 and 20 may be configured as sequential logs, 1t
being understood that the memory devices 18 and 20 should
not be limited thereto. Data 1s read from sequential logs in the
order in which the data 1s stored therein. Thus, the last data
item stored 1n a sequential log 1s the first to be read out, and the
first data 1tem stored 1n a sequential log 1s the last to be read
out.

Memory device 18 1s designated as roll-back log while
memory device 20 1s designated as roll-forward log. Roll-
back log 18 stores or 1s configured to store existing data D _, |
copied from blocks of volume V belore D_, , 1s overwritten
with new data D, of a write transaction. The roll-forward
log 20 stores or 1s configured to store copies of the new data
D __ . . In one embodiment, the roll-forward log 20 may take
form 1n a storage replication log (SRL). SRLs are typically
used 1n systems for replicating data volumes.

Belore or after existing data D_, , 1s copied to roll-back log
18, 1n one embodiment, existing data D _, ,may be compressed
according to any one of many well-known compression algo-
rithms. Such compression would reduce the amount of stor-
age space within roll-back log 18 needed to store data. Fur-
ther, before or after new data D, 1s copied to roll-forward
log 20, new data D, _ may also be compressed. For purposes
of explanation only, 1t will be presumed that data 1s stored 1n
logs 18 and 20 1n compressed format.

Before existing data D_,, in any block i volume V 1s
overwritten with a new data D, . the existing data D _, ; 1s
copied to roll-back log 18. The new data D, 1s copied to the
roll-forward log 20 either before the existing data D_, , 1s
overwritten or after the existing data 1s overwritten. FIG. 2
describes this process 1n greater detail. The process shown 1n
FIG. 2 can be implemented by server 12 executing instruc-
tions stored 1n memory (not shown). The process starts with
step 42 when server 12 generates a transaction to overwrite
existing dataD_, ,inblockm of volumeV withnew dataD, _ .
In step 44, before the existing data D_, , 1n block m 1s over-
written with the new data D, . the old data D _, ,1s copied to
roll-back log 18. In step 46 existing data D_, ; in block m 1s
overwritten with the new data D, . In step 48 a copy of the
new data D, _  1s stored in roll-forward log 20. It 1s noted that
steps 46 and 48 may be reversed 1n order. Lastly, a tag Tm 1s
generated that corresponds to the existing data D _, , written to
log 18 and/orthenewdataD,__  writtento roll-forward log 20.
A new tag Tm 1s generated each time data 1s copied to logs 18
and/or 20. The tag number m 1s generated sequentially so that
sequentially generated tags have sequential tag numbers. Tag
Tm may include a time stamp. For purposes of explanation,
the time stamp will be presumed to 1dentify the time when
existing data D _, ,1s overwritten with thenew dataD, . Inthe
alternative, the time stamp may 1dentily the time the write
transaction of step 42 was generated, the time when the old
data D_, ,1s written to roll-back log 18, or some other event 1n
the process of FIG. 2. Tag Tm may also include an 1dentifi-
cation of the data block (1.e., block m) in volume V that 1s the
target of the corresponding write transaction. In the embodi-
ment where more than one data volume 1s restored using the

present invention, the tag may include an 1dentification of the
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volume that contains the target block of the corresponding
write transaction. In the embodiment where more than one
data block 1s the target of a corresponding write data transac-
tion, the tag may include an identification of the first data
block and a number of consecutive blocks including the first
block where the new data D, _  1s written. Tag Tm may also
include information (e.g., a tlag set to binary one or zero)
indicating that data has or has not been stored within roll-back
log 18 and/or roll-forward log 20 1n compressed format. The
tag Tm may be stored with the existing data D_, , copied to log
18, the new data D, copied to log 20, or both. In the alter-
native, tag Tm may be stored 1n a separate tag table. Each tag
T, however, 1s associated with a respective block of existing
data D_, , stored 1n roll-back log 18 and/or a respective block
ofnewdataD__ storedinroll-forward log 20. It 1s noted that
other information may be included within the tags. It 1s noted
that the application executing on server 12 may access data in
volume V while existing data within volume V 1s copied to
roll-back log 18 or while new data 1s copied to roll-forward
log 20.

At time t, 1t 1s presumed that a backup copy of the data
Volume V has been stored 1n a memory device (not shown).
The present invention does not require the creation of a
backup copy of data Volume V. The backup copy of the data
Volume V can be generated 1n any desired manner. A backup
copy of data Volume V enables restoration of data volume V
to the state 1t occupied at time t,. More particularly, data
volume V can be restored to 1ts prior state by overwriting the
contents of Volume V with the backup copy.

FIGS. 3a-3d 1llustrate changes to the data contents of Vol-
ume V, roll-back log 18, and roll-forward log 20 after com-
pleting five consecutive write transactions. More particularly,
after time t,, server 12 generates a first write data transaction
to overwrite existing data (designated B) in block 2 of volume
V with new data (designated B, ). Before existing data B of
block 2 1s overwritten, data B 1s copied to roll-back log 18 in
accordance with step 44 of FI1G. 2. Data B 1s stored 1n roll-
torward log 18 1n compressed format. The existing data B 1n
block 2 of volume 'V 1s then overwritten with the new data B, .
The new data B, 1s copied to roll-forward log 20 either betore
or after existing data B 1s overwritten. Data B, 1s stored 1n
roll-forward log 20 in compressed format. Lastly, server 12
generates a tag T1 which 1t stores along with new data B1 1n
roll-forward log 20 and/or with existing data B in roll-back
log 18. Tag T1 includes the i1dentification of the target block
(e.g., block 2) of the first write transaction. Additionally, tag
T1 includes time stamp set to time t,, the time when data B
was overwritten 1n volume V. FIG. 3a shows the state of
Volume V, roll-back log 18, and roll-forward log 20 after
completion of the first write transaction and the process steps
shown 1n FIG. 2.

After server 12 generates the first write transaction, server
12 generates a second write transaction to overwrite existing
data (designated A) 1n block 1 of Volume V with new data
(designated A ). Belore existing data A of block 1 1s over-
written, data A 1s copied to roll-back log 18. The existing data
A1 block 1 of volume 'V 1s then overwritten with the new data
A, of the second write transaction. The new data A, 1s copied
to roll-forward log 20 either before or after existing data A 1s
overwritten. New data A, and existing data A are stored 1n
compressed format 1n logs 20 and 18, respectively. Lastly,
server 12 generates a tag 12 which 1t stores along with new
data Al 1n roll-forward log 20 and/or with existing data A 1n
roll-back log 18. Tag 12 includes the i1dentification of the
target block (e.g., block 1) of the second write transaction.
Additionally, tag T2 includes time stamp set to time t,, the

time when data A 1s overwritten 1in volume V. FIG. 35 shows
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the state of Volume V, roll-back log 18, and roll-forward log
20 after completion of the second write transaction and the
process steps shown 1 FIG. 2.

Server 12 continues to generate new write transactions
alter generating the second write transaction. After time t,
server 12 generates a third write transaction to overwrite
existing data (designated D) in block 4 of Volume V with new
data (designated D, ). It will be presumed for sake of expla-
nation of the present invention that the third write transaction
was generated in error thereby corrupting data volume V.
Before existing data D of block 4 1s overwritten, data D 1s
copied to roll-back log 18. The existing data D 1n block 2 of
volume V 1s then overwritten with the new data D, of the third
write transaction. The new data D), 1s copied to roll-forward
log 20 either belore or after existing data D 1s overwritten.
New data D, and existing data D are stored 1in compressed
format 1n logs 20 and 18, respectively. Lastly, server 12 gen-
crates a tag 13 which 1t stores along with new data D, 1n
roll-forward log 20 and/or with a copy of existing data D in
roll-back log 18. Tag T3 includes the i1dentification of the
target block (e.g., block 4) of the third write transaction.
Additionally, tag T3 includes time stamp set to time t,, the
time when data D 1s overwritten 1n volume V. FIG. 3¢ shows
the state of Volume V, roll-back log 18, and roll-forward log
20 after completion of the third write transaction and the
process steps shown 1n FIG. 2. Data D, represents corrupted
data.

Server 12 generates a fourth write transaction to overwrite
existing data B, i block 2 of Volume V with new data (des-
ignated B, ). Before existing data B, of block 2 1s overwritten,
data B, 1s copied to roll-back log 18. The existing data B, 1n
block 2 of volume V 1s then overwritten with the new data B,
of the fourth write transaction. The new data B, 1s copied to
roll-forward log 20 either before or after existing data B, 1s
overwritten in volume V. New data B, and existing data B, are
stored 1n compressed format 1n logs 20 and 18, respectively.
Lastly, server 12 generates a tag T4 which 1t stores along with
new data B, in roll-forward log 20 and/or with a copy of
existing data B, 1n roll-back log 18. Tag T4 includes the
identification of the target block (e.g., block 2) of the fourth
write transaction. Additionally, tag T4 includes time stamp set
to time t,, the time when data B, 1s overwritten in volume V.
FIG. 3d shows the state of Volume V, roll-back log 18, and
roll-forward log 20 after completion of the fourth write trans-
action and the process steps shown in FIG. 2.

Lastly in the 1llustrated example, server 12 generates a fifth
write transaction to overwrite existing data (designated C) in
block 3 of Volume V with new data (designated C, ). Before
existing data C of block 3 1s overwritten, data C 1s copied to
roll-back log 18. Once data C has been copied to roll-back log
18, data within block 3 of Volume V 1s overwritten with the
new data C, 1 accordance with the fifth write transaction. The
new data C, 1s copied to roll-forward log 20 either before or
alter existing data C 1s overwritten. Lastly, server 12 gener-
ates a tag TS5 which 1t stores along with new data C1 1n
roll-forward log 20 and/or with a copy of existing data C in
roll-back log 18. Tag TS includes the identification of the
target block (e.g., block 3) of the fifth write transaction.
Additionally, tag TS includes time stamp set to time t., the
time when data C 1s overwritten 1in volume V. FIG. 3e shows
the state of Volume V, roll-back log 18, and roll-forward log
20 after completion of the fifth write transaction and the
process steps shown 1 FIG. 2.

FIG. 3eillustrates the state of Volume V, rewind log 18, and
torward log 20 after completion of five sequentially generated
write transactions. After t., 1t may be desirable to restore
volume V to the data state 1t occupied at some time prior to
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time t-. For instance, roll-back log 18 can be used to incre-
mentally restore volume V to the state i1t occupied at time t, .
As will be more fully described below, roll-back log 18 can be
used to incrementally restore volume V to a prior point 1in time
in reverse chronological order without using a backup copy.
After volume V has been restored 1n reverse chronological
order, roll-forward log 20 can be used to incrementally restore
volume V 1n forward chronological order without using a
backup copy. Incrementally restoring volume V in reverse
chronological order may follow an incremental restoration of
volume V 1n forward chronological order and vice versa until
volume V 1s in the data state it occupied just prior to, for
example, a data corruption event. FIG. 4 illustrates opera-
tional aspects of using roll-back log 18 to incrementally
restore data volume V 1n reverse chronological order.

The process shown in FIG. 4 can be implemented by server
12 executing 1instructions stored in memory (not shown).
Betore the process 1s started, a roll-back target time 1s selected
to which the data volume V 1s to be incrementally restored in
reverse chronological order. Once the roll-back target time 1s
selected, the data volume restoration operation in FIG. 4
begins by setting a dummy variable n to n, . where n,__.
represents the tag number of the last tag generated 1n step 49
of FI1G. 2. In the illustrated example, n, . equals 5. In step 52,
server 12 compares the selected roll-back target time with the
time stamp contained in tag Tn. If the time stamp 1s greater
than the roll-back target time, server 12 overwrites the data in
the volume block 1dentified 1n tag Tn with a copy of the data
from roll-back log 18 corresponding to tag Tn. After the
volume block 1s updated with data from roll-back log 18,
server 12 decrements dummy variable n by 1 in step 56. Steps
52-56 are repeated until the time stamp of tag Tn 1s less than
or equal to the roll-back target time 1n step 52. When the
condition 1s met 1n step 52, the process ends.

The process shown 1n FIG. 4 can be used to incrementally
restore volume V 1n reverse chronological order from 1ts data
state as shown 1n FIG. 3e to the data state 1t occupied at, for
example, time t, (see FIG. 3a). With the roll-back target time
set to t,, the data restoration operation begins with server 12
setting dummy variable nto 5, the value ot n, . Accordingly,
server 12 accesses tag TS. Tag T5 indicates that data C was
copied from block 3 of volume V. Data C stored 1n roll-back
log 18 corresponds to tag T5. Server 12 overwrites the exist-
ing data C, in block 3 of volume V with a copy of data C stored
in roll-back log 18 in accordance with step 54 of FIG. 4. Once
block 3 1s overwritten with data C, as shown in FIG. 5a,
volume V has been restored to the data state 1t occupied at
time t,. Server 12 decrements n from 5 to 4, and server 12
accesses the next tag T4 and compares the time stamp t, 1n tag
T4 with the roll-back target time t, . Because t, 1s later 1n time,
volume V has not been restored back to the roll-back target
time. Tag T4 indicates that data B, was copied from block 2 of
volume V. Data B, stored 1n roll-back log 18 corresponds to
tag T4. Server 12 overwrites the existing data B, in block 2 of
volume V with a copy of data B, stored 1n roll-back log 18 in
accordance with step 54 of FIG. 4. Once block 2 1s overwrit-
ten with data B,, volume V has been restored to the data state
it occupied at time t, as shown 1 FIG. 5b. Server 12 decre-
ments n from 4 to 3, and server 12 accesses the next tag T3.
Server 12 then compares the time stamp t; 1in tag T3 with the
roll-back target time t,. Because t, 1s later in time, volume V
has not been restored back to the roll-back target time. Tag T3
indicates that data D was copied from block 4 of volume V.
Data D stored in roll-back log 18 corresponds to tag 13.
Server 12 overwrites the existing data D, in block 4 of volume
V with a copy of data D stored in roll-back log 18 1n accor-
dance with step 54 of FIG. 4. Once block 4 1s overwritten with
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data D, volume V has been restored to the data state 1t occu-
pied at time t, as shown in FIG. 3c. Server 12 decrements n
from 3 to 2, and server 12 accesses the next tag '12. Server 12
then compares the time stamp t, 1n tag T2 with the roll-back
target time t,. Because t, 1s later in time, volume V has not
been restored back to the roll-back target time. Tag T2 1ndi-
cates that data A was copied from block 1 of volume V. Data
A stored 1n roll-back log 18 corresponds to tag 12. Server 12
overwrites the existing data A, in block 1 of volume V with a
copy of data A stored 1n roll-back log 18 1n accordance with
step 54 of FIG. 4. Once block 1 1s overwritten with data B,
volume V has been restored to the data state 1t occupied at
time t, as shown in FIG. 54. Server 12 decrements n from 2 to
1, and server 12 accesses the next tag T1. Server 12 then
compares the time stamp t, 1n tag T1 with the roll-back target
timet,. Because these two times are equal, volume V has been
restored back to the roll-back target time and the incremental,
reverse chronological restore process ends of FIG. 4 ends, at
least for the moment.

As noted above, the roll-back log 18 can be used to incre-
mentally restore volume V 1n reverse chronological order. It 1s
possible that volume V as been mnadvertently restored to a
point 1 time that 1s much earlier then needed to correct a data
corruption. Volume V can be checked for corruption either by
server 12 or manually. If the volume does not contain cor-
rupted data, then in all probability volume V has been restored
to a point in time earlier than the time when the corruption
occurred. In this case, roll-forward log 20 can be used to
incrementally restore volume V 1n forward chronological
order. For instance, after volume V has been restored to the
data state 1t occupied at time t,, roll-forward log 20 can be
used to incrementally restore volume V to the state it occupied
at, for example, time t,. FIG. 6 1llustrates operational aspects
of using roll-forward log 20 to incrementally restore data
volume V 1n forward chronological order.

The process shown 1n FIG. 6 can be implemented by server
12 executing instructions stored i memory (not shown).
Before the process i1s started, a roll-forward target time 1s
selected to which the data volume V 1s to be incrementally
restored 1n forward chronological order. The processes in
FIGS. 4 and 6 share the same dummy varniable n. Thus, the
value of n in the process of FIG. 6 starts out equal to the value
of n when the process of FIG. 4 ends. In step 62, server 12
compares the selected roll-forward target time with the time
stamp contained 1n tag Tn. If the time stamp 1s earlier 1n time
than the roll-forward target time, server 12 increments n by 1
and then overwrites the data 1n the volume block 1dentified 1n
tag Tn with a copy of the corresponding data from roll-
torward log 20 as shown 1n steps 64 and 66. Steps 62-66 arc
repeated until the time stamp of tag Tn 1s latter than or equal
in time to the roll-forward target time 1n step 62. When the
condition 1s met in step 62, the process ol FIG. 6 ends, at least
for the moment.

The process shown 1n FIG. 6 can be used to incrementally
restore volume V in forward chronological order from the
data state shown 1n FIG. 5d to the data state it occupied at, for
example, time t; (see FIG. 3c¢). In the 1llustrated example, n
equals 1 when the process of FIG. 6 1s first started since n was
equal to 1 when the process shown in FI1G. 6 lastended. Server
12 accesses tag T1 which contains a time stamp equal to t,.
Because roll-forward target time t; 1s later in time than t,,
dummy variable n 1s incremented so that n=2, and server 12
accesses the tag T2. The data A, stored 1n roll-forward log 20
corresponds totag T2. Tag'12 indicates that block 1 of volume
V was overwritten with data A, at time t,. Server 12 over-
writes the existing data A 1n block 1 of volume V with a copy
of data A, stored in roll-forward log 20 in accordance with
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step 66 of FIG. 6. Once block 1 1s overwritten with data A |,
volume V has been restored to the data state 1t occupied at
time t, as shown 1 FIG. 7a. Server 12 then compares the time
stamp t, in tag T2 with the roll-forward target time t,. Because
t, 1s later in time, volume V has not been restored to the
roll-forward target time. As such, variable n 1s incremented so
that n=3, and server 12 accesses tag T3. Data D, stored 1n
roll-forward log 20 corresponds to tag T3. Tag T3 indicates
that block 4 of volume V was overwritten with data D, at time
t,. Server 12 overwrites the existing data D 1in block 4 of
volume V with a copy of data D, stored in roll-forward log 20
in accordance with step 66 of FIG. 6. Once block 4 1s over-
written with data D,, volume V has been restored to the data
state 1t occupied at time t, as shown in F1G. 7b. Server 12 then
compares the time stamp t; in tag T3 with the roll-forward
target time t,. Because t, equates to the roll-forward target
time, volume V has been restored and the process of FIG. 6
ends.

Using the process of FIG. 4 or a combination of the pro-
cesses of FIGS. 4 and 6, volume V can be restored to the data
state 1t occupied at a prior point in time. For example, volume
V can be restored to the data state 1t occupied at time t,, just
prior to data corruption. As can be understood, when the
number of write transactions to volume V may become large,
and the number of data blocks stored 1n logs 18 and 20 can
increase rapidly. At some point, 1t may be necessary to create
another backup copy of the volume V, and erase or invalidate
the contents of logs 18 and 20. The roll-forward log may be
instrumental 1n creating another full backup of volume V.
More particularly, server 12 or an independent computer sys-
tem dedicated to performing backup operations may use the
roll-forward log 20 to update the current full backup men-
tioned above. When all data of the roll-forward log 20 1s
applied to the current full backup copy 1n the order 1n which
data was received 1n roll-forward log 20, a new full backup
copy of volume V results, and logs 18 and 20 can be emptied
or their contents mvalidated.

Although the present invention has been described 1n con-
nection with several embodiments, the invention 1s not
intended to be limited to the specific forms set forth herein.
On the contrary, 1t 1s intended to cover such alternatives,
modifications, and equivalents as can be reasonably included
within the scope of the invention as defined by the appended
claims.

What 1s claimed 1s:

1. A method comprising:

(a) overwriting old first data 1n a data volume with new {first

data;

(b) storing a copy of the old first data in a roll-back
memory, wherein (b) occurs before (a);

(c) storing a copy of the new first data in a roll-forward
memory;

(d) overwriting old second data 1n the data volume with
new second data, wherein (d) occurs after (a);

(¢) storing a copy of the old second data 1n the roll-back
memory, wherein (e) occurs before (d);

(1) storing a copy of the new second data 1n the roll-forward
memory;

(g) overwriting the new second data in the data volume
with a copy of the old second data from the roll-back
memory, wherein (g) occurs after (d);

(h) overwriting the new first data in the data volume with a
copy of the old first data from the roll-back memory,
wherein (h) occurs after (g);

(1) overwriting the old first data 1n the data volume with a
copy ol the new first data stored in the roll-forward
memory, wherein (1) occurs atfter (h);
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(1) overwriting the old second data 1n the data volume with
a copy ol the new second data from the roll-forward
memory, wherein (1) occurs aiter (1) and (g).

2. A method comprising;:

(a) overwriting old first data in a first volume with new first
data;

(b) storing a copy of the old first data 1n a roll-back
memory, wherein (b) occurs before (a);

(¢) storing a copy of the new first data 1n a roll-forward
memory;

(d) overwriting old second data 1n a second volume with
new second data, wherein (d) occurs alfter (a);

(¢) storing a copy of the old second data in the roll-back
memory, wherein (e) occurs before (d);

(1) storing a copy of the new second data in the roll-forward
memory, wherein the old first data and old second data
were contained 1n the first data volume and the second
data volume, respectively, before (a);

(g) overwriting the new second data in the second data
volume with a copy of the old second data from the
roll-back memory, wherein (g) occurs aifter (d);

(h) overwriting the new first data in the first data volume
with a copy of the old first data from the roll-back
memory, wherein (h) occurs after (g);

(1) overwriting the old first data 1n the first data volume with
a copy of the new first data stored in the roll-forward
memory, wherein (1) occurs atfter (h);

(1) overwriting the old second data 1n the second data
volume with a copy of the new second data from the
roll-forward memory, wherein (j) occurs after (1) and (g).

3. The method of claim 1 further comprising compressing,
the copy of the old first data stored 1n the roll-back memory.

4. The method of claim 1 further comprising;:

generating a first request to overwrite the old first data with
new first data;

wherein (a) occurs 1n response to the generation of the first
request;

generating a second request to overwrite the old second
data with new second data;

wherein (d) occurs in response to the generation of the
second request;

wherein, after (h) occurs, the data volume 1s restored to the
data state 1t occupied before the first request was gener-
ated.

5. A computer readable memory for storing instructions
executable by a computer system, wherein the computer sys-
tem 1mplements a method 1n response to executing the
istructions, the method comprising:

(a) overwriting old first data 1n a data volume with new first

data;

(b) storing a copy of the old first data 1n a first memory,
wherein (b) occurs before (a);

(¢) storing a copy of the new {irst data 1n a second memory;

(d) overwriting old second data 1n the data volume with
new second data, wherein (d) occurs aiter (a);

() storing a copy of the old second data in the first memory,
wherein (e) occurs betfore (d);

(1) storing a copy of the new second data in the second
memory, wherein the old first data and the old second
data were contained 1n the data volume before (a);

(g) overwriting the new second data in the data volume
with a copy of the old second data from the first memory,
wherein (g) occurs after (d);

(h) overwriting the new {first data 1n the data volume with a
copy of the old first data from the first memory, wherein
(h) occurs after (g);
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(1) overwriting the old first data 1n the data volume with a
copy ol the new first data stored 1n the second memory,
wherein (1) occurs after (h);

(1) overwriting the old second data 1n the data volume with
a copy of the new second data from the second memory,
wherein (1) occurs after (1) and (g).

6. A computer readable memory for storing instructions
executable by a computer system, wherein the computer sys-
tem 1mplements a method 1n response to executing the
istructions, the method comprising:

(a) overwriting old first data 1n a first volume with new {first

data;

(b) storing a copy of the old first data 1n a first memory,
wherein (b) occurs before (a);

(c) storing a copy of the new {irst data 1n a second memory;

(d) overwriting old second data 1n a second volume with
new second data, wherein (d) occurs aifter (a);

(¢) storing a copy of the old second data 1n the first memory,
wherein (e) occurs betfore (d);

(1) storing a copy of the new second data in the second
memory, wherein

the old first data and old second data were contained 1n the
first data volume and the second data volume, respec-
tively, before (a);

(g) overwriting the new second data 1n the second data
volume with a copy of the old second data from the first
memory, wherein (g) occurs after (d);

(h) overwriting the new first data 1n the first data volume
with a copy of the old first data from the first memory,
wherein (h) occurs after (g);

(1) overwriting the old first data 1n the first data volume with
a copy of the new first data stored 1n the second memory,
wherein (1) occurs atfter (h);

(1) overwrniting the old second data in the second data
volume with a copy of the new second data from the
second memory, wherein (j) occurs after (1) and (g).

7. The computer readable memory of claim 5 wherein the
method further comprises compressing the copy of the old
first data stored in the first memory.

8. The computer readable memory of claim 5 wherein the
method further comprises:

generating a first request to overwrite the old first data with
new first data;

wherein (a) occurs 1n response to generation of the first
request;

generating a second request to overwrite the old second
data with new second data;

wherein (d) occurs 1n response to generation of the second
request;

wherein, after (h) occurs, the data volume 1s restored to the
data state 1t occupied before the first request was gener-
ated.

9. The computer readable memory of claim 5 wherein the
method further comprises associating a first time stamp with
the copy of the old first data stored in the first memory.

10. The computer readable memory of claim 9 wherein the
method further comprises associating the first time stamp
with the copy of the new first data stored in the second
memory.

11. An apparatus comprising:

a computer system coupled to first and second memory

devices;

an 1nstruction memory for storing instructions executable
by the computer system,
wherein the computer system implements a method in

response to executing the instructions the method
comprising;:
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(a) overwriting old first data 1n a data volume with new
first data;

(b) storing a copy of the old first data in a roll-back
memory, wherein (b) occurs before (a);

(c) storing a copy of the new first data 1n a roll-forward
memory;

(d) overwriting old second data 1n the data volume with
new second data, wherein (d) occurs after (a);

(e) storing a copy of the old second data 1n the roll-back
memory, wherein (€) occurs betfore (d);

(1) storing a copy of the new second data in the roll-
forward memory, wherein
the old first data and the old second data were con-

tained 1n the data volume before (a);

(g) overwriting the new second data 1n the data volume
with a copy of the old second data from the roll-back
memory, wherein (g) occurs aiter (d);

(h) overwriting the new {irst data 1n the data volume with
a copy of the old first data from the roll-back memory,
wherein (h) occurs after (g);

(1) overwriting the old first data 1in the data volume with
a copy of the new first data stored 1n the roll-forward
memory, wherein (1) occurs after (h);

(1) overwriting the old second data in the data volume
with a copy of the new second data from the roll-
forward memory, wherein (1) occurs after (1) and (g).

12. The method of claim 2 further comprising compressing
the copy of the old first data stored 1n the roll-back memory.

13. The method of claim 2 further comprising:
generating a {irst request to overwrite the old first data with
new first data, wherein
(a) occurs 1n response to the generation of the first
request;
generating a second request to overwrite the old second
data with new second data, wherein

(d) occurs 1n response to the generation of the second
request;
wherein, after (h) occurs, the data volume 1s restored to the

data state 1t occupied before the first request was gener-
ated.

14. The computer readable memory of claim 6 wherein the
method further comprises compressing the copy of the old
first data stored in the first memory.

15. The computer readable memory of claim 6 wherein the
method further comprises:

generating a {irst request to overwrite the old first data with
new first data, wherein

(a) occurs 1n response to generation of the first request;

generating a second request to overwrite the old second
data with new second data, wherein

(d) occurs 1n response to generation of the second
request;
wherein, after (h) occurs, the data volume 1s restored to the

data state 1t occupied before the first request was gener-
ated.

16. The computer readable memory of claim 6 wherein the
method further comprises associating a first time stamp with
the copy of the old first data stored in the first memory.

17. The computer readable memory of claim 16 wherein
the method further comprises associating the first time stamp
with the copy of the new first data stored in the second
memory.

18. The method of claim 1 further comprising an act of
associating a first time stamp with the copy of the old first data
stored 1n the roll-back memory.
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19. The method of claim 18 further comprising an act of 22. The method of claim 18 further comprising an act of
associating, ‘the‘ first time stamp with the copy of the new first associating a second time stamp with the copy of the old
data stored 1n the roll-forward memory. second data stored in the roll-back memory, wherein the first
20. The method of claim 19 further comprising an act of

7 , ‘ and second time stamps are different.
associating the first time stamp with the copy of the new first 5

data stored 1n the roll-forward memory.

21. The method of claim 2 further comprising an act of
associating a {irst time stamp with the copy of the old first data
stored 1n the roll-back memory.
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