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METHOD AND SYSTEM OF HANDLING
DOCUMENT OPERATION REQUESTS ON
DOCUMENTS HAVING LARGE
COLLECTIONS WITH CONSTRAINED
MEMORY

BACKGROUND AND SUMMARY

The present invention 1s related to data storage systems.
More particularly, the present invention i1s directed to a
method and system of handling document operation requests.

Various types of documents, e.g., XML (extensible
Markup Language) documents, may encompass one or more
collections. A collection 1s a set of elements or 1tems. For
example, a purchase order document may include multiple
line 1tems, where each line 1tem 1s an element of a purchase
order collection.

In conventional data storage systems, before a document
operation on a collection 1s executed, e.g., a read operation, a
create operation, a delete operation, an update operation, an
insert operation, etc., the whole document 1s first loaded into
memory from one or more data storage devices, e.g., disk
drives, where the document 1s stored. Based on that approach,
however, the amount of memory needed to hold an 1n memory
representation of the document 1s proportional to the number
ol elements or 1tems in the one or more collections of the
document. As a result, documents with collections containing
a large number of elements or items may not be completely
loadable 1n the memory. Therefore, document operations can-
not be executed in conventional data storage systems on docu-
ments having large collections. The minmimum size of the
document which would cause this failure would depend upon
how much physical and virtual memory 1s available to the
process on the system.

Thus, 1t 1s desirable to provide a method and system where
memory usage 1s independent of the number of collection
clements or 1tems 1n a document, which would enable larger
documents to be loaded mto memory for document operation
requests.

The present invention provides a method and system for
handling document operation requests, such as loading docu-
ments having large collections so that document operation
requests on this document can be successtully serviced. In
one embodiment, when a document operation request 1s
recerved, a determination 1s made as to whether the document
operation requires one or more collection elements of the
document to be in memory. If one or more collection elements
of the document are required to be 1n memory, for each of
such element a determination 1s made as to whether that
collection element 1s within a collection partition already
loaded 1nto the memory. For each of the collection elements
whose partitions are not already 1n the memory, the corre-
sponding collection partitions are loaded into the memory
from the disk. The document operation 1s then executed on
this partially loaded document. Not all the collection ele-
ments are loaded 1into the memory thereby allowing one to
place certain binds on how much memory the mm-memory
representation of the document would use.

Further details of aspects, objects, and advantages of the
invention are described below 1n the detailed description,
drawings, and claims. Both the foregoing general description
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2

and the following detailed description are exemplary and
explanatory, and are not intended to be limiting as to the scope
of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are included to provide a
further understanding of the invention and, together with the
Detailed Description, serve to explain the principles of the
invention.

FIG. 1 1s a flow chart of a method of handling document
operation requests according to an embodiment of the mnven-
tion.

FIG. 2 1llustrates examples of in-memory and on-disk rep-
resentations of document collections according to some
embodiments of the mvention.

FIG. 3 depicts one embodiment of a method of handling
document operation requests.

FIGS. 4a-4b shows examples of how document operation
requests are handled according to some embodiments of the
invention.

FIG. 5 1s a flow chart of a method for handling document
operation requests according to an embodiment of the mven-
tion.

FIG. 6 1s a diagram of a computer system with which
embodiments of the present invention can be implemented.

DETAILED DESCRIPTION

Handling of document operation requests 1s disclosed.
Rather than attempting to load each document as a whole into
the system memory every time a document operation request
1s received, only those collection elements needed for the
document operation request that are not already in the
memory are loaded into the memory. The element and all the
clements belonging to 1ts partition are read in from the disk
and a new partition can be created to hold these elements 1n
memory. The memory contents can then be moved in and out
in units of collection partitions. As a result, memory usage 1s
independent of the number of collection elements 1n a docu-
ment. This enables larger documents to be loaded into the
memory for document operation requests.

FIG. 1 illustrates one method of handling document opera-
tion requests. A document operation request 1s recerved at
102. Each document may include one or more collections and
cach collection may include one or more elements or items. In
some embodiments, the document 1s an XML document. In
other embodiments, the document may be any document that
encompasses one or more collections. The operation
requested may be a read operation, a delete operation, an
insert operation, an update operation, a create operation, etc.
At 103, an element 1s 1dentified for processing according to
the document operation request.

A determination 1s made as to whether the 1dentified col-
lection element 1s within a collection partition already loaded
into the memory (106). In one embodiment, a collection
partition 1s defined as a subset of collection elements in the
document and may be defined using a hash-based or range-
based partitioning function. In one embodiment, the partition
scheme(or function) 1s defined such that a collection element
can belong to at most one collection partition. In other words
any two collection partitions are disjoint subsets. Each col-
lection partition 1n the memory may be limited to a threshold
s1ze. The threshold size may be a factor of the memory size
and 1t may also be set by a user, administrator, etc. For
example, 11 the total memory 1s 100 MB (megabytes), the
threshold size may be 1 MB. There are multiple ways of
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setting this threshold—the absolute size could be directly
stated/set, e.g. at 1 MB, or could be determined as a percent-
age of the total available process virtual memory, e.g., 1% 1n
the previous example. This threshold 1s controlled by a user
tunable configuration parameter, which can be termed the
loadableumit_size. A collection partition 1s a unit 1n which
data 1s written to or read from a data storage device, e.g., disk
drive, etc.

Ifthe 1dentified collection element 1s already 1n a collection
partition 1n the memory, then the document operation i1s
executed at 110. If the collection element 1s not 1n a collection
partition in the memory, then the appropriate collection par-
tition 1s loaded (108) before the document operation 1s
executed (110). The formulas described with respect to FIG.
da-b may be used to load the partition at 110. At 112, a
determination 1s made whether more elements need to be
processed. If so, then the method returns back to 103 to
identily another element to process. For each such element,
the partition contaiming 1t 1s 1dentified and moved 1n from the
disk into a memory partition, 11 needed.

A collection or a portion of a collection may have an
in-memory representation as well as an on-disk representa-
tion. On a data storage device, each collection may be stored
in the form of a CLOB (character large object), in nested
tables, or 1 10Ts (index-only tables—this can also be
referred to as OCT-based storage). An index-only table differs
from a standard table 1n that instead of maintaining a separate
index for the table, the index and the base table are combined
into a single table. In other words, rather than having a row
ROWID as the second element of an index entry, the actual
data from the corresponding row 1s stored 1n the index. Addi-
tional information on index-only tables can be found in U.S.
Pat. No. 6,128,610, 1ssued Oct. 3, 2000, which 1s incorporated
herein by reference 1n 1ts entirety for all purposes.

FIG. 2 shows example configurations for both in-memory
as well as on-disk representations of three collections, A, B,
and C 1n a data storage system 200. Collection A includes
1000 1items, collection B includes 100 1items, and collection C
includes 10 items. In the embodiment, collections A, B, and C
have each been loaded into memory 202 1n their entireties.
In-memory representations of collections may be similar to
arrays as seen 1n FIG. 2 or could be 1in the form of more
sophisticated array structures, e.g., B-arrays.

Consider 1t collections A, B, and C 1n FIG. 2 are stored 1n
an index-only table 204 on a disk 206. Table 204 includes
three columns, a “CollectionID” column 208, an “ItemPosi-
tion” column 210, and a “Value” column 212. Collection A
has a “CollectionID” of 1, collection B has a “CollectionID”
of 2, and collection C has a “CollectionlD” of 3. Table 204
may be accessed via key columns 208 and 210. For example,
to find the value for the first item of collection A, the following,
query may be submitted:

SELECT Value
FROM Table
WHERE CollectionlD=1 AND ItemPosition=1

The above query 1s in SQL (Structured Query Language), a
popular database language. Other database languages may
also be used. Additionally, an API can also be provided which
natively queries the 10T structure given the key columns and
returns the corresponding values.

Depicted i FIG. 3 1s another method of handling docu-
ment operation requests. At 302, a document operation
request 1s recerved. At 303, 1dentification 1s made of an ele-
ment to process according to the document operation request.
A determination 1s made at 306 as to whether the 1dentified
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4

collection element 1s within some collection partition already
loaded mnto memory. If the identified collection element 1s
already 1n a collection partition in memory, then the docu-
ment operation 1s executed at 322.

I1 the 1dentified collection element 1s not within a collec-
tion partition in the memory, then a determination 1s made at
308 as to whether the memory 1s full (1.e. the memory allotted
to the document has been exhausted. This 1s also controlled by
another threshold parameter—which can be termed xobmem-
_bound, and can be tuned by the user). If the memory 1s not
tull, then the 1dentified collection element not already within
a collection partition 1s loaded into a new collection partition
in the memory (320). While the new collection partition 1s
loaded, elements other than the requested element are also
read in. The number of elements read 1nto this new partition 1s
controlled by the threshold parameter loadableunit_size
which has been previously described. The process then
returns to 306, and since the element 1s now 1n a partition in
memory, the document operation can be executed at 322.

When the memory 1s full, one or more collection partitions
in the memory are selected for removal at 310. In some
embodiments, one or more of the least recently used (LRU)
partitions are selected for removal. Any change 1n the one or
more selected collection partitions 1s propagated to one or
more data storage devices storing one or more collection
clements 1n the selected collection partitions (312). Once the
one or more data storage devices have been updated with the
change(s), the one or more selected collection partitions are
removed (314). In some embodiments, the collection parti-
tions that are removed do not contain any of the one or more
required collection elements.

At 316, the metadata of the collection partitions that remain
in the memory are updated. For range based collection parti-
tions the metadata for the partition includes the index position
of the first element of the partition (StartMemlIndex) 1n the
memory, the total number of elements 1n the partition (Num-
Memltems) in the memory, the index position of the first
clement of the partition (StartDiskIndex) on the disk, the total
number of elements 1n the partition (NumDiskItems) on the
disk. Note that the disk and the memory numbers can be
different 1n case certain changes made to the partition or any
partitions previous to 1t have not been propagated to the disk.
This 1s depicted 1n FIG. 4a-b. In some embodiments, when a
collection partition 1s updated, the metadata of the collection
partition 1s updated. For example, 1if an element has been
deleted from a collection partition, metadata related to the
number of elements in the collection partition, 1s reduced by
one.

After memory 1s freed, a new collection partition 1s then
created in the memory (318) and at least one of the one or
more required collection elements not already within a col-
lection partition 1s loaded into the new collection partition
(320). The method of FIG. 3 may be implemented using some
or all of the formulas described with respect to FIG. 4a-b.

Examples of how document operation requests are handled
in data storage systems are illustrated in FIGS. 4aq-4b. In

FIGS. 4a-4b, data storage system 400 includes a memory 402
and a disk 404. A collection 406 1s stored 1n a table 408a on

disk 404. Collection 406 1n table 408a includes 200 items.
Items 1-150 have already been loaded 1nto three collection
partitions 410a-414a 1n memory 402. In the embodiment,
collection partitions 410a-414a are range-based and have
been created on 1tem 1ndices. Collection partitions may be
hash-based 1n other embodiments of the invention and need
not be created on the 1indices. Additionally, collection parti-
tions 410a-414a are linked together 1n the embodiment.
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Initially, collection partitions 410a-414a each includes 50
items from collection 406. Collection partition 410q includes
items 1-50, collection partition 412q 1ncludes items 51-100,
and collection partition 414a includes items 101-150. In
FIGS. 4a-4b, each collection partition includes metadata that
identifies the index of the first collection item 1n the partition
in memory 402, the index of the first collection 1tem 1n the
partition in table 408, the number of 1tems 1n the partition in
memory 402, and the number of 1tems 1n the partition 1n table
408.

Attime T, a document operation 1s executed. The operation
secks to msert an 1tem after item 50. To find the partition to
insert the 1tem into, metadata 1n collection partitions 410a-
414a may be utilized. For example, based on the “StartMe-
mIndex” and “NumMemltems,” it can be determined whether
item S50 1s 1n a particular collection partition. In one embodi-
ment, an 1tem 1 1s within a collection partition when

StartMemIndex <i =(StartMemIndex+Num-
Memltems).

By looking at collection partitions 410a-414a 1n order, sys-
tem 400 can determine whether 1tem 50 1s within one of the
collection partitions 410a-414a 1n memory 402. Once a col-
lection partition 1s found, 1tem 50 can be located using an
offset. For example, the location of an 1tem 1n a collection
partition may be found using the following formula:

memory location of [i/=i-StartMemIndex+1

As a result of the msert operation, metadata for collection
partition 41056 1s updated to reflect an additional item in
memory 402. Since the change has not been propagated or
flushed to disk 404, metadata relating to the number of disk
items 1n collection partition 4105, “NumDisklItems,” remains
unchanged. Metadata for collection partitions 4125 and 4145
are also updated as a result of the operation. For example,
metadata relating to the index of the first 1tem in collection
partitions 4125 and 4145 1n memory 402, “StartMemIndex,”
have each been incremented by one to reflect the additional
item 1n memory 402.

Changes to memory 402 can be propagated or flushed to
disk 404. At time T+1, the changes to collection partitions
410a-414q are sent to disk 404. Table 408 can then be updated
with the inserted i1tem. As a result, collection 406 will have
201 1tems 1nstead of 200 after the update, as shown 1n table
4080 1 FIG. 4b. Collection partitions 410c-414¢ are also
updated once table 408 on disk 404 1s updated. For example,
“NumDiskltems” in partition 410c¢ and “StartDiskIndex™ 1n
partitions 412¢ and 414¢ are incremented by one to reflect the
additional 1item 1n collection 406. In one embodiment, when a
partition 1s flushed to disk, its corresponding metadata 1s also
removed from memory. For example, when partition 410c¢ 1s
flushed to disk, and the “NumbDiskltems” in partition 410c¢ 1s
incremented indicating that the number of 1tems on disk has
increased, then the in-memory metadata for this partition 1s
removed.

Retference will now be made to FIG. 4b. For the purposes of
explanation, assume that any partitions flushed to disk in FIG.
da, 11 any, have been loaded back into memory. At time T+2a
in FI1G. 45, a document operation request to read item 152 1n
collection 406 1s recerved. After looking through collection
partitions 410c-414c¢, 1t 1s determined that item 152 1s not
within any of the partitions in memory 402. Assuming that an
item cannot be loaded 1nto collection partition 414¢ because
it has reached the maximum partition size and memory 402 1s
tull, then at least one of the collection partitions 410c-414c¢
needs to be removed 1n order to load 1tem 152 from disk 404
into memory 402 for the read operation.
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In the embodiment, collection partition 412c¢ 1s selected for
removal. Since all of the changes to memory 402 have already
been propagated to disk 404, collection partition 412c¢ 1s
removed at time T+2b without sending updates to disk 404
again. In other embodiments, collection partition 410¢ or
414¢ may be selected for removal 1nstead. A new collection
partition 416 i1s then created and i1tem 152 1s loaded nto
collection partition 416 in memory 402 at time T+2¢. Once
item 152 1s loaded into memory 402, the read operation can be
executed. Once a partition 1s flushed, 1ts associated metadata
at can also be removed from memory. Therefore, 1f 1t 1s
assumed that the data for partition 412¢ has been flushed, then
the metadata for this partition can be removed from memory.

To locate 1tem 152 on disk 404 for loading into collection
partition 416 1n memory 402, metadata of collection partition
414¢ may be used since the index of 1item 152 1s higher than
the index ofthe last item 1n collection partition 414¢ and there
are no other collection partitions after partition 414c¢. If on the
other hand, there was another collection partition after parti-
tion 414¢ and the other collection partition had a StartMe-
mlIndex higher than the index of item 1352, then metadata from
collection partition 414¢ would still be used. It can be
assumed that for items with indexes higher than the index of
the last item 1n collection partition 414¢, there are no incon-
sistencies between an 1tem’s position 1n table 408 on disk 404
and the 1tem’s position 1n memory 402. In one embodiment,
the location of an 1tem on a disk can be found using the
following formula:

disk location of [i/=i+(EndDiskIndex—EndMemIn-
dex)

EndDiskIndex=StartDiskIndex+NumDiskltems

EndMemIndex=StartMemIndex+NumMemlItems

The “StartDiskIndex.” “NumDiskltems.” “StartMemIndex.”
and “NumMemltems” are all from the last collection partition
in the memory with a StartMemlIndex and an EndMemIndex
lower than the Index of item 1. In the embodiment of FIG. 45,
the last collection partition satistying the above requirement
1s collection partition 414¢. Other elements may also be
simultaneously read from disk along with the 152 elements,
depending upon the threshold parameters that have been set
for the system.

FIG. 5 shows a tlowchart of a method for creating a docu-
ment In addition, this method can also be used to create a
partition upon first creation of a collection. At 602, a docu-
ment creation request 1s received. This request 1s processed by
1ssuing appends of the new elements to the collection that 1s
being created 1in the memory. Each document may include
one or more collections and each collection may include one
or more elements or items. In some embodiments, the docu-
ment 1s an XML document. In other embodiments, the docu-
ment may be any document that encompasses one or more
collections. At 603, an element 1s identified for being
appended to the collection

For this method, an “active” partition can be designated,
and this active partition 1s the one which receirves new ele-
ments to be processed by the system. For the first element
appended to the collection a new partition 1s created and 1s
designated as an active partition. For all other subsequent
clements the partition to which the previous element was
added 1s the active partition.

A determination 1s made as to whether the active partition
has suilicient space to hold the i1dentified element (604). IT
there 1s suificient space 1n the active partition, then the i1den-
tified element 1s Stored in the active partition (612). If an
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active partition exists, 1t may be that it already contains
enough elements such that it cannot hold the additional 1den-
tified element. As noted above, each collection partition 1n the
memory may be limited to a threshold size controlled by
loadableumit_size. The threshold size may be a factor of the
memory size and 1t may also be set by a user, admimistrator,
etc. For a new collection, 1t may be that there 1s not yet an
existing active partition—theretfore, there 1s a determination
that the “active” (i.e., non-existing) partition does not have
suificient space.

If there 1s msulficient space 1n the active partition, then a
determination 1s made whether there 1s sullicient memory to
create a new partition (606). IT not, then one or more existing
partitions 1n memory are removed, e.g., using the process
described with respectto FI1G. 3 (608). Once there 1s sufficient
memory to create a new partition, it 1s created and 1s desig-
nated as the new active partition (610).

Once there 1s an active partition that has suflicient space to
store the element, the 1dentified element can then be loaded
into the active partition (612). At 614, a determination 1s made
whether more elements need to be processed. If so, then the
method returns back to 603 to identify another element to
process.

System Architecture Overview

FIG. 6 1s a block diagram of a computer system 500 suit-
able for implementing an embodiment of the present mven-
tion. Computer system 500 includes a bus 502 or other com-
munication mechanism for communicating information,
which interconnects subsystems and devices, such as proces-
sor 504, system memory 506 (e.g., RAM), static storage
device 508 (e.g., ROM), disk drive 510 (e.g., magnetic or
optical), communication mterface 512 (e.g., modem or eth-
ernet card), display 514 (e.g., CRT or LCD), mnput device 516

(e.g., keyboard), and cursor control 518 (e.g., mouse or track-
ball).

According to one embodiment of the mnvention, computer
system 500 performs specific operations by processor 504
executing one or more sequences of one or more mstructions
contained in system memory 506. Such instructions may be
read 1nto system memory 506 from another computer read-
able medium, such as static storage device 508 or disk drive
510. In alternative embodiments, hard-wired circuitry may be
used 1n place of or in combination with software instructions
to implement the invention.

The term “computer readable medium” as used herein
refers to any medium that participates 1n providing instruc-
tions to processor 504 for execution. Such amedium may take
many forms, including but not limited to, non-volatile media,
volatile media, and transmission media. Non-volatile media
includes, for example, optical or magnetic disks, such as disk
drive 510. Volatile media includes dynamic memory, such as
system memory 506. Transmission media includes coaxial
cables, copper wire, and fiber optics, including wires that
comprise bus 502. Transmission media can also take the form
of acoustic or light waves, such as those generated during
radio wave and infrared data communications.

Common forms of computer readable media includes, for
example, floppy disk, flexible disk, hard disk, magnetic tape,
any other magnetic medium, CD-ROM, any other optical
medium, punch cards, paper tape, any other physical medium
with patterns of holes, RAM, PROM, EPROM, FLASH-
EPROM, any other memory chip or cartridge, carrier wave, or
any other medium from which a computer can read.

In an embodiment of the invention, execution of the
sequences ol instructions to practice the mvention 1s per-
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formed by a single computer system 500. According to other
embodiments of the invention, two or more computer systems
500 coupled by commumnication link 520 (e.g., LAN, PTSN,
or wireless network) may perform the sequence of instruc-
tions required to practice the mvention in coordination with
one another.

Computer system 500 may transmit and recerve messages,
data, and instructions, including program, 1.e., application
code, through communication link 520 and communication
interface 512. Recerved program code may be executed by
processor 504 as 1t 1s recerved, and/or stored 1n disk drive 510,
or other non-volatile storage for later execution.

In the foregoing specification, the invention has been
described with reference to specific embodiments thereof. It
will, however, be evident that various modifications and
changes may be made thereto without departing from the
broader spirit and scope of the invention. For example, the
above-described process tlows are described with reference
to a particular ordering of process actions. However, the
ordering of many of the described process actions may be
changed without atfecting the scope or operation of the inven-
tion. The specification and drawings are, accordingly, to be
regarded 1n an 1llustrative rather than restrictive sense.

What 1s claimed 1s:

1. A computer implemented method of handling document
operation requests and storing results of document operations
requests 1 a volatile or non-volatile computer readable
medium, the method comprising:

recerving a document operation request, the document

operation requiring one or more collection elements
within the document to be 1n a computer-readable
memory, wherein the one or more collection elements
are designated to be part of the collection with a markup
language;

identifying at least one of the one or more collection ele-

ments for processing;

determiming whether the at least one of the one or more

collection elements 1s 1n the computer-readable memory
by using a processor;

identifying a collection partition which comorises the at

least one of the one or more collection elements, wherein
the collection partition comprises a subset of the one or
more collection elements in the document;

loading the collection partition into the computer-readable

memory based on a result from the act of determining,

wherein

the at least one of the one or more collection elements 1s
loaded into the computer-readable memory when the
at least one of the one or more collection elements 1s
not in the computer-readable memory, and

another collection partition and a data which is used to
manage respective collection elements of the another
collection partition are removed from the computer-
readable memory after a change 1n one or more of the
respective collection elements of the another collec-
tion partition 1s persisted 1n a second computer-read-
able memory where there 1s insuilicient space for
loading the collection partition; and

executing the document operation with the collection par-

tition and displaying a result of the act of executing the
document operation on a display apparatus or storing the
result 1n a storage device or a tangible computer-read-
able memory.

2. The method of claim 1, wherein the collection partition
does not exceed a threshold size.

3. The method of claim 2, wherein the threshold size 1s a
factor of the memory size.
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4. The method of claim 2, wherein the threshold size 1s user
defined.

5. The method of claim 1, wherein the memory 1s fixed in
S1ZE.

6. The method of claim 1, wherein the collection partition
1s a unit 1n which data 1s written to or read from a data storage
device.

7. The method of claim 1, wherein the collection partition
comprises collection elements from one collection.

8. The method of claim 1, wherein the collection partition
1s a disjoint subset of a collection 1n the document.

9. The method of claim 1, wherein loading the at least one
identified collection element into memory comprises:

loading the at least one 1dentified collection element 1nto a

new collection partition 1in the memory when the at least
one 1dentified collection element 1s not 1n the memory.

10. The method of claim 1, further comprising:

determining whether the memory 1s full;

selecting one or more collection partitions 1n the memory
for removal when the memory 1s full;

propagating one or more changes in each of the one or more
selected collection partitions to one or more data storage
devices storing one or more collection elements 1n the
selected collection partition;

removing the one or more selected collection partitions
from the memory; and
updating one or more collection partitions that remain 1n
the memory.
11. The method of claim 10, wherein the memory 1s full
when the memory 1s above a threshold.
12. The method of claim 11, wherein the threshold 1s user
defined.
13. The method of claim 10, wherein selecting one or more
collection partitions 1n the memory for removal comprises:
selecting one or more least recently used collection parti-
tions 1n the memory for removal when the memory 1s

full.

14. The method of claim 10, wherein updating one or more
collection partitions comprises:
updating metadata corresponding to the one or more col-
lection partitions that remain in the memory.

15. The method of claim 10, wherein the one or more
selected collection partitions do not contain any of the one or
more required collection elements.

16. The method of claim 1, wherein the document opera-
tion 1s a read, update, delete, isert, or create operation.

17. The method of claim 1, wherein the one or more
required collection elements are part of one collection.

18. The method of claim 1, wherein determining whether
the at least one 1dentified collection element 1s in the memory
COmprises:

determining whether a collection partition corresponding,

to the at least one identified collection element has
already been loaded into memory.

19. The method of claim 18, wherein loading the at least
one 1dentified collection element into memory comprises:

loading the corresponding collection partition into

memory when the corresponding collection partition

has not already been loaded into memory.

20. The method of claim 1, wherein the document 1s an
XML document.

21. A computer program product that includes a computer
readable medium, the computer readable storage medium
being a non-volatile medium or a volatile medium, the com-
puter readable storage medium comprising a plurality of
instructions which, when executed by a processor, cause the
processor to execute a process for handling document opera-
tion requests, the process comprising:
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recerving a document operation request, the document
operation requiring one or more collection elements
within the document to be 1n a computer-readable
memory, wherein the collection comprises a set of col-
lection elements designated to be part of the collection
with a markup language;

identifying at least one of the one or more collection ele-
ments for processing;

determining whether the at least one or more collection
clements 1s 1n the computer-readable memory by using
the processor;

identifying a collection partition which comprises the at
least one of the one or more collection elements, wherein
the collection partition comprises a subset of the one or
more collection elements 1n the document;

loading the collection partition into the computer-readable
memory based on a result from the act of determining,
wherein

the at least one of the one or more collection elements 1s
loaded into the computer-readable memory when the at
least one of the one or more collection elements 1s not in
the computer-readable memory, and

another collection partition and a data which 1s used to
manage respective collection elements of the another
collection partition are removed from the computer-
readable memory after a change 1n one or more of the
respective collection elements of the another collection
partition 1s persisted 1n a second computer-readable
memory where there 1s insuificient space for loading the
collection partition; and

executing the document operation with the collection par-
tition and displaying a result of the act of executing the

document operation on a display apparatus or storing the
result 1n a storage device or a tangible computer-read-

able memory.

22. The computer program product of claim 21, wherein
the collection partition does not exceed a user-defined thresh-
old size.

23. The computer program product of claim 21, wherein
the memory 1s fixed 1n size.

24. The computer program product of claim 21, wherein
the collection partition 1s a umt 1n which data 1s written to or
read from a data storage device.

25. The computer program product of claim 21, wherein
the collection partition 1s a disjoint subset of a collection in
the document.

26. The computer program product of claim 21, wherein
loading the at least one 1dentified collection element into
memory COmprises:

loading the at least one 1dentified collection element 1nto a
new collection partition 1n the memory when the at least
one 1dentified collection element 1s not 1n the memory.

277. The computer program product of claim 21, wherein
the process further comprises:

determining whether the memory 1s full;

selecting one or more collection partitions 1n the memory
for removal when the memory 1s full;

propagating one or more changes 1n each of the one or more
selected collection partitions to one or more data storage
devices storing one or more collection elements 1n the

selected collection partition;

removing the one or more selected collection partitions
from the memory; and

updating one or more collection partitions that remain 1n
the memory.
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28. The computer program product of claim 27, wherein
the memory 1s Tull when the memory 1s above a user-defined
threshold.

29. The computer program product of claim 27, wherein
selecting one or more collection partitions in the memory for
removal comprises:

selecting one or more least recently used collection parti-

tions 1n the memory for removal when the memory 1s
full.

30. The computer program product of claim 27, wherein
updating one or more collection partitions comprises:
updating metadata corresponding to the one or more col-
lection partitions that remain in the memory.

31. The computer program product of claim 21, wherein
the document operation 1s a read, update, delete, msert, or
create operation.

32. The computer program product of claim 21, wherein
determining whether the at least one 1dentified collection
clement 1s 1n the memory comprises:

determining whether a collection partition corresponding
to the at least one identified collection element has
already been loaded into memory.

33. The computer program product of claim 32, wherein
loading the at least one identified collection element into
memory Comprises:

loading the corresponding collection partition 1nto
memory when the corresponding collection partition
has not already been loaded into memory.

34. A system for handling document operation requests,

the system comprising:
means for recerving a document operation request, the
document operation requiring one or more collection
clements within the document to be 1n a computer-read-
able memory, wherein the collection comprises a set of
collection elements designated to be part of the collec-
tion with a markup language:
means for identiiying at least one of the one or more col-
lection elements for processing;
a processor configured for determining whether the at least
one of the one or more collection elements 1s 1n the
computer-readable memory;
means for identifying a collection partition which com-
prises the at least one of the one or more collection
clements, wherein the collection partition comprises a
subset of the one or more collection elements in the
document;
means for loading the collection partition into memory
based on a result from the act of determining, wherein
the means for loading loads the at least one of the one or
more collection elements 1into the computer-readable
memory when the at least one of the one or more
collection elements 1s not 1n the computer-readable
memory, and

another collection partition and a data which 1s used to
manage respective collection elements of the another
collection partition are removed from the computer-
readable memory after a change 1n one or more of the
respective collection elements of the another collec-
tion partition 1s persisted in a second computer-read-
able memory where there 1s insuilicient space for
loading the collection partition; and

means for executing the document operation with the col-
lection partition and a display apparatus configured for
displaying a result of the executing the document opera-
tion or a storage device or a tangible computer-readable
memory for storing the result.

35. The system of claim 34, wherein the collection partition
does not exceed a user-defined threshold size.
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36. The system of claim 34, wherein the memory 1s fixed 1n
S1ZE.

377. The system of claim 34, wherein the collection partition
1s a unit 1n which data 1s written to or read from a data storage
device.

38. The system of claim 34, wherein the collection partition
1s a disjoint subset of a collection 1n the document.

39. The system of claim 34, wherein means for loading the
at least one 1dentified collection element into memory com-
Prises:

means for loading the at least one identified collection

clement 1nto a new collection partition in the memory
when the at least one 1dentified collection element 1s not
in the memory.

40. The system of claim 34, further comprising;

means for determining whether the memory 1s tull;

means for selecting one or more collection partitions in the

memory for removal when the memory 1s full;

means for propagating one or more changes 1n each of the

one or more selected collection partitions to one or more
data storage devices storing one or more collection ele-
ments 1n the selected collection partition;

means for removing the one or more selected collection

partitions from the memory; and

means for updating one or more collection partitions that

remain in the memory.

41. The system of claim 40, wherein the memory 1s full
when the memory 1s above a user-defined threshold.

42. The system of claim 40, wherein means for selecting
one or more collection partitions 1n the memory for removal
COmprises:

means for selecting one or more least recently used collec-

tion partitions in the memory for removal when the
memory 1s full.

43. The system of claim 40, wherein means for updating
one or more collection partitions comprises:

means for updating metadata corresponding to the one or

more collection partitions that remain 1n the memory.

44. The system of claim 34, wherein the document opera-
tion 1s a read, update, delete, insert, or create operation.

45. The system of claim 34, wherein means for determining,
whether the at least one 1dentified collection element 1s 1n the
memory COmprises:

means for determining whether a collection partition cor-

responding to the at least one 1dentified collection ele-
ment has already been loaded mto memory.

46. The system of claim 45, wherein means for loading the
at least one 1dentified collection element into memory com-
Prises:

means for loading the corresponding collection partition

into memory when the corresponding collection parti-
tion has not already been loaded 1nto memory.

4'7. The method of claim 1, in which the collection partition
1s defined by a partitioming function.

48. The method of claim 47, in which the partitioning
function comprises a hash-based partitioning function or a
range-based partitioning function.

49. The computer program product of claim 21, in which
the collection partition 1s defined by a partitioning function.

50. The computer program product of claim 49, 1n which
the partitioning function comprises a hash-based partitioning
function or a range-based partitioning function.

51. The system of claim 34, 1n which the collection parti-
tion 1s defined by a partitioning function.

52. The system of claim 51, in which the partitioning
function comprises a hash-based partitioming function or a
range-based partitioning function.
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