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(57) ABSTRACT

A communication network comprising at least one first ter-
minal, at least one second terminal, a plurality of links, and at
least first and second nodes. The first node 1s bidirectionally
coupled to the first terminal through at least a first one of the
links, and also 1s bidirectionally coupled to the second termi-
nal through at least a second link and the second node. Pret-
erably, the first node comprises a plurality of communication
paths, each of which 1s coupled at a first end thereof to at least
one corresponding first link. Second ends of the communica-
tion paths are all coupled to the second link, through a mul-
tiplexing device, and route signals between the first and sec-
ond links. The first node also preferably comprises at least one
alternate communication path having a first end coupled
through the multiplexing device to the second link, at least
one switch that 1s coupled to the alternate communication
path, and a detector for detecting a failure 1n at least one of the
communication paths. A controller 1s coupled to the detector
and the switch. The controller 1s responsive to the detector
detecting a failure 1n at least one of the communication paths
for controlling the switch to couple the alternate communi-
cation path to a corresponding first link, thereby enabling a
signal to be routed between that first link and the second link
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1:N PROTECTION IN AN OPTICAL
TERMINAL

This application 1s a continuation of U.S. application Ser.
No.09/464,077, filed Dec. 16, 1999, now U.S. Pat. No. 7,099,

578, 1ssued Aug. 29, 2006.

FIELD OF THE INVENTION

This invention relates generally to optical communications
networks, and, 1n particular, to an apparatus for providing 1:N
(“one-to-N) protection 1n an optical terminal of a Wave-
length-Division Multiplexed (WDM) multi-channel optical
communications network.

BACKGROUND OF THE INVENTION

It 1s known to provide protection in optical networks
against line failures, node failures, and the like, by equipping
such networks with bypass equipment for bypassing failed
components and routing signals to their intended destina-
tions. An example of a prior art network that includes bypass
equipment 1s depicted in FIG. 1. The network includes optical
line terminals (OLTs), or nodes, 100 and 200, and a plurality
of terminals 100-1 to 100-n, 200-1 to 200-n. The nodes 100
and 200 are bidirectionally coupled to one another through a
bidirectional transmission link (L).

The node 100 comprises a plurality of bidirectional com-
munication paths P-1 to P-n and P-1' to P-n' that are inter-
posed between an interface (I') and a WDM multiplexer/
demultiplexer (MUX/DEMUX) 106 of the node 100.
Bidirectional transponders 102-1 to 102-n are included in the
communication paths P-1 to P-n, respectively, and bidirec-
tional transponders 104-1 to 104-n are included 1n the com-
munication paths P-1' to P-n', respectively, of node 100.
Although not shown 1n FIG. 1, the node 200 1s assumed to
include components which mirror those of node 100.

Bidirectional links [.100-1 to L100-n couple an interface
IF1 of each of the terminals 100-1 to 100-n, respectively, to
node 1nterface (I'), and bidirectional links 1.200-1 to L.200-n
couple mterface IF1 of each of the terminals 200-1 to 200-n,
respectively, to the node 200. Simailarly, bidirectional links

BIL.100-1 to BL100-n couple an mterface IF2 of each of the

terminals 100-1 to 100-n, respectively, to the interface (I') of

node 100, and bidirectional links BL.200-1 to BL.200-n couple
interface IF2 of the terminals 200-1 to 200-n, respectively, to
the node 200.

Each of the terminals 100-1 to 100-n and 200-1 to 200-n
normally transceives signals through the interface IF1 of that
terminal, and transceives signals through the other interface
IF2 only 1n cases where the interface IF1 and/or the link
coupled thereto 1s 1nactive. Accordingly, the interface IF1 1s
known to persons skilled in the art as a “working™ 1nterface,
and the links [L100-1 to L100-n and L200-1 to L200-n
coupled thereto are known as “working” links. Also, the inter-
face IF2 1s known 1n the art as a “protection” interface, the
links BLL100-1 to BL100-n and BL200-1 to BL200-n are
known as “protection” links, and the transponders 104-1 to
104-n are known as “protection” transponders. Moreover, the
terminals 100-1 to 100-n and 200-1 to 200-n are known as
“protected” terminals, since they include the protection inter-
tace IF2, whereas terminals that do not include a protection
interface IF2 are known as “unprotected” terminals.

The so-called protected terminals operate in the following

10

15

20

25

30

35

40

45

50

55

60
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communication path coupled to that interface, the terminal

2

recognizes the occurrence of the failure and discontinues
transceiving signals through the interface IF1. Assuming that
the terminal also recognizes that the protection link coupled
thereto 1s active, the terminal resumes transceiving the signals
over that protection link through the protection interface IF2.
As aresult, the failed component 1s bypassed, and the signals
are communicated through the various protection compo-
nents of the network.

Unfortunately, the above-described network has draw-
backs 1n that 1t requires the use of many protection compo-
nents (e.g., transponders 104-1to0 104-n ) 1n the nodes 100 and
200, and those nodes 100 and 200 are generally expensive.
Also, the above-described network does not provide any fail-
ure protection for unprotected terminals (not shown) that may
be included 1n the network. Accordingly, 1t would be desirable
to provide a network which overcomes the above-described
drawbacks, and which provides protection against network
component failures for both protected terminals and unpro-
tected terminals. It would also be desirable to provide an
optical line terminal that 1s less expensive than those of the
prior art network described above.

SUMMARY OF THE INVENTION

It 1s a first object of this mvention to provide a network
which provides protection against network component fail-
ures for both protected and unprotected terminals

It 1s a another object of this ivention to provide an
improved optical line terminal for a network, wherein the
optical line terminal protects against network component fail-
ures.

It 1s a further object of this mvention to provide 1:N pro-
tection 1n an optical line terminal that 1s less expensive than
prior art line terminals.

Further objects and advantages of this invention waill
become apparent from a consideration of the drawings and
ensuing description.

The foregoing and other problems are overcome and the
objects of the invention are realized by a method for protect-
ing against component failures in an optical communications
network, and an optical communications network that oper-
ates 1n accordance with the method. In accordance with one
embodiment of the invention, the communications network
comprises at least one first terminal, at least one second
terminal, a plurality of links, and at least a first line node (also
referred to as an “optical line terminal”). The first line node 1s
bidirectionally coupled to the first terminal through at least a
first one of the links, and 1s also bidirectionally coupled to a
second terminal through at least a second one of the links. The
network 1s preferably a Wavelength-Division Multiplexed
(WDM) multi-channel optical network.

Preferably, the first line node comprises a plurality of first
communication paths, each of which has a first end and a
second end. The first end of each first communication path 1s
coupled to a corresponding first link, and a second end of each
first communication path 1s coupled through a multiplexing
device to the second link. Each of the first communication
paths routes signals, recerved by the first line node, between a
respective first link and the second link.

In accordance with an aspect of this invention, the first line
node also preferably comprises (a) at least one first alternate
communication path having a first end coupled to the at least
one second link through the multiplexing device, (b) at least
one {irst switch that 1s coupled to a second end of the first
alternate communication path, and (c¢) a first detector. The
first detector monitors the first communication paths for an
occurrence of a failure 1n at least one of those paths. A first
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controller 1s coupled to the first detector and the first switch.
The first controller 1s responsive to recetving information
from the first detector indicating that a failure has been
detected 1n at least one of the first communication paths for
controlling the first switch to couple the first alternate com-
munication path to a corresponding one of the first links,
thereby enabling a signal to be routed between that first link
and the second link through the first alternate communication
path. As a result, the failled communication path 1s bypassed
and the signal 1s forwarded towards 1ts intended destination.

In accordance with one embodiment of this invention, pro-
tection against network component failures 1s provided for
“unprotected” terminals, and the first line node 1s equipped
with one or more splitters. Each splitter has an input and a first
output that are both coupled 1n a respective one of the first
communication paths. Each splitter splits signals applied to
its input terminal 1nto corresponding signal portions and out-
puts resulting first and second signal portions through the first
output and a second splitter output, respectively. In this
embodiment, the first controller responds to receiving the
information from the first detector by controlling the first
switch to couple the second output of the splitter from the
tailed path to the second link, through the alternate commu-
nication path.

Also 1n accordance with this embodiment of the invention,
the communication network further comprises at least one
second line node that 1s interposed between the second link
and the second terminal. The first and second line nodes are
preferably coupled together through the second link, and the
second line node 1s coupled to the second terminal through at
least one third link. The second line node preferably com-
prises a plurality of second communication paths, each of
which has a first end and a second end. The first ends of the
second communication paths are coupled to the second link
through a demultiplexing device, and the second end of each
second communication path 1s coupled to a corresponding
third link, for providing a communication route between the
second and third links. Each of the second communication
paths 1s coupled to a corresponding one of the first commu-
nication paths through the second link.

The second line node preferably also comprises (a) at least
one second alternate commumnication path having a first end
that 1s coupled to the second link, (b) at least one second
switch that 1s coupled to a second end of the second alternate
communication path, and (c) a second detector for detecting
a failure 1n at least one of the second communication paths. A
second controller of the second line node i1s preferably
coupled to the second detector and the second switch. The
second controller 1s responsive to the second detector output-
ting information indicating that a failure has been detected in
at least one of the second communication paths for control-
ling the second switch to couple the second alternate commu-
nication path to a corresponding third link, thereby enabling
a signal to be routed between the second link and that third
link through the second alternate communication path.

Preferably, the first and second detectors detect failures in
the first and second communication paths, respectively, by
detecting a loss of light 1n those respective paths.

In accordance with another embodiment of the invention,
at least one of the first and second controllers also responds to
receiving the information from the first and second detector,
respectively, by notifying the other controller of the failure
detected by that detector. The other controller then responds
by implementing the above-described switching operation in
its respective line node.

According to one embodiment of the invention, a transpon-
der 1s included 1n each of the first and second communication
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paths, and a transponder 1s included in each of the first and
second alternate communication paths. The first and second
controllers also respond to a detection of a failure by the first
and second detector, respectively, by disabling the transpon-
der included in the failed path.

In accordance with still another embodiment of this mven-
tion, a line node for providing 1:N protection for “protected”
terminals 1s provided. In this embodiment the line node 1s
coupled to 1) each of a plurality of first terminals through both
a first link and a second link, and 2) at least one second
terminal through at least one third link. Preferably, the line
node comprises a plurality of commumnication paths for rout-
ing signals being communicated between the first terminals
and the at least one second terminal. Each communication
path has a first end coupled to a respective one of the first links
and a second end coupled to the at least one third link. The line
node preferably also comprises at least one switch having a
plurality of first terminals and a second terminal. Each of the
first terminals of the switch 1s coupled to a respective one of
the second links, and the second terminal of the switch 1s
coupled to the at least one third link.

A detector of the line node monitors for a failure 1n at least
one of the line node communication paths, and provides an
output to a controller of the line node 1n response to detecting
a failure 1n the at least one path. The controller responds to
receiving the detector output by controlling the switch to
couple a corresponding one of the second links to the at least
one third link, thereby providing an alternate route through
those links. Also, the protected first terminal which 1s coupled
to the failed communication path (through a corresponding
first link) discontinues transceiving signals through 1ts
“working™ interface, and resumes transceiving the signals
through a “protection” iterface of the terminal. As a result,
communications between the protected first terminal and the
at least one second terminal resume through the established
alternate route.

In accordance with a further embodiment of this invention,
a communications network 1s provided which includes both
of the types of line nodes described above, and which pro-
vides network failure protection for both unprotected and
protected terminals.

BRIEF DESCRIPTION OF THE DRAWINGS

The above set forth and other features of the invention are
made more apparent 1n the ensuing Detailed Description of
the Preferred Embodiments when read in conjunction with
the attached drawings, wherein:

FIG. 1 shows a block diagram of an optical line terminal
(OLT), or node, that 1s constructed 1n accordance with the
prior art, and which 1s optically coupled to a plurality of
terminals;

FIG. 2, consisting of FIGS. 2a and 25, shows an optical
communications network that includes terminals and nodes
constructed and operated 1n accordance with an embodiment
of this invention;

FIG. 3 shows an optical communications network that
includes terminals and nodes constructed and operated 1n
accordance with another embodiment of this invention;

FIGS. 4a and 45 are a logical tlow diagram depicting a
method 1n accordance with one embodiment of this invention;

FIGS. 5q and 5b6 are a logical flow diagram depicting a
method 1 accordance with another embodiment of this
imnvention; and

FIG. 6 shows an optical communications network that
includes terminals and nodes constructed and operated 1n
accordance with a further embodiment of this invention.
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Identical portions of the various figures have been 1denti-
fied with the same reference numerals 1n order to simplify the
description of the present invention. Components having
similar purposes have been designated using the same refer-
ence numerals with a prime, double prime, or triple prime

added.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

FIGS. 2a and 256 illustrate a block diagram of a plurality of
nodes (also referred to as optical line terminals (OLTs)) 1 and
2 and terminals 10-1 to 10-n and 10-1' to 10-n' of an optical
communications network that i1s suitable for practicing this
invention. The network 1s depicted as a point-to-point com-
munications network, although the invention 1s not limited to
being employed only 1n such networks. For example, the
invention may also be implemented in a mesh or point-to-
multipoint (chain) communications network.

The nodes 1 and 2 are coupled together via transmission
links .1, .2, and L3, each of which may include, for example,
one or more optical fibers (e.g., two unidirectional fibers). In
other embodiments of the invention, two or all three of the
communication links .1, .2, and .3 may be combined into a
single fiber link. The terminals 10-1 to 10-n are bidirection-
ally coupled to an interface 11 of the node 1 via “working”
communication links L10-1 to L10-n , respectively, and the
terminals 10-1' to 10-n' are bidirectionally coupled to an
interface 12 of the node 2 via “working” communication links
[L10-1' to L10-n', respectively.

The terminals 10-1 to 10-n are assumed to have a capability
for rece1ving signals (e.g., optical signals) from and transmit-
ting signals to the node 1 by way of the links .10-1 to L10-n
, respectively, and the terminals 10-1' to 10-n' are assumed to
have a capability for recerving signals (e.g., optical signals)
from and transmaitting signals to the node 2 by way of the links
[L10-1"to L10-n', respectively. Each terminal 10-1 to 10-nand
10-1' to 10-n' 1s also assumed to lack the capability and/or
interface equipment for automatically switching to backup or
“protection” links 1n the event of a failure 1n one or more of the
respective links L10-1 to L10-n and L.10-1' to L10-n', and/or
in the network communication paths coupled to those links.
As was previously described, such terminals are known to
those having skill in the art as “unprotected” terminals.

Each individual terminal 10-1- to 10-n and 10-1' to 10-n'
may be, for example, a node operating 1n accordance with the
Asynchronous Transter Mode (AT M) or the Internet Protocol
(IP) (e.g., an ATM switch or IP router), or a node of the
Synchronous Optical Network (SONET). It should be noted,
however, that the present invention, broadly construed, 1s not
limited to any one particular type of communication protocol,
standard, or network.

The node 1 preferably comprises a plurality of “working”™
communication paths CP1-CPn (channels) interposed
between the interface 11 and a multiplexer 16 of the node 1,
and another plurality of “working” communication paths
CP1'-CPn' interposed between the interface I1 and a demul-
tiplexer 18 of the node 1. Preferably, splitters 12-1 to 12-n and
transponders (e.g., port cards) 14-1 to 14-n are included 1n the
communication paths CP1-CPn, respectively. As shown 1n
FIG. 2a, an mput IP1 and an output OP1 of the individual
splitters 14-1 to 14-n are both coupled in the respective paths
CP1-CPn. The communication paths CP1'-CPn' of FIG. 256
preferably include transponders 15-1 to 15-n , respectively,
and switches 22-1 to 22-n , respectively, although 1n other
embodiments the transponders 15-1 to 15-n need not be
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has an mput IP1" that 1s coupled at an end of a respective one
of the paths CP1'-CPn', and an output OP1" that 1s coupled to
a respective one of the terminals 10-1 to 10-n through a
respective link L10-1 to L10-n.

The node 2 also preferably comprises a plurality of “work-
ing” communication paths CP1"-CPn" (channels) interposed
between a demultiplexer 18" and the interface 12 of the node 2
(FI1G. 2a), and another plurality of “working” communication
paths CP1"-CPn" interposed between a multiplexer 16' and
the interface 12 of the node 2 (FIG. 2b). The commumnication
paths CP1"-CPn" preferably include transponders 14-1' to
14-n', respectively, and switches 22-1' to 22-n', respectively,
although 1n other embodiments the transponders 14-1' to
14-n' need not be included 1n those paths CP1"-CPn". Each
switch 22-1"to 22-n' has an input IP1" that 1s coupled at an end
ol a respective one of the paths CP1"-CPn", and an output
OP1" that 1s coupled to a respective one of the terminals 10-1'
to 10-n' through a respective link .10-1"to L10-n'. Preferably,
splitters 12-1'to 12-n' and transponders (e.g., port cards) 15-1'
to 15-n' are included 1n the communication paths CP1"-
CPn", respectively, wherein an input IP1' and an output OP1'
of the mdividual splitters 15-1' to 15-n' 1s coupled 1n the
respective paths CP1-""CPn', as shown in FI1G. 25b.

In accordance with an aspect of this invention, the nodes 1
and 2 comprise protection modules 1a and 2a, respectively,
that are employed to provide backup (1.e., “protection”) com-
munication paths for routing signals between the terminals
10-1to10-n and 10-1'to 10-n' 1n the event that a failure occurs
in a “working” communication path CP1-CPn, CP1'-CPn',
CP1"-CPn", CP1-""'-CPnl1", as will be described further
below. In accordance with a presently preferred embodiment
of the mvention, the protection module 1a comprises the
splitters 12-1 to 12-n , the switches 22-1 to 22-n (FIG. 2b),
1 xN optical switches 13 and 25, “protection” transponders 17
and 19, a local controller 3, and a monitor block 4. Similarly,
the protection module 2a preferably comprises the splitters
12-1' to 12-n' (FI1G. 2b), the optical switches 22-1' to 22-n',
1xN optical switches 13' and 23', “protection” transponders
17" and 19', a local controller 3', and a monitor block 4'.

Preferably, the switches 22-1 to 22-n and 22-1'to 22-n' are
cach 1x2 optical switches, although in other embodiments,
optical splitters may be employed 1n lieu of those switches,
and/or other suitable types of multiple position switches may
be employed in place of two or more of the 1x2 switches.
Also, 1 other embodiments the multiplexer 16 and demultip
lexer 18 of node 1 may be embodied as a single multiplexer/
demultiplexer (MUX/DEMUX), and the multiplexer 16' and
demultiplexer 18' ol node 2 also may be embodied as a single
MUX/DEMUX, rather than as separate devices as depicted in
FIGS. 2a and 25, and each transponder 14-1 to 14-n, 14-1' to
14-n', 1n combination with a corresponding one of the tran-
sponders 15-1to 15-n, 15-1"to 15-n', may represent a portion
of a bidirectional transponder. Preferably, the multiplexers 16
and 16' and demultiplexers 18 and 18' are Wavelength-Di1vi-
sion Multiplex (WDM) devices.

The manner 1n which the various components of the nodes
1 and 2 operate will now be described, beginning with those
depicted 1n FIG. 2a. The monitor blocks 4 and 4' monitor the
communication paths CP1-CPn, CP1'-CPn' and CP1"-CPn",
CP1"-CPn"™, respectively, for the presence or absence of light
in those paths, and notily the respective controllers 3 and 3' of
whether or not light has been detected 1n those paths. A
detection revealing that light 1s absent 1n a communication
path 1s indicative of a failure 1n the path or a failure in a path
coupled thereto. For example, light may be absent in the
communication path as a result of a failure of a corresponding

transponder 14-1 to 14-n, 14-1' to 14-n', 15-1 to 15-n, 15-1°
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to 15-n'. Light also may be absent in a communication path as
a result of other failure-causing events, such as, for example,
a transcerver and/or “working” interface failure in a corre-
sponding terminal 10-1 to 10-n and 10-1' to 10-n', a failure of
alink.10-1to L10-n and [.10-1" to LL10-n', a failure of a node
fiber disconnect or optical amplifier (not shown), etc. The
present embodiment of the invention protects primarily
against failures occurring 1n 1) portions of the communica-
tion paths CP1-CPn interposed between the splitters 12-1 to
12-n and multiplexer 16, 2) portions of the communication
paths CP1'-CPn' interposed between the switches 22-1 to
22-n and demultiplexer 18, 3) portions of the communication
paths CP1"-CPn" interposed between the demultiplexer 18
and the switches 22-1' to 22-n', and 4) portions of the com-
munication paths CP1™-CPn™ interposed between the multi-
plexer 16' and the splitters 12-1' to 12-n', respectively.

The monitor blocks 4 and 4' each may be embodied as one
or more optical sensors, such as a photodiode, although, for
convenience, only the two monitor blocks 4 and 4' are shown
in FIG. 2a. In an exemplary embodiment, each communica-
tion path CP1-CPn, CP1'-CPn', CP1"-CPn", and CP1"-
CPnl1™ may have 1ts own dedicated optical sensor(s) for
detecting the presence or absence of light 1n the path. For
example, the sensors may be integral parts of the transponders
14-1 to 14-n, 15-1 to 15-n, 14-1'to 14-n', and 15-1' to 15-n'
in the respective paths CP1-CPn, CP1'-CPn', CP1"-CPn", and
CP1™-CPn'", or may be tapped 1nto a selected point in the
paths adjacent to the transponders (although this also 1s not
shown for convenience).

The controllers 3 and 3' function to coordinate the
exchange of signals between the nodes 1 and 2 and the
exchange of signals between the nodes 1 and 2 and the ter-
minals 10-1 to 10-n and 10-1' and 10-n', respectively, 1n the
event that a failure 1s detected 1n a communication path by a
monitor block 4 or 4'. The controllers 3 and 3' are coupled to
the switches 13 and 13", respectively, and, although not shown
in FIGS. 2a and 25, are also coupled to the switches 25, 22-1
to 22-n and 25", 22-1'to 22-n', respectively. The controllers 3
and 3' control the configurations (1.e., positions) of those
respective switches 1n response to receiving either a failure
notification signal from monitor block 4 or 4', respectively, or
a failure notification signal from the other controller. The
controllers 3 and 3' are bidirectionally coupled together
through communication link I3, for communicating with one
another (e.g., over an optical supervisory channel). The man-
ner 1in which the controllers 3 and 3' control the various
switches 13, 13', 25, 25', 22-1 to 22-n, and 22-1'to 22-n' to
coordinate signal exchanges within the network 1n the event
that a failure 1s detected will be described below.

The splitters 12-1 to 12-n of node 1 are preferably passive
splitters, and split signals recerved from the respective termi-
nals 10-1 to 10-n (over respective links .10-1 to L10-n ) into
two corresponding signal portions, one of which 1s forwarded
through splitter output OP1 to a corresponding transponder
14-1 to 14n , and the other of which 1s forwarded through
splitter output OP2 to a corresponding input of the switch 13.
In response to receiving a signal portion from a corresponding
splitter 12-1 to 12-n, each transponder 14-1 to 14-n operates
in a known manner for outputting to the multiplexer 16 a
corresponding signal having a predetermined one of a plural-
ity of available wavelengths. Similarly, the transponder 17
responds to recerving a signal output from the switch 13; by
outputting a corresponding signal having a predetermined
wavelength to the multiplexer 16.

As was previously described, the multiplexer 16 1s prefer-
ably a WDM multiplexer, and operates 1n a known manner for
coupling different wavelength signals recerved from the

5

10

15

20

25

30

35

40

45

50

55

60

65

8

respective transponders 14-1- to 14-n and 17 onto the trans-
mission link L1 for transmission to the node 2. Within the
node 2, signals received from the transmission link L1 are
applied to the demultiplexer 18', which, m turn, demulti-
plexes the received signals and outputs corresponding sig-
nals, each having a predetermined wavelength, to corre-
sponding ones of the transponders 14-1' to 14-n' and 17'. The
transponders 14-1'to 14-n' and 17' operate 1n a similar manner
as the transponders 14-1 to 14-n and 17 of node 1 described
above, and each respond to recerving a signal from the demul-
tiplexer 18' by outputting a signal having a corresponding
predetermined wavelength to the switches 22-1'to 22-n' and
13', respectively.

Having described the various components of the nodes 1
and 2 depicted 1in FIG. 2a, the components of those nodes
shown 1 FIG. 26 will now be described. The node compo-
nents depicted 1n FIG. 26 are employed for forwarding com-
munications originating from the terminals 10-1' to 10-n' to
corresponding ones of the terminals 10-1 to 10-n . Referring
to both FIGS. 2a and 254, output links of the terminals 10-1" to
10-n' are coupled (through connectors A-1' to A-n', respec-
tively) to the input IP1' of respective ones of the splitters 12-1
to 12-n' (FIG. 2b). Like the splitters-12-1 to 12-n of node 1,
the splitters 12-1' to 12-n' of node 2 are preferably passive
splitters, and each split recerved signals 1nto two correspond-
ing portions, one of which 1s forwarded through splitter out-
put OP1' to a corresponding transponder 15-1' to 15-n', and
the other of which 1s forwarded through splitter output OP2' to
a corresponding input of the switch 25"

Each of the transponders 15-1'to 15-n' and 19' 1s responsive
to receving a signal for outputting a corresponding signal
having a predetermined wavelength to the multiplexer 16',
which, 1n turn, multiplexes those output signals onto the
transmission link .2 for transmission to the node 1. The
demultiplexer 18 ol node 1 operates in a stmilar manner as the
demultiplexer 18' described above, and demultiplexes signals
received from the transmission link 1.2 and outputs signals,
cach having a predetermined wavelength, to corresponding
ones of the transponders 15-1 to 15-n and 19. Each transpon-
der 15-1 to 15-n and 19 responds to recerving a respective one
of those signals by outputting a signal having a corresponding
predetermined wavelength to a corresponding one of the
switches-22-1 to 22-n and 25.

Referring to the tflow diagram of FIGS. 4a and 45, a method
in accordance with an embodiment of this invention will now
be described. At block Al, the method 1s started, and 1t 1s
assumed that the nodes 1 and 2 are operating 1n a normal
operating mode wherein all of the node communication paths
CP1-CPn, CP1'-CPn', CP1"-CPn", CP1"'-CPn™ and are func-
tioning properly. During this operating mode, light 1s detected
on each of those node communication paths by the monitor
blocks 4 and 4' (*y”at block A2), and, as aresult, the controller
3' maintains the switches 22-1'to 22-n' 1n a configuration for
coupling outputs of the respective transponders 14-1' to 14-n'
to the terminals 10-1' to 10-n', respectively, and the controller
3 maintains the switches 22-1 to 22-n 1n a configuration for
coupling outputs of the respective transponders 15-1 to 15-n
to the terminals 10-1 to 10-n , respectively. It 1s also assumed
that signals are being provided from terminal 10-1 to terminal
10-1' by way of the communication path CP1 of node 1, the
transmission link L1, and the commumcation path CP1" of
node 2.

At some time later, 1t 1s assumed that the transponder 14-1°
of communication path CP1" fails, and that the monitor block
4' detects the failure in that path CP1" (*N” at block A2). In
response to detecting the failure in the path CP1", the monaitor
block 4' notifies the controller 3' that a failure has occurred in
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the path CP1" (block A3). The controller 3' then responds by
1) providing a failure signal to the controller 3 indicating that
a failure has been detected 1n the path CP1", 2) configuring
the switch 13' to cause the switch 13' to couple the output of
protection transponder 17' to an mput IP2™ of switch 22-1',
and 3) configuring the switch 22-1' to couple that input 1P2'"
to terminal 10-1', via link L.10-1' (block A4).

The controller 3 responds to receiving the failure signal
from the controller 3' by correlating the failled communication
path CP1" to a corresponding “working” communication path
(e.g., CP1) from node 1 (block AS). For example, the control-
ler 3 may perform this correlation operation by correlating
information (received from controller 3') identifying the
tailed path CP1" with corresponding, pre-stored information
relating to corresponding path CP1 from node 1, although in
other embodiments, other suitable correlation techniques
may also be employed. After block A5, the controller 3 con-
figures the switch 13 to cause output OP2 of the splitter 12-1
from the path CP1 determined at block AS, to an input of the
transponder 17 (block A6).

As aresult of the switching operations performed at blocks
Ad and A6, the failed communication path CP1" 1s bypassed,
and a backup communication path 1s established which for-
wards signals originating from terminal 10-1, to the terminal
10-1' (block A7, FIG. 4b). The established backup commu-
nication path 1n this example includes the splitter 12-1 (e.g.,
the splitter portion from input IP1 to output OP2), the switch
13, the transponder 17, and the multiplexer 16 of node 1, as
well as the transmission link L1, and the demultiplexer 18",
transponder 17', switch 13", and switch 22-1' of node 2. Pret-
crably, the switching operations of blocks A4 and A5 are
performed 1n a manner which minimizes the amount of signal
traffic lost as a result of the failure 1n the communication path
CP1".

At some time after the backup communication path 1s
established, 1t 1s assumed that the communication path CP1"
which failed at block A2 is repaired, and that, as a result, light
1s detected again in that path by the momitor block 4' (block
A8). In response to detecting the presence of the light 1n the
path CP1", the monitor block 4' notifies the controller 3'
(block A9), which then responds by reconfiguring the switch
22-1' to cause the output of transponder 14-1' to be coupled
again to the terminal 10-1', via link L.10-1" (block A10). As a
result, signals originating from the terminal 10-1 are routed
again to the terminal 10-1' by way of the communication path
CP1 of node 1, the transmission link L1, and the repaired
communication path CP1" of node 2 (block Al11). Control
then passes back to Block A2 where the method continues in
the manner described above.

It should be appreciated in the view of the foregoing
description that the switching configurations implemented 1n
the nodes 1 and 2 1n the above example are also implemented
in cases 1 which, for example, a failure 1s detected in the
communication path CP1. As but one example, 1t 1s assumed
that a failure occurs 1n the communication path CP1, but the
monitor block 4 does not detect a loss of light in the path CP1
(owing to, e.g., the failure occurring at a point 1in the path CP1
aiter the monitored point and/or a failure in the block 4). It 1s
also assumed that the failure in commumcation path CP1 1s
detected as a loss of light 1n the corresponding communica-
tion path CP1" of node 2 by the monitor block 4'. In this case,
the controller 3' responds to the failure detection by config-
uring the switches 13' and 22-1' of node 2 1n the above-
described manner (see, e.g., block A4), and by notifying the
controller 3 of node 1 of the detected failure. The controller 3
responds to recewving the notification by the performing
operations of blocks A5 and A6 described above to configure
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the switch 13 in the above-described manner for establishing
the alternate communication path.

As also can be appreciated 1n the view of the foregoing
description, in the event that a failure 1s detected 1n another
other one of the communication paths CP1-CPn, CP1'-CPn',
CP1"-CPn", and CP1"-CPn"', another suitable switching
configuration 1s implemented by the controllers 3 and 3' for
bypassing the failed path. For example, 1n a case where a
failure 1s detected 1n communication path CPn' depicted 1n
FIG. 2b, the switches 25", 25, and 22-n' are configured to
provide an alternate communication path for routing signals
recerved from terminal 10-n', to terminal 10-n.

It should be noted that although the foregoing method of
the invention 1s described 1n the context of one controller 3 or
3' notifying the other controller when a failure 1s detected 1n a
communication path, each individual controller 3 and 3' may
also make such a determination independently. For example,
a failure 1n communication path CP1 of node 1 may be
detected as a loss of light in both that path (by the monitor
block 4) and corresponding communication path CP1" of
node 2 (by monitor block 4'), and the appropriate switching
operations may be implemented in those nodes separately to
establish the backup communication path. It should further be
noted that although the above-described embodiment has
been described 1n the context of providing protection for
unprotected terminals, 1t 1s also within the scope of this inven-
tion to employ that embodiment for providing protection for
protected terminals as well. For example, the components of
modules 1a and 2a may be 1included 1 backup communica-
tion paths (described below) of nodes coupled to unprotected
terminals, for providing redundant backup protection.

Another aspect of the invention will now be described. In
accordance with this aspect of the invention, failure protec-
tion 1s provided within nodes of a communication network for
so called “protected” terminals. As was described above,
“protected” terminals are known to those skilled 1n the art as
being equipped with “protection” interface equipment.

Referring to FIG. 3, a block diagram 1s shown of nodes 1'
and 2' and “protected” terminals 10-1" to 10-n " and 10-1"" to
10-n™ of an optical communications network that is suitable
for practicing this aspect of the invention. The nodes 1' and 2
are bidirectionally coupled to one another through a bidirec-
tional transmission link I.4. Bidirectional “working” commu-
nication links .10-1" to L10-n " couple “working” interfaces
(IF1) of the terminals 10-1" to 10-n ", respectively, to an
interface I1'of the node 1', and bidirectional ““protection™
communication links BL1-BLn couple “protection” inter-
faces (IF2) of those terminals 10-1" to 10-n ", respectively, to
the intertace I1'. Similarly, bidirectional “working” commu-
nication links L.10-1"" to L10-n"" couple “working” interfaces
(IF1) of the terminals 10-1™ to 10-n', respectively, to an
interface 12' of the node 2', and bidirectional “protection”
communication links BL1'-BLn' couple “protection” inter-
faces (IF2) of the terminals 10-1™ to 10-n"™, respectively, to
the interface 12'.

The node 1' comprises a plurality of “working™ bidirec-
tional communication paths P1-Pn that are interposed
between interface I1' and a multiplexer/demultiplexer (MUX/
DEMUX) 34 of the node 1', and the node 2' comprises a
plurality of bidirectional “working” communication paths
P1'-Pn' that are interposed between a multiplexer/demulti-
plexer  MUX/DEMUX) 34' of node 2' and interface 12' of the
node 2'. Bidirectional transponders 30-1 to 30-n are included
in the communication paths P1-Pn, respectively, of node 1',
and bidirectional transponders 30-1' to 30-n' are 1included 1n
the communication paths P1'-Pn', respectively, of the node 2'.
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In accordance with an aspect of this invention, the nodes 1'
and 2' also comprises protection modules 1a' and 24, respec-
tively. The protection module 1a' preferably comprises a
monitor block 4", a controller 3", a bidirectional 1xN switch
31 having terminals T1-Tn that are coupled through interface
I1' to respective ones of the protection communication links
BL1-BLh, and a bidirectional “protection” transponder 32
that 1s interposed between another terminal T" of the switch 31

and the MUX/DEMUX 34. Similarly, the protection module
24’ preferably comprises a monitor block 4™, a controller 3",
a bidirectional 1xN switch 31' having terminals T1'-Tn' that
are coupled through the iterface 12' to respective ones of the
protection communication links BL1'-BLn', and a bidirec-
tional “protection” transponder 32' that 1s interposed between
another terminal T" of the switch 31' and the MUX/DEMUX
34'. The controllers 3" and 3" are bidirectionally coupled to
one another by way of a communication link L3, although 1n
other embodiments, the controllers 3" and 3" may commu-
nicate with one another through the link 1.4.

The controllers 3" and 3" and monitor blocks 4" and 4™ are
similar to those described above, and will not be described 1n
turther detail. The transponders 30-1 to 30-n, 32, 30-1' to
30-n', and 32' each are responsive to recerving a signal for
outputting a corresponding signal having a predetermined
wavelength.

The MUX/DEMUX 34 1s preferably a WDM device, and

operates 1 a known manner for coupling signals having

respective wavelengths from the respective transponders 30-1
to 30-n and 32 onto the transmission link [.4 for transmission
to the node 2'. The MUX/DEMUX 34 also demultiplexes
signals received from the link .4 and outputs signals, each
having a predetermined wavelength, to corresponding ones of
the transponders 30-1 to 30-n and 32. Preferably, the MUX/
DEMUX 34' also 1s a WDM device, and operates by coupling
signals having respective frequencies, received from the
respective transponders 30-1' to 30-n' and 32', onto the trans-
mission link [.4 for transmission to the node 1', and by demul-
tiplexing signals received from the link L4 for outputting
corresponding signals, each having a predetermined wave-
length, to corresponding ones of the transponders 30-1' to
30-n' and 32'.

The switches 31 and 31' are controllable by the controllers
3" and 3", respectively, for being placed 1n a particular con-
figuration for providing a backup communication path in the
event that a communication path failure 1s detected by moni-
tor block 4" and/or 4™, respectively, as will be further
described below. It should be noted that, although for sim-
plicity the various components L.10-1" to L10-n ", L10-1"" to
[L10-1", BL1-BLn, BL1'-BLn', P1-Pn, P1'-Pn', 31, 31', 32,
32", 30-1 to 30-n, 30-1' to 30-n', L4, and LS of FIG. 3 are
described herein in the context of being bidirectional, 1n
other, preferred embodiments, corresponding unidirectional
components may be employed instead. For example, two or
more unidirectional links may be employed for each link L4,
L5, L10-1" to L10-n ", L10-1" to L10-1", BL1-BLn, and
BL1'-BLn', two or more unidirectional transponders may be
employed 1n lieu of each transponder 31, 31', 32, 32', 30-1 to
30-n,30-1'to 30-n', each path P1-Pn, P1'-Pn' may include two
or more umdirectional paths, two or more 1xN switches may
be employed 1n lieu of each switch 31 and 31', and a separate
multiplexer and demultiplexer may be employed 1n lieu of
each MUX/DEMUX 34, 34'. For these embodiments, the
manner 1n which such unidirectional components would be
interconnected within the overall system would be readily
appreciated by one skilled in the art, 1n view of this descrip-
tion.
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Reterring to the tlow diagram of FIGS. 5S4 and 56, a method
in accordance with this aspect of the invention will now be
described. At block A1l', the method 1s started, and it 1s
assumed that the terminals 10-1" to 10-n " and 10-1'" to 10-n'"
are employing their “working” interfaces for communicating,
throughnodes 1' and 2', link L4, and the links .10-1" to L10-n
"and L10-1" to L10-n", respectively.

At block A2' 1t 1s assumed that one of the monitor blocks 4
or4' detects a loss of light 1n one of the paths P1-Pn or P1'-Pn’,
respectively (‘|IN” at block A2'). For example, the loss of light
in the path may be a result of a failure of a corresponding
transponder 30-1 to 30-n or 30-1' to 30-n', a failure of a
“working” transceiver and/or interface (IF1) of a correspond-
ing transmitting terminal, a failure of a “working™ link
coupled to a transmitting terminal, respectively, and/or a fail-
ure of a node fiber disconnect or optical amplifier (not shown)
in the path, etc. For the purposes of this description, it 1s
assumed that the “working” interface (IF1) of terminal 10-1"
fails and that, as a result, the monitor block 4" detects the
absence of light 1n the communication path P1.

In response to detecting the absence of light in the path P1,
the monitor block 4" notifies the controller 3" that a failure
has occurred in the path P1 (block A3"). The controller 3" then
responds by 1) providing a failure signal to the controller 3"
to notily the controller 3" of the failure in the path P1, and 2)
configuring the switch 31 to cause the switch 31 to couple the
protection link BL1 to the “protection” transponder 32,
through intertace I1' (block A4'). The controller 3" responds
to recerving the failure signal from the controller 3" by cor-
relating the failled communication path P1 to corresponding
“working” communication path P1' of node 2, 1n the manner
described above (block A5"), and by thereatiter configuring the
switch 31' to cause the output of transponder 32' to be coupled
to the protection link BL1'", through interface 12' and switch
31' (block Aé6'").

As aresult of the switching operations performed at blocks
Ad' and A6', an alternate (backup) communication path 1s
established between the terminals 10-1" and 10-1™ {for
bypassing the failed “working” interface (IF1) of terminal
10-1" (block A7'Y). The alternate communication path
includes, 1n this example, link BLL1, switch 31, transponder
32, MUX/DEMUX 34, link 1.4, MUX/DEMUX 34', tran-
sponder 32', switch 31', and the link BL1".

At block AS8', it 1s assumed that the terminals 10-1" and
~10-1"" each recognize that the alternate communication path
has been established (i.e., 1s active), and respond by switching
to their protection interfaces (1F2) for resuming communica-
tions with one another through the alternate communication
path established at block A7'. For example, the terminals
10-1" and 10-1"" may recognize that the alternate communi-
cation path has been established 1n response to detecting light
and/or a commumnication signal received from the (now
active) protection links BLL1 and BL1', respectively, or by
some other known technique.

At some later time, 1t 1s assumed that 1) the failure which
occurred at block A2' 1s repaired (e.g., the “working™ inter-
face (IF1) of terminal 10-1" 1s repaired and becomes operable
again) (block A9"), and 2) this 1s recognized by the terminals
10-1" and 10-1"", using a known technique as described above
(e.g., the terminals 10-1" and 10-1"" may detect light and/or a
communication signal received from the protection links BLL1
and BL1"). The terminals 10-1" and 10-1'"" then respond 1n a
known manner by switching to their “working™ interfaces
(IF1), for resuming communications with one another
through those interfaces (IF1), “working™ links 1.10-1" and

L10-1"", communication path P1, and communication path
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P1' (block A10"). Control then passes back to block A2' where
the method continues 1n the manner described above.

In view of the foregoing description, 1t can be appreciated
that the nodes 1' and 2' provide 1:N protection for the pro-
tected terminals coupled to those nodes, using a lesser num-
ber of components (e.g., transponders and links) than are
employed in the prior art nodes 100 and 200 described above.

A Turther aspect of the mvention will now be described,
with reference being made to FIG. 6, which 1s a block diagram
ofnodes 1" and 2", unprotected terminals 10-1 and 10-1', and
protected terminals 10-1" and 10-1"", of an optical commu-
nications network that 1s suitable for practicing this aspect of
the mnvention. In accordance with this aspect of the invention,
the nodes 1" and 2" have a capability for providing backup
protection for both the protected and unprotected terminals.

The network includes similar components 10-1, 10-1',
10-1", and 10-1™, 12-1, 12-1', 30-1, 30-1', 30-1", 30-1™, 32,
32", 31, 31", 22-1, 22-1', 34, 34', L4, L5, I11', 12'-311, 3™, 4",
and 4", as those described above, and thus those components
will not be described in further detail. In accordance with a
preferred embodiment of the invention, the nodes 1" and 2"
also comprise switches 31aq and 314', respectively. Preferably,
a first input T1a of the switch 31a 1s coupled to an output OP2
of splitter 12-1, a second mput T2a of the switch 31a 1s
coupled to an output of terminal 10-1" through the interface
I1' and a “protection” link BL-1", and an output Ta' of the
switch-31a 1s coupled to an 1nput of “protection” transponder
32. Similarly, a first input T1a' of switch 31a' 1s preferably
coupled to an output OP2' of splitter 12-1', a second input T24'
of the switch 31a' 1s preferably coupled to an output protec-
tion 1nterface IF2 of terminal 10-1"" through the interface 12
and “protection” link BL-1", and an output Ta" of the switch
314’ 1s preferably coupled to an mput of “protection” tran-
sponder 32'.

Also 1n the preferred embodiment of the invention, an input
T" of switch 31 1s coupled to an output of the transponder 32,
a first output 1" of the switch 31 1s coupled to a first input IP1"
of switch 22-1, and a second output 12' of the switch 31 1s
coupled to a protection interface IF2 of terminal 10-1"
through the node iterface I1' and protection link BL-1a".
Similarly, an mnput T" of switch 31' of node 2" 1s coupled to an
output of transponder 32', a first output T1" of the switch 31
1s coupled to a first input IP1'" of switch 22-1', and a second
output T2" of the switch 31" 1s coupled to a protection inter-
face IF2 of terminal 10-1'"" through the interface 12' and a
protection link BL-1a"'. Also, an output OP1" of the switch
22-1 of node 1" 1s coupled to an mput of terminal 10-1
through the nterface I1' and a link LL10-15, a second input
IP2" of switch 22-1 1s coupled to an output of the transponder
30-1, and, as was previously described, the first input IP1" of
the switch 22-1 1s coupled to the first output T1' of switch 31.
Likewise, an output OP1"™ of switch 22-1' of node 2" 1is
coupled to an input of terminal 10-1' through the 1interface 12
and a link 1.10-15', a second input IP2'™ of switch 22-1" 1s
coupled to an output of the transponder 30-1', and, as was
previously described, the first input IP1'" of the switch 22-1"
1s coupled to the first output T1" of switch 31'. Also shown in
FIG. 6 1s a link L.10-1a, which couples an output of terminal
10-1 to splitter 12-1 through interface I1', a link L.10-1",
which bidirectionally couples terminal 10-1" to transponder
30-1" through interface I1' a link .10-14', which couples an
output of terminal 10-1'" to splitter 12-1' through interface 12,
and a link L10-1", which bidirectionally couples terminal
10-1™ to transponder 30-1"" through interface 12'.

The manner 1n which the components of nodes 1" and 2"
operate in response to a detection of a failure in the paths CP1
and/or CP1" 1s similar to that described above and shown 1n

10

15

20

25

30

35

40

45

50

55

60

65

14

FIGS. 4a and 45. However, 1n this embodiment, the controller
3" responds to recerving a notification from the monitor
block 4" indicating that a failure has been detected 1n path
CP1" (block A3) by 1) providing a failure signal to the con-
troller 3" indicating that a failure has been detected in the path
CP1", 2) configuring the switch 31' to cause that switch 31' to
couple the output of protection transponder 32' to the first
iput-IP1'" of switch 22-1', and 3) configuring the switch
22-1' to couple 1ts first input IP1™ to terminal 10-1', via link
[L10-15' (block A4). Also, at block A6 the controller 3" con-
figures the switch 31a to couple output OP2 of the splitter
12-1 from path CP1, to the transponder 32.

As a result of these switching operations, the failled com-
munication path CP1" 1s bypassed, and an alternate commu-
nication path 1s established for routing signals output from the
terminal 10-1 towards the terminal 10-1' (block A7). The
established alternate communication path in this example
includes the splitter 12-1, the switch 314, the transponder 32,
and the MUX/DEMUX 34 of node 1", as well as the trans-
mission link .4, and the MUX/DEMUX 34', transponder 32',
switch 31', and switch 22-1' of node 2". Also, at block A10,
the controller 3" responds to recerving the notification from
monitor block 4™ at block A9 by reconfiguring the switch
22-1'to cause an output of the transponder 30-1' to be coupled
again to the terminal 10-1', by way of link LL10-15".

The manner in which the components of nodes 1" and 2"
operate 1n response to a detection of a failure 1in the paths P1
and/or P1" 1s similar to that shown and described above with
reference to FIGS. 5a and 54. However, 1n this embodiment,
the controller 3" responds to recerving the failure notification
at block A3' by 1) providing, a failure signal to the controller
3" to notily the controller 3" of the failure 1n the path P1, and
2) configuring the switch 31a to couple the terminal 10-1" to
the “protection” transponder 32', through protection link
BL-1" and interface I1' (block Ad4'). Also, at block Aé' the
controller 3'" of node 2" configures the switch 31' to couple
the transponder 32' to the terminal 10-1", through interface
12" and protection link BL-1a'”.

As aresult of these switching operations, an alternate com-
munication path 1s established between the terminals 10-1"
and 10-1" (block A7'), and includes, 1n this example, link
BL-1", switch 31a, transponder 32, MUX/DEMUX 34, link
L4, MUX/DEMUX 34', transponder 32', switch 31', and the
link BL-1a"".

It should be noted that although this embodiment of the
invention 1s described in the context of there being only the
four terminals 10-1, 10-1', 10-1", and 10-1" included in the
network, more or less than this number of terminals may also
be provided, and, as one skilled in the art would appreciate in
view of this description, the switching arrangements depicted
in FIG. 6 may be modified as deemed suitable to accommo-
date that number of terminals. It should also be noted that,
although for simplicity the various components L10-1", L.10-
1", 30-1, 30-1', 30-1", 30-1"", L4, LS, 32, 32", P1, and P1" of
FIG. 6 are described herein in the context of being bidirec-
tional, 1n other, preferred embodiments, corresponding uni-
directional components may instead be employed. For
example, two or more umdirectional links may be employed
for each link 14, L5, L10-1", and [L10"", two or more unidi-
rectional transponders may be employed 1n lieu of each tran-
sponder 30-1, 30-1', 30-1", 30-1™, 32, and 32', each path P1
and P1" may include two or more unidirectional paths, and a
separate multiplexer and demultiplexer may be employed 1n
lieu of each MUX/DEMUX 34, 34'. Those having skill in the
art would readily appreciate, 1n view of this description, the
manner 1n which those components would be imterconnected
within the overall communication system.




US 7,613,392 B2

15

A further embodiment of this invention will now be
described, with reference again being made to FIG. 6. In
accordance with this embodiment, the element 22-1 includes
a 1xN coupler rather than a switch, and couples signals
received at each of the mputs IP1" and IP2" to the output
OP1". Also 1n this embodiment, the element 22-1' also
includes a 1xN coupler rather than a switch, and couples
signals received at each of the mputs IP1™ and IP2'" to the
output OP1™. The manner 1n which the remaining compo-
nents of the communication system operate 1s similar to that
described above, except that no control of switches 22-1,
22-1' 1s performed, and the switching operations involve dis-
abling (de-activating) and/or enabling (activating) selected
ones of the transponders, as will be described below.

In accordance with this embodiment of the invention, the
transponders 30-1, 30-1", and 32 are controllable by the con-
troller 3" for being either activated or de-activated (e.g.,
turned on or oil), and the transponders 30-1', 30-1"", and 32' of
node 2" are controllable by the controller 3" for being either
activated or de-activated. For example, the controller 3'
responds to recerving the notification from the monitor block
4" at block A3 by 1) providing the failure signal to the
controller 3", 2) providing an enable signal to the transponder
32' to enable that transponder, 11 1t 1s not already enabled, and
3) providing a control signal to the transponder 30-1' of the
falled path CP1" for causing that transponder to become
disabled 30-1' (block A4). Also, at block A6, 1n addition to
configuring the switch 31a 1n the above-described manner,
the controller 3" 1) enables the transponder 32, if not already
cnabled, and 2) disables the transponder 30-1 of node 1". As
a result of these operations, signals that may be traversing the
path CP1, the link L4, and/or the portion of the path CP1"
appearing before the transponder 30-1', are prevented from
reaching the terminal 10-1' (e.g., the failed commumnication
path CP1" 1s bypassed), and the alternate communication
path 1s established for routing signals recerved from terminal
10-1, to terminal 10-1".

Also, at block A10, the controller 3" responds to the noti-
fication recerved at block A9 by 1) notifying the controller 3"
that the path CP1" has been repaired, 2) enabling the tran-
sponder 30-1', and 3) disabling the transponder 32'. Similarly,
the controller 3" of node 1" responds to receiving the notifi-
cation from the controller 3" by 1) enabling the transponder
36-1, and 2) disabling the transponder 32. As a result, the
communication paths CP1 and CP1" become active again for
routing signals received from terminal 10-1, to the terminal
10-1', and any s1gnals that may be traversing the portion of the
alternate communication path appearing before the transpon-
der 32' are prevented from reaching the terminal 10-1".

It should be noted that 1t 1s not necessary to disable the
transponders from both of the nodes 1" and 2" 1n order to
prevent signals from reaching the terminal 10-1'. For
example, 1in the case described above, only the transponder
30-1'or 32' of the node 2" closest to a recerving terminal 10-1"
need be disabled to prevent signals applied to those devices
from reaching that terminal 10-1". It should also be noted that
the transponders included in the nodes of the previously
described embodiments (including, e.g., the one shown 1n
FIG. 3) may also be controlled 1in the above-described manner
for being enabled/disabled, and 1xN coupling devices may be
employed in lieu of respective ones of the switches included
in those embodiments.

Although the 1nvention has been described above 1n the
context of the various switching operations being imple-
mented in response to a detection of a failure 1 a single
communication path within a node, 1t 1s also within the scope
of this invention to implement those operations in response to
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a detection of a failure in two or more of those paths. For
example, and referring to the embodiment shown 1n FIG. 3, 1f
monitor block 4" detects a failure 1n two or more of the paths
P1-Pnofnode 1', the controller 3" may respond by controlling
the switch 31 to couple a selected, predetermined one of the
switch inputs T1-Tn to the switch output T', for bypassing the
failure 1n a corresponding one of the paths. Which one of the
switch inputs T1-Tn 1s selected may be pre-programmed 1nto
the controller 3", and may be predetermined in accordance
with applicable design and/or system operating criteria.

Moreover, although the mmvention has been described
above 1n the context of the controllers 3, 3', 3", and 3™ being
located within the protection modules 1a, 2a, 14', and 24',
respectively, the imvention 1s not limited to only such a con-
figuration. By example, in other embodiments the controllers
3,3, 3", 3" may be located in other portions of the respective
nodes. Also, 1t should be noted that although the invention 1s
described 1n the context of the various switches being config-
ured 1n response to a detection made by a monitor block 4, 4',
4", 4", those switches may be configured 1n response to other
suitable triggering events. As an example, it 1s within the
scope of this invention to configure the switches 1n response
to a user entering configuration command information 1nto
one or more of the controllers 3, 3", 3" and 3", using a user
interface. It 1s also within the scope of this mmvention to
employ the optical sensors outside of one or more of the nodes
1, 1', 2, and 2' for detecting failures in, for example, the
various links [L10-1 to L10-n , L.10-1' to L.10-n', LL10-1" to
L10-n ", and L10-1" to L10-n", or to include sensor(s) 1n
only one of the nodes.

While the mvention has been particularly shown and
described with respect to preferred embodiments thereof, 1t
will be understood by those skilled 1n the art that changes in
form and details may be made therein without departing from
the scope and spirit of the imnvention.

What 1s claimed 1s:

1. A communication network, comprising:

at least one first terminal;

at least one second terminal;

a plurality of links;

at least one first node, coupled to both the at least one first

terminal through at least a first one of the links and to the
at least one second terminal through at least a second one
of the links, the at least one first node also being coupled
to the at least one first terminal through an additional
link, the at least one first node comprising;:

a plurality of first communication paths, each of the first
communication paths being coupled at a first end
thereol to at least one corresponding first link,
wherein second ends of the first communication path
are all coupled to the at least one second link, for
providing a communication route between the first
and second links,

at least one first alternate communication path having a
first end coupled to the at least one second link and a
second end coupled to the additional link,

at least one first switch coupled to the at least one first
alternate communication path and coupled to the
additional link through the at least one first alternate
communication path,

a first detector for detecting a failure 1n at least one of the
plurality of first communication paths, and

a first controller coupled to the first detector and to the at
least one first switch, the first controller being respon-
stve to the first detector detecting a failure 1n at least
one of the first communication paths for controlling
the at least one first switch to couple the at least one
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first alternate communication path and the additional
link to the second link for routing a signal between the
at least one first and second terminals through the at
least one first alternate communication path and the
additional link; and

at least one second node interposed between the at least one

second link and the at least one second terminal, the at
least one first and second nodes being coupled together
through the at least one second link, the at least one
second node being coupled to the at least one second
terminal through at least one third link, and wherein the
at least one second node comprises:

a plurality of second communication paths, each having
a first end and a second end, the first ends of the
second communication paths being coupled to the at
least one second link, the second end of each second
communication path being coupled to a correspond-
ing third link, for providing a communication route
between the second and third links,

at least one second alternate communication path having
a first end coupled to the at least one second link,

at least one second switch coupled to the at least one
second alternate communication path,

wherein the second switch has an input terminal and a
plurality of output terminals, the input terminal of the
second switch being coupled 1n the at least one second
alternate communication path,

a second detector for detecting a failure 1n at least one of
the plurality of second communication paths,

a second controller coupled to the second detector and to
the at least one second switch, the second controller
being responsive to the second detector detecting a
failure 1n at least one of the second communication
paths for controlling the at least one second switch to
couple the at least one second alternate communica-
tion path to a corresponding third link, for routing a
signal between that at least one second link and the
third link through the at least one second alternate
communication path, and

a plurality of third switches, each third switch having a
first input terminal coupled 1n a corresponding one of
the second communication paths, a second mput ter-
minal coupled to a corresponding one of the output
terminals of the second switch, and an output terminal
coupled to the at least one third link,

wherein the second controller responds to the second
detector detecting a failure 1 a second communica-
tion path by controlling the second switch to couple
signals received over the at least one second link to the
second input terminal of the third switch coupled in
the path, and by controlling that third switch to further
couple those signals to the at least one third link.

2. A communication network as set forth in claim 1,
wherein the first and second detectors detect the failure 1n the
first and second communication paths, respectively, by
detecting a loss of light 1n those respective paths.

3. A communication network as set forth in claim 1,
wherein the at least one first node further comprises at least
one first multiplexer/demultiplexer, the at least one second
node further comprises at least one second multiplexer/de-
multiplexer, and wherein each of the first commumnication
paths 1s coupled to a respective one of the second communi-
cation paths through the at least one second link and the first
and second multiplexer/demultiplexer.

4. A communication network as set forth in claim 1, further
comprising at least one splitter, wherein each splitter has an
input terminal and a first output terminal that are both coupled
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in a respective one of the at least one first communication
paths, and the first controller responds to the first detector
detecting a failure 1n a first communication path by control-
ling the at least one first switch to couple a second output
terminal of a corresponding splitter to the at least one second
link through the at least one alternate communication path.

5. A communication network as set forth in claim 4,
wherein the first node turther comprises a multiplexer having,
an output coupled to the at least one second link, a first input
coupled to an output of the first switch, and a plurality of
second mputs each of which 1s coupled to a second end of a
corresponding one of the first communication paths.

6. A communication network as set forth in claim 4,
wherein the first node comprises a plurality of transponders,
individual ones of the transponders being interposed 1n
respective ones of the first communication paths.

7. A communication network as set forth in claim 6, and
further comprising another transponder interposed 1n the at
least one first alternate communication path.

8. A communication network as set forth in claim 4,
wherein each first terminal transmits signals over only those
ones of the first and second links that are coupled to the
terminal and determined to be active by that terminal.

9. A communication network as set forth in claim 1,
wherein the first and second controllers are coupled together
through the at least one second link, the second controller also
1s responsive to the second detector detecting the failure in the
second communication path for notifying the first controller
of the failure, and wherein the first controller responds thereto
by coupling the at least one first alternate communication
path to a corresponding first link.

10. A communication network as set forth in claim 1,
wherein the first detector detects the failure 1n the at least one
first communication path by detecting a loss of light 1n that
path.

11. A communication network as set forth in claim 1,
turther comprising a further second terminal coupled to the
second node through both a corresponding third link and a
tourth link, wherein at least one of the output terminals of the
second switch 1s coupled to the fourth link.

12. A method for operating at least one line node of a
communication network, the line node having a plurality of
communication paths, each of which 1s coupled at a first end
thereof through a first link to a first interface of a first terminal,
cach communication path having a second end coupled
through at least one second link to at least one second termi-
nal, each communication path including a transponder, the
line node also being coupled to a second interface of the first
terminal through at least one third link, the method compris-
ng:

monitoring for a failure 1n at least one of the communica-

tion paths;

in response to detecting a failure in at least one of the

communication paths:

switchably coupling the at least one third link, and thus
the second interface of the first terminal, to the at least
one second link, and

disabling the transponder included that path; and

coupling an output of at least one coupler to the at least one

second link, and an input of the atleast one couplerto the

at least one third link;

wherein the switchably coupling 1s performed by enabling

a Turther transponder coupled between the output of the
at least one coupler and the at least one second link.

13. A method as set forth in claim 12, further comprising:

detecting the failure in the at least one communication path

at the first terminal coupled to that path; and
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in response to detecting the failure at the first terminal,
providing a signal from the second intertace of the first
terminal to the line node through the third link coupled to
the first terminal.

14. A method as set forth 1n claim 12, further comprising
notifying another node in the communication network of the
detected failure.

15. A method as set forth 1n claim 12, further comprising
prior to the monitoring;:

connecting an output of a switch to the at least one second

link;

connecting an mput of the switch to a respective one of the

third links; and

wherein the switchably coupling includes operating the

switch to couple the respective third link to the at least
one second link.

16. A method as set forth in claim 12, wherein the moni-
toring 1s performed 1n at least one other line node of the
network.

17. A method as set forth 1n claim 16, further comprising
notifying the line node of the failure in response to the other
line node detecting a failure in the at least one communication
path, and wherein the switchably coupling 1s performed in
response to the notifying.

18. A method as set forth 1n claim 12, further comprising:

detecting when the failled communication path becomes
active again; and
in response to detecting that the failed communication path

has become active again, enabling the transponder
included 1n that path.

19. A method as set forth in claim 12, wherein the moni-

toring includes monitoring for a loss of light 1n the atleast one
communication path.
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20. A system, comprising at least one node, the at least one

node comprising;

a plurality of first communication paths, each of the first
communication paths being coupled at a first end thereof
to at least one first link, and at a second end thereof to at
least one corresponding second link, for providing a
communication route between the first and second links;

at least one first alternate communication path having a first
end coupled to the at least one first link;

at least one first switch coupled to the at least one first
alternate communication path, wherein the first switch
has an 1nput terminal and a plurality of output terminals,
the input terminal of the first switch being coupled in the
at least one first alternate communication path; and

a plurality of second switches, each second switch having
a first input terminal coupled 1n a corresponding one of
the first commumnication paths, a second input terminal
coupled to a corresponding one of the output terminals
of the first switch, and an output terminal coupled to the
at least one second link,

wherein the first switch 1s operable to switch between a first
state 1n which it couples signals received over the at least
one first link to an external communications terminal,
and a second state 1n which 1t couples signals recerved
over the least one first link to the second input terminal
of the second switch coupled in the path, wherein the
second switch 1s operable to couple those signals to
another communications terminal through the at least
one second link.

21. A system as set forth 1n claim 20, further comprising at

least one other node coupled to the least one node through the
at least one {irst link.
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COLUMN 8&:

Line 10, “respond™ should read --responds--.

Signed and Sealed this

First Day of June, 2010

Lo ST s

David J. Kappos
Director of the United States Patent and Trademark Office
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COLUMN 10:

Line 3, “other” should be deleted.

COLUMN 11:

Line 2, “comprises” should read --comprise--; and
Line 7, “BL1-BLh,” should read --BL1-BLn,--.

COLUMN 12:

Line 6, “L10-n" should read --L10-n"--; and
Line 7, =" and” should read --and--.

COLUMN 13:

Line 18, “311,” should read --3"--.

COLUMN 14:

Line 34, *32'.” should read --32.--.

COLUMN 15:

Line 44, *36-1.” should read --30-1.--.

COLUMN 18:

Line 38, “mcluded” should read --included 1n--.

COLUMN 20:

Line 23, “least” should read --at least--.
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