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(57) ABSTRACT

A method of communication includes assigning at least one
channelization code to a data packet. A portion of power
available for communicating 1s assigned to the channelization
code based on a channel quality metric. A system includes a
transmitter, and an allocation unit. The transmitter 1s adapted
to communicate data packets. The allocation unit 1s adapted
to assign at least one channelization code to a data packet and
assign a portion of power available for communicating to the
channelization code based on a channel quality metric asso-
ciated with the data packet.
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ALLOCATION OF POWER AND
CHANNELIZATION CODES FOR DATA
TRANSFERS

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates generally to the field of telecommu-
nications and, more particularly, to wireless communications.

2. Description of the Related Art

Owners and/or operators of communication networks, 1.¢.,
the service providers, are constantly searching for methods
and equipment that can meet the changing needs of their
subscribers. Subscribers of communication networks, includ-
ing wireless communication networks, require higher infor-
mation throughput in order to exploit the expanding range of
services being provided by current communication networks.
For example, wireless communication subscribers are now
able to have simultaneous access to data networks such as the
Internet and to telephony networks such as the Public

Switched Telephone Network (PSTN).

Speech transmission 1s the main service supported by the
first and second-generation wireless communication systems.
However, the demand for data services 1s ever-increasing.
Data traffic, unlike voice traffic, tends to occur 1n bursts and 1s
more delay tolerant. The amount of data that can be sent to a
user 1s dependent on the amount of data that has arrived for
transier to the user. One technique for communicating data to
users 1ncludes 1dentitying the users with data packets ready
for transmission, prioritizing the users in order by channel

condition, and sending the data using the available channel
resources.

Downlink traffic for different traffic rates 1s conveyed using,
a multiple rate combination of the basic rate. Traffic with rate
m times the basic rate may be sent using m codes and the
received signal power may be m times larger than the basic
power allocated to the basic rates. However, 1n the case of a
shared data and voice application, the total available power at
the transmitter for data traffic varies due to various reasons
such as overhead power allocation or dynamic changes in the
voice user’s power consumption. These vanations could be
very slow (e.g., in the order of hours) or could be fast varying
(e.g., as Tunction of the channel variation 1n the order of
milliseconds). In addition, the total system available power at
the transmitter may also change over time. Hence, an assump-

tion of fixed power allocation for data service, for example, 1s
not valid 1n these situations.

In Universal Mobile Telecommunications Systems
(UMTS), users are code multiplexed using different orthogo-
nal variable spreading factor (OVSF) codes and variable pro-
cessing gain. Typically, the number of codes assigned to the
users depends on the size of the data packet to be transterred,
and the available transmit power 1s evenly divided amongst
the total number of codes. Assigning the channelization codes
and then dividing the available power amongst the codes does
not optimize the capacity of the data channels. In the case
where the total allocated codes for a user are assigned based
on the user packet or butler size, the total power assigned 1s
thus proportional to the total number of assigned codes rather
than optimized to the channel conditions. However, users
with better channel conditions may not require the same
power to meet a target error rate than a user with a more
degraded channel.

e

The present invention 1s directed to overcoming, or at least
reducing the eflects of, one or more of the problems set forth
above.
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2
SUMMARY OF THE INVENTION

One aspect of the present invention 1s seen 1n a method of
communication. The method includes assigning at least one
channelization code to a data packet. A portion of power
available for communicating 1s assigned to the channelization
code based on a channel quality metric.

Another aspect of the present invention 1s seen 1n a system
including a transmitter, and an allocation unit. The transmaitter
1s adapted to communicate data packets. The allocation unitis
adapted to assign at least one channelization code to a data
packet and assign a portion of power available for communi-
cating to the channelization code based on a channel quality
metric associated with the data packet.

BRIEF DESCRIPTION OF THE DRAWINGS

The mvention may be understood by reference to the fol-
lowing description taken 1n conjunction with the accompany-
ing drawings, in which like reference numerals 1dentity like
elements, and 1n which:

FIG. 1 1s a simplified block diagram of a communications
system 1n accordance with one 1llustrative embodiment of the
present invention;

FIG. 2 1s a simplified tlow diagram of a method of com-
municating i accordance with another illustrative embodi-
ment of the present invention;

FIG. 3 1s a simplified flow diagram of one particular
embodiment of a method for allocating power and channel-
1zation codes to implement the communicating of FIG. 2;

FIG. 4 15 a simplified flow diagram of a second particular
embodiment of a method for allocating power and channel-
1zation codes to implement the communicating of FIG. 2; and

FIGS. SA through 5C are simplified flow diagrams of

methods for prioritizing users and assigning resources based
on different quality of service scenarios.

While the invention 1s susceptible to various modifications
and alternative forms, specific embodiments thereol have
been shown by way of example 1n the drawings and are herein
described 1in detail. It should be understood, however, that the
description herein of specific embodiments 1s not intended to
limit the invention to the particular forms disclosed, but onthe
contrary, the intention 1s to cover all modifications, equiva-
lents, and alternatives falling within the spirit and scope of the
invention as defined by the appended claims. Moreover, i1t
should be emphasized that the drawings of the mstant appli-
cation are not to scale but are merely schematic representa-
tions, and thus are not intended to portray the specific dimen-
sions of the mvention, which may be determined by skilled
artisans through examination of the disclosure herein.

DETAILED DESCRIPTION OF SPECIFIC
EMBODIMENTS

[lustrative embodiments of the mvention are described
below. In the interest of clarity, not all features of an actual
implementation are described 1n this specification. It will of
course be appreciated that 1n the development of any such
actual embodiment, numerous implementation-specific deci-
s1ions must be made to achieve the developers’ specific goals,
such as compliance with system-related and business-related
constraints, which will vary from one implementation to
another. Moreover, 1t will be appreciated that such a develop-
ment effort might be complex and time-consuming, but
would nevertheless be a routine undertaking for those of
ordinary skill in the art having the benefit of this disclosure.



US 7,577,120 B2

3

Referring now to FIG. 1, a simplified block diagram of a
communications system 100 1n accordance with one embodi-
ment of the present invention 1s provided. A transmitter 110
communicates with a plurality of users 120 within a sector
130 of a communications cell 140. The transmitter 110
includes a data queue 112 and an allocation unit 114. As will
be described 1n greater detail below, the allocation unit 114
employs an iterative technique to assign channelization codes
and power levels to optimize the capacity of a data channel
used to communicate data with the users 120. In the illus-
trated embodiment, the transmitter 110 1s a conventional mul-
ticode spread spectrum transmitter, the construct and opera-
tion of which are well known to those of ordinary skill in the
art.

In the illustrated embodiment, the communications system
100 1s a multi-cell and multi-code packet data code division
multiple access (CDMA ) system with three-sector cells, how-
ever, the application of the present invention 1s not limited to
any particular system architecture. For packet data, downlink
traflic 1s communicated over a shared channel 1n which each
user 120 listens for indication that data currently sent 1n the
shared channel 1s destined for the particular user 120. Chan-
nel quality information for the recerver (not shown) of the
user 120 1s fed back to the transmitter 110 through a feedback
channel in the uplink. Each sector 130 has an associated
transmitter 110 with an allocation unit 114.

For 1ts sector 130, the allocation unit 114 can allocate at
most N, orthogonal channelization codes with the same
spreading factor to a given user. A maximum of N_ users can
receive packets over the same transmission time interval
(TTI). For ease of illustration and to avoid obscuring the
instant invention, it 1s assumed that the packet transmission
time interval 1s a constant. For example, the current high
speed downlink packet access (HSDPA) channel imple-
mented 1n the publicly available Universal Mobile Telecom-
munications System (UMTS) standard has a fixed spreading,
factor of 16 among which atmost 15 channelization codes can
be used to transmit one packet over a 2 ms TTI. HSDPA also
allows more than one of the users to be code multiplexed
during a T'T1 (i1.e., a user may be assigned more than one
channelization code. Hybrid-ARQ (Automatic Repeat
Request) operation with asynchronous incremental redun-
dancy (IR ) 1s performed for each transmission. The allocation
unit 114 maintains a list of the active data users in the sector
130. In general, the allocation unit 114 associated with each
sector 130 selects a user 120 based on the user data backlog,
the QoS (quality of service) requirements for each packet, the
available system resources, and the feedback from each user
120 listed 1n 1ts user active set.

The available system resource includes the number of
channelization codes left after taking into account all dedi-
cated and common channels other than the downlink shared
packet channel, such as the common pilot channel, dedicated
control channel, signaling channels, etc.; and the available
power for transmitting packet data at the time of scheduling.
The user feedback includes channel quality and acknowl-
edgement/non-acknowledgement (ACK/NACK) of the pre-
viously recerved packet.

The allocation umit 114 performs two major functions, first,
it prioritize the packets based on buffer backlog and QoS
requirements; then 1t determines how many packets can be
served from each priority level based on the channel quality
and the available system resources. The allocation unit 114
attempts to optimize system capacity in accordance with the
method depicted 1n FIG. 2, which shows a simplified flow
diagram of a method for communicating 1n accordance with
another illustrative embodiment of the present invention. In
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4

block 200, at least one channelization code 1s assigned to a
data packet. In block 210, a portion of power available for
communicating 1s assigned to the channelization code based
on a channel quality metric. As used herein, the term “data
packet” 1s intended to include any set of data elements to be
communicated and 1s not limited to any particular type of data
(e.g., mathematical data, voice data, video data, raw binary
data, etc.) or any particular protocol.

The operation of the allocation unit 114 1n implementing
the method of FIG. 2 1s now described 1n greater detail. The
allocation umt 114 prioritizes the packets mto N, different
priority classes. Assume that for each priority class, there are
M, packets waiting to be transmitted. Theretore, in a given
sector 130, there are N *M,, packets in the data queue 112.
Note that any given user 120 can have more than one packet
in the queue and each user 120 can be scheduled to recerve
more than one packet during the same TTI. It may be efficient
to allow one of the users 120 to have more than one packet
assigned under various conditions. For example, the user 120
may have a very good channel condition, and after taking out
the required number of channelization codes for the first data
packet transmission, the same user 120 may be the best
remaining user 120 among all other users 120. Hence, the
second data packet to the same user 120 1s scheduled using a
portion of the remaining channelization codes. Another pos-
sible situation 1s when there are packets for the same user 120
from diflerent priority classes. Note that 1f two packets from
the same priority class are scheduled to transmit to the same
user during the same TTI, both packets will have the same
power for all the channelization codes allocated to the pack-
ets, since all orthogonal channelization codes sutfer the same
fading and path loss for a given sector 130/user 120 pair. In
some embodiments, if two packets are from ditferent priority
classes, then the two packets may be transmitted using dii-
terent power levels, due to the fact that the available power for
data packets from different priority classes may be different.

The allocation unit 114 determines how much power
should be allocated to each channelization code and the num-
ber of channelization codes assigned to each data packet for
its transmission. For the following illustration, P, . 1s the
total available power for packet data for a given sector 130
and N represents the number of remaining channelization
codes. Since the allocation unit 114 strives to tulfill the QoS
requirements, 1t {irst attempts to serve the packets among the
highest priority class. In determining the power and channel-
1zation code assignments, the allocation unit 114 attempts to
optimize the sum of the Shannon capacity for all channels 1n

bit/s/hz, which 1s defined by:

C—

Zl (1)
— 0g,(1 + SNR;),

b

where B 1s the system bandwidth, and the summation 1s over
all the channelization codes used for packet data. For ease of
illustration and to avoid obscuring the mstant invention, it 1s
assumed that the channels are flat Rayleigh fading channels
that are quasi-static over the period of interest. The signal-to-
noise ratio per code 1s defined by:

Si 1@ |* BiPaaa (2)

SNR; = =L =
N:' IGE-I-ND
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where o, 1s the complex-valued flat Rayleigh fading channel
gain, {3, 1s the power fraction allocated to the 1-th channeliza-
tion code, and I_ 1s the total interterence trom other cells. For
purposes ol this 1llustration, 1t 1s assumed that the QoS class
tor all packets 1s the same, and each user 120 has, at most, one
packet 1n that QoS class. Further illustrations will address
multiple QoS classes and multiple packets. The allocation
unit 114 attempts to define values for [, such that Equation (1)
1s maximized and

> Bi=1 Bi=0,Vi (3)

]

Let M be the number of data users 1n a sector 130 and W, ,
be the set of channelization codes assigned to the m-th user’s
packet. If ¢, 1s the size of the set W, , then Equation (3) can
be written as:

M (4)
> Gmkm =1 Xm0,V m,
m=1

where y_ =0, VieW_ is the fraction of data power that is
assigned to each of the channelization codes for user m. Note
that ¢__ 1s subject to the following constraint:

M (9)
D bn=Ne.pme N,
m=1

The following cost function for the optimization problem
may be defined using Lagrange multipliers:

(6)

|77m |2 medara +
loc + N,

M
J(Xma qu) — Z‘Llﬂgz{l +

m=1 icC,,

[N]=

M
A[Z B Xom — |
m=1

+tu[ qu_Nc "
m=1

where 1, =a., V1eC 1s the complex flat fading for the m-th
data user. The first term of the Equation (6) can be further
simplified, resulting 1n:

(7)

M
J()L/ma qu) — Z‘Ji’mlﬂgz{l +
m=1

|7?m |2 ){deam +
loc + N,

Taking the derivative of Equation (7) with respect to 7y, ,
yields the following set of equations:
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m Eji m (8)
_ Gm¥Yprr Cpilor, P16 =0,

1 + XmYDPR &pi.ﬁﬂr,m)
(

O Xm> Pm)
d X'm

where (épz. ror.m 18 the channel quality estimate from the m-th
user based on the measurement from the common pilots, and

1s defined as:

~ |7?m |2 Ppi.‘fﬂr (9)

C ot —
protm I.+N,

and Y,», 18 the data-to-pilot power ratio which can be
expressed as:

Pdara (10)

YDPR = -
P pilot

The data-to-pilot power ratio 1s assumed to be known at the
sector 130. The channel quality estimates are fed back from
cach user 120 to the transmitter 110 on a periodic basis. Note
that the channel quality estimates used 1n Equation (9) are the
same for all codes used for the same user. Therelore, even 1n
a multicode scenario, only one channel quality value 1s fed
back from a given user 120. Equation (8) can be written as:

1 N B 1

(11)

YDPR épibr,m
Combining Equations (4) and (11) yields:

M (12)

_Z b

—d YpPrC pilot m

O
A

m=1

M
Z G Xm
m=1

Solving Equation (12) for A, and incorporating Equation
(5) vields:

- N, (13)

A=

N

'3

m=1

P

YDPRC pitot,m

where A represents an mtermediate optimization parameter
associated with the power constraint. Substituting Equation
(13) into Equation (7) and optimizing over ¢ yields:

0J(Xms Pm) (14)

A
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the solution has converged). If the solution converges, the
-continued iteration terminates at block 360. Otherwise, the iterative
ml* Xm Pt NeXm rocess repeats at block 310.
lﬂg2[1+|q|}{ dar]— Y i +u=0 P p. . :
loc + No b, 5 The previous illustration assumes that data users 120
1+Z ¥PRC pitor always have enough data in the butfer for transmit when
- pilot,m . . .
et selected by the allocation unit 114 and given a set of chan-
nelization codes for the transmission. To obtain a more gen-
Multiplying both sides of Equation (14) by ¢, summing eral solution, additional constraints may be added on the set
over all m, and combining with Equations (4) and (5) yields: 10 of assigned channelization codes, ¢,,. These constraints
include factors such as the data queue size of the user 120, and
the target error rate requirements. Also, in the previous
i | - ol Pt (15) example, there are no specific restrictions imposed upon the
= v - EZ %1‘3’%2{1 T EN, ] y assignment of the channelization codes for each data user
1+Z ‘f*“” =t (1.e., other than they have to satisty Equations (4), (5) and
— YDPRCPHGF,PH (13))
Equation (13) can be rewritten as follows:
or from Equation (13): .0
M 17
d’m _N:: ( )
M . (16) Z - =— 1
A 1 mml medam — YDPRCPE!DT,m
H:—ﬁ_ﬁngmm&l"‘ Y ; )
" 25
The optimization mvolves three linear equations with M
, , L variables. Therefore, for M>3, there are more than one solu-
where urepresents another intermediate optimization param- . . 1 :
. . S tion for the set {¢,} By providing more structure in {¢_.} a
eter associated with the number of channelization codes. , , SO _
_ _ _ scheduling algorithm for users with limited queue sizes and
As evidenced by Equations (14) and (16) a non-linear 30 .
L. . . pre-defined target error rates may be determined.
optimization problem exists, and a closed-form solution to T _ -
this problem is difficult to find. However, for M=3, it is One constraint imposed 1s to limit the number of modula-
possible to solve fory, and ¢_ iteratively as illustrated by the ~ tion coding schemes (MCS) to a finite set, such as the set
simplified flow diagram of FIG. 3. defined 1n Table 1, which shows an example of a finite set as
In block 300, the set of channelization codes for the users 35 a function of the information block size (denoted code block
120, {$_°1}, is initialized. The values for {¢_°} may be set at size), and the number of channelization codes. Table 1 is built
arbitrary values (e.g., even number of channelization codes on a multicode direct sequence CDMA (DS-CDMA) system,
for each user 120 with an associated data packet). In block  ysing a fixed spreading factor of 16. Exemplary parameters
310, the value of A 1s determined 1n accordance with qulE:lUOIl 4 defined by the UMTS specification include a chip rate of 3.84
(13);? In block 320, values for the set of power Iractions, Mcps and a slot duration of 0.67 msec. Table 1 defines a
{~ 71, are determined for the users 120 with assigned chan- . .
e . . . pre-defined relation between the user buller size, the number
nelization codes 1 accordance with Equation (11). In block D ,
330, the value of 1 is determined in accordance with Equation of channelization codes, and the MCSs that are possible under
(14). In block 340, the values for the set of channelization the given COIldlt?OIlS. .The. allocation unit 114 t?ke:c; these
codes, {¢. "}, V¢ _"€eN, are determined in accordance with 43 factors and relationships into account when assigning the
Equations (4), (5), and (16). In block 350, it is determined if =~ available power and channelization codes to ditferent users
the value of ¢, ”"=¢ _"*', ¥n, where n is sufficiently large (i.e.. 120.
TABLE 1
Modulation and Coding Schemes versus Channelization
Codes, and the Required Es/Nt for 1% Packet Error Rate
2560 3840 5120 7680 11520 15360
Number 1280 bits bits bits bits bits bits bits
of code code code code code code code
Channel  block block block block block block block
Codes 640 Kbps 1280 Kbps 1920 Kbps 2560 Kbps 3840 Kbps 35760 Kbps 7680 Kbps
14 QPSK QPSK QPSK QPSK QPSK  16QAM  16QAM
-6.98dB -397dB -248dB -0.63dB 1.29 dB 5.65dB 8.1 dB
12 QPSK QPSK QPSK QPSK QPSK  16QAM  16QAM
-6.3dB -334dB -1.75dB 0.34dB 2.75dB 6.85 dB 9.7 dB
10 QPSK QPSK QPSK QPSK  16QAM  16QAM -
-54dB -246dB -0.73dB 1.7dB  5.18dB 8.53dB
] QPSK QPSK QPSK QPSK  16QAM - -
-45dB -1.15dB 0.80 dB 3.74dB  6.86dB
6 QPSK QPSK QPSK  16QAM  16QAM - -
-3.19dB 0.55 dB 3.35dB 6.02dB  9.66dB
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TABLE 1-continued

Modulation and Coding Schemes versus Channelization
Codes, and the Required Es/Nt for 1% Packet Error Rate

10

2560 3840 5120 7680 11520 15360
Number 1280 bits bits bits bits bits bits bits
of code code code code code code code
Channel block block block block block block block
Codes 640 Kbps 1280 Kbps 1920 Kbps 2560 Kbps 3840 Kbps 3760 Kbps 7680 Kbps
4 QPSK QPSK 16QAM — — — —
-1dB 3.95dB 7 dB
2 QPSK 16QAM — — — — —
4.1 dB 99 dB

After call admission control 1s performed at the core net-
work (not shown), a set ol users 120 are admitted with difier-
ent QoS classes. For ease of 1llustration and to avoid obscur-
ing the instant invention, 1t 1s assumed that any user 120 1n the

set has only one QoS value. The allocation unit 114 at the
sector 130 then sub-divides the users 120 1nto different QoS
categories. Again, users 120 from the same QoS class are
scheduled and processed simultaneously, while users from
different QoS classes are processed from highest quality
down to the more delay tolerable classes separately.

In the following example, users 120 from the Same QoS
class are scheduled. It 1s assumed that there are M data users
in the same QoS class waiting to be scheduled and that there
are no Hybrid-ARQ or IR operations initially. The allocation
unit 114 first sorts the M users by their priorities 1n descend-
ing order according to some fairness criteria to form an
ordered set, U={u,lu,=u,= . .. =u,,}. Exemplary fairness
techniques known to those of ordinary skill in the art include
round robin, maximum carrier to interiference ratio (C/1),
proportional fair, and the like. The allocation unit 114 then
looks at the data queue 112 for the user 120 and determines

the transmit code block sizes for each user 120. For example,
ifuser 1, u,, has 2000 bits 1n the data queue 112, then, the code
block size of 1280 baits 1s selected for 1ts next transmission.
Based on the pre-determined target packet error rate, the
allocation unit 114 then selects the MCS based on the esti-
mates of the recerved signal-to-noise ratios (SNR) for each
user 120. The estimate 1s computed using Equation (9) given
the pilot power and the code power for each channel are
known at the sector 130. The recerved SNR estimates can be
expressed as:

2
oo 1| X Pt

- , ¥ m.
..+ N,

Using Equation (18), the allocation unit determines the
corresponding number of channelization codes to be used for
the transmission by looking at the required SNR 1n the finite
set of MCSs for the selected code block size. For example, 11
user 1 has an estimated recerve signal-to-noise ratio of -3 dB,
and a code block size of 1280 bits, four spreading codes will
be assigntouser 1 for the next transmission, as shown in Table

1.

An iterative algorithm for solving the power and code
assignment assuming that the user has been sorted by some
fairness algorithm 1s now described with reference to the
simplified flow diagram of FIG. 4. The code block sizes are
determined for each user prior to entering the algorithm. In
block 400, the set of data power fractions, {y,.°} is initialized
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to P, /N_ for all m (1.e., the available power 1s divided
amongst the channelization codes). Of course other values for
the initial power traction assignments may be employed. In
block 410, the value for the SNR estimates, C_ , 1s determined
in accordance with Equation (18). In block 420, the values for
the set of channelization codes foreach user, {¢_ "}, V¢ "eN,
1s determined from a finite rate table (e.g., Table 1). In block
430, the value for A 1s determined 1n accordance with equation
(13). In block 440, the values for the set of power fractions,
Iv 71, 1s determined using Equation (11). In block 450, it is
determined if the value of ¢ "=¢ "*' Vn>n,, where n, is
suificiently large (1.e., n, 1s a predetermined constant for the
minimum number of iterations, e.g., 20, which may vary
depending on the particular implementation). If the solution
has converged, the iteration terminates and the number of
channelization codes 1s truncated at block 460. Otherwise, the
iterative process repeats at block 410. Note that when select-
ing {¢} it is likely that the sum of all ¢,, is larger than the
maximum number of available channelization codes, N .
Since all users 120 are sorted by priority, {¢ .} is truncated
such that:

M, (19)
Z qbf‘ﬂ + qb}l”j’ﬂ—l—l — Nﬂa
m=1

where ¢',, ., =0,,., (.e., set ¢_=0, Vm>M_+1 and reduce
the last non-zero terms in the set to meet the upper limit N ).
Also note that 1f there 1s reduction in ¢, , _ ; then the transmis-
sion for the (M _+1) user will likely have a hi gher packet error
rate.

There are several different ways the allocation umt 114
may handle multiple QoS classes, depending on whether the
fairness algorithm in the allocation umit 114 1s QoS aware and
whether during call admission control (CAC) power con-
straints are specified for different QoS classes. FIGS. 5A
through 5C show simplified block diagrams of three different
techniques for scheduling users from multiple QoS classes.

The method illustrated in FI1G. 5A schedules users from the
same QoS class first and allocates power and channelization
codes accordingly. In the method of FIG. SA, there are no
predetermined proportions of the transmit power assigned to
the various QoS classes. IT for the last user 120 the number of
channelization codes or power 1s not suilicient to meet the
target packet error rate, the unused power from the last user
120 1n QoS class g may be used to schedule users 120 1n QoS
class g+1. Note that the allocation unit 114 may reserve extra
power for the next QoS class, if desired, by taking power from
the last few users 120 1n the current QoS class and using it for
the next class.
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In block 500, users 120 are admitted into QoS classes
during CAC. In block 5035, the users 120 1 QoS class q are
loaded 1nto set ©_. In block 510, code block sizes are selected
tor packets 1n the set, ®_given P,,,,. In block 515, the users
in O _ are sorted 1n accordance with a fairness algorithm. In
block 520, resources are allocated in accordance with the
iterative method of FIG. 5. In block 525, 1t 1s determined if the
terminating condition, ¢',, ,,=¢,, ., 1s met (1.e., all channel-
ization codes and power are assigned). If the termination
condition 1s met, the method ends 1n block 530. If resources
still exist, the next QoS class 15 selected, g=qg+1, and the
remaining power 1s determined (1.e., PdamzxMGHDPdm) 1n

block 535. The scheduling operations then continue for the
next QoS class at block 510.

The method 1llustrated in FIG. 5B 1s similar to that of FIG.
5A, but that in the method of FIG. 5B, a pre-defined amount
of power 1s assigned to each of the QoS classes. For example,
during CAC portions of the total data power P,  may be
assigned to the different QoS classes. Hence, aiter the users
120 are loaded into sets based on QoS class 1n block 505, the
code block sizes are selected in block 540 for packets 1n the
set, ®_ given P, ., (i.e., the power reserved for the QoS
class). Then, when the next QoS class 1s selected 1n block 545,
the power need not be determined.

In the method illustrated 1n FIG. 5C, the allocation unit 1s
not constrained by QoS classes or power assignment for each
QoS class. The allocation unit 114 processes users from all
QoS classes at the same time, so there 1s no need to 1iterate over
different QoS classes. However, the QoS class may be one of
the factors employed 1n the fairness algorithm to sort the
users, so users 1n higher QoS may have higher relative posi-
tions 1n the sorted list. Users 120 are admitted into Q QoS
classes 1n block 350. All the users 120 are sorted using a
fairness algorithm in block 555. In block 560, the resources
are allocated 1n accordance with the iterative method of FIG.
5, and the method terminates 1n block 565.

For systems with Hybrid-ARQ and/or Incremental Redun-
dancy, the allocation unit may need to schedule users 120 with
re-transmissions. During the re-transmission, the information
s1ze (1.e., the code block size) for the packet to be re-trans-
mitted 1s kept the same as previous transmission/re-transmis-
s1ons and the allocation unit optimizes the channel capacity as
described above.

The particular embodiments disclosed above are illustra-
tive only, as the invention may be modified and practiced in
different but equivalent manners apparent to those skilled 1n
the art having the benefit of the teachings herein. Further-
more, no limitations are intended to the details of construction
or design herein shown, other than as described 1n the claims
below. Consequently, the method, system and portions of the
described method and system may be implemented 1n differ-
ent locations, such as the wireless unit, the base station, a base
station controller and/or mobile switching center. Moreover,
processing circuitry required to implement and use the
described method and system may be implemented 1n appli-
cation specific integrated circuits, software-driven processing
circuitry, firmware, programmable logic devices, hardware,
discrete components or arrangements of the above compo-
nents as would be understood by one of ordinary skill 1in the
art with the benefit of this disclosure. It 1s therefore evident
that the particular embodiments disclosed above may be
altered or modified and all such variations are considered
within the scope and spirit of the mvention. Accordingly, the
protection sought herein 1s as set forth in the claims below.
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We claim:

1. A method of communication, comprising:

assigning at least one channelization code to each of a

plurality of data packets available for a current transmis-
sion; and

allocating available transmission power to the channeliza-

tion codes based on a plurality of channel quality met-
rics, at least a subset of the channelization codes being
assigned respective portions of the available power,
wherein:

the assigning and allocating further comprise evaluating a

number representing how many channelization codes
are to be assigned to each of the packets and evaluating,
the portion of the allocated transmission power to be
assigned to each data packet using an iterative procedure
that adjusts the values for the portions of the allocated
transmission power and the number of channelization
codes for at least one 1teration responsive to the channel
quality metrics and the values for the portions of the
allocated transmission power and the number of chan-
nelization codes determined during at least one prior
iteration to optimize a capacity of a channel for commu-
nicating the data packets during the current transmis-
S101.

2. The method of claim 1, further comprising

determiming the portions of the available power to be

assigned based on the channel quality metrics and a first
optimization parameter;

determiming the values of the number of channelization

codes assigned to the data packets based on the deter-
mined portions of the available power and a second
optimization parameter; and

repeating over a plurality of iterations the determining of

the portions of the available power and the determining
of the values of the number of channelization codes.

3. The method of claim 1, further comprising

determining the number of channelization codes assigned

to each data packet based on a size of the data packet and
one of the channel quality estimates associated with the
data packet;

determiming the portions of the available power to be

assigned to each of the channelization codes based on a
first optimization parameter; and

repeating over a plurality of iterations the determining of

the number of channelization codes and the determining
of the portions of the available power.

4. The method of claim 3, further comprising:

terminating the repeating responsive to the assigned chan-

nelization codes 1n a first 1teration being the same as the
assigned channelization codes 1n a second later iteration;
and

truncating the subset of assigned channelization codes

based on a maximum number of allowable channeliza-
tion codes.

5. The method of claim 1, wherein optimizing the capacity
turther comprises optimizing a Shannon capacity of the chan-
nel for communicating the data packets.

6. The method of claim 1, further comprising prioritizing
the plurality of data packets.

7. The method of claim 6, wherein prioritizing the plurality
of data packets further comprises:

identifying a plurality of quality of service classes;

assigning a predetermined amount of the available power

to each of the quality of service classes; and

assigning the channelization codes and the portions of the

available power based on the predetermined amounts for
cach quality of service classes.
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8. The method of claim 6, wherein prioritizing the plurality
ol data packets further comprises:

identifying a plurality of quality of service classes;

assigning the channelization codes and the portions of the

available power for a first class of the quality of service
classes:

determining a remaining amount of the available power

alter the assigning for the first class; and

assigning the channelization codes and the portions of the

available power for a second class of the quality of
service classes based on the remaining amount of avail-
able power.

9. The method of claim 6, wherein prioritizing the plurality
of data packets further comprises:

identifying a plurality of quality of service classes;

combining all data packets 1n the plurality of quality of

service classes:

sorting the combined users based on a fairness algorithm;

and

assigning the channelization codes and the portions of the

available power based on the sorting.

10. A method of communication, comprising:

providing a channel quality estimate; and

extracting a plurality of data packets encoded with a plu-

rality of channelization codes from a signal during a
current transmission, the channelization codes and
power Iractions associated with the signal being
assigned for the current transmission based on the chan-
nel quality estimate by determining values for the power
fractions and a number of channelization codes 1n the
plurality of channelization codes over a plurality of
iterations to optimize a capacity of a channel for com-
municating the data packets, wherein the values for the
power Iractions and the number of channelization codes
for a first 1teration are determined based on the values for
the power fractions and the number of channelization
codes determined during at least one prior iteration.

11. The method of claim 10, further comprising mnitiating a
communication link over a channel, the communication link
being assigned to a quality of service class having a predeter-
mined transmit power assignment and the power fraction 1s
based on a portion of the predetermined transmit power.

12. The method of claim 10, wherein the channelization
codes and the power fractions associated with the signal are
assigned based on the channel quality estimate to optimize a
Shannon capacity of the channel.

13. The method of claim 10, wherein the channelization
codes and power fractions associated with the signal are
assigned by:

generating a cost function using a channel capacity equa-

tion having a first constraint, the cost function including
a first optimization parameter associated with the first
constraint:
determining a value for the first optimization parameter
based on a first order derivative of the cost function; and

assigning at least one of the channelization codes and the
portions of power available for communicating based on
the first optimization parameter.

14. The method of claim 13, wherein the first constraint and
first optimization parameter are associated with the power
available for communicating, and the channelization codes
and power fractions associated with the signal are assigned by
determining the portions of the available power to be assigned
based on the first optimization parameter.

15. The method of claim 14, wherein the channelization
codes and power fractions associated with the signal are
assigned by:
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defining a second constraint for the channel capacity equa-
tion based on the channelization codes, the cost function
including a second optimization parameter associated
with the second constraint; and

determining the values of the number of channelization
codes assigned to the data packets based on the second
optimization parameter.

16. A communication system, comprising:
a transmitter adapted to communicate data packets; and

an allocation unit adapted to generate values for a number
of channelization codes for assigning to each of a plu-
rality of data packets available for a current transmis-
s1on, generate values for assigning portions of available
transmission power to at least a subset of the channel-
ization codes based on a plurality of channel quality
metrics associated with the data packets, and adjusting
over a plurality of iterations the values for the portions of
the available transmission power and the number of
channelization codes based on the channel quality esti-
mates to optimize a capacity ol a channel for communi-
cating the data packets during the current transmission,
wherein the values for the portions of the available trans-
mission power and the number of channelization codes
for a first iteration are determined based on the values for
the portions of the available transmission power and the
number of channelization codes determined during at
least one prior 1teration.

17. The system of claim 16, wherein the allocation unit 1s
turther adapted determine portions of the available power to
be assigned to at least a subset of the channelization codes
based on the channel quality metrics and a first optimization
parameter, determine the values of the number of channeliza-
tion codes assigned to each data packets 1n the subset based on
the determined portions of the available power and a second
optimization parameter, and repeat over the plurality of itera-
tions the determining of the portions of the available power
and the determining of the values of the number of channel-
1zation codes.

18. The system of claim 16, wherein the allocation unit 1s
further adapted determine the number of channelization
codes assigned to each user in the subset based on a size of the
data packet and the channel quality estimate associated with
the data packets, determine portions of the available power to
be assigned to at least a subset of the channelization codes
based on a first optimization parameter, and repeat over the
plurality of iterations the determining of the number of chan-
nelization codes and the determining of the portions of the
available power.

19. The system of claim 18, wherein the allocation unit 1s
further adapted to terminate the repeating responsive to the
assigned channelization codes 1n a first 1teration being the
same as the assigned channelization codes 1n a second later
iteration.

20. The system of claim 16, wherein the allocation unit 1s
further adapted to determine portions of the available power
to be assigned to at least a subset of the channelization codes
based on channel quality metrics associated with the plurality
of data packets to optimize a Shannon capacity of a channel
for communicating the data packets.

21. The system of claim 16, wherein the allocation unit 1s
turther adapted to prioritize a plurality of data packets, assign
at least one channelization code to at least a subset of the of
the plurality of data packets and determine portions of the
available power to be assigned to at least a subset of the
channelization codes based on channel quality metrics asso-
ciated with the plurality of data packets.
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22. The system of claim 21, wherein the allocation unit 1s
turther adapted to identity a plurality of quality of service
classes, assign a predetermined amount of the available
power to each of the quality of service classes, and assign the
channelization codes and the portions of the available power
based on the predetermined amounts for each quality of ser-
vice classes.

23. The system of claim 21, wherein the allocation unit 1s
turther adapted to i1dentity a plurality of quality of service
classes, assign the channelization codes and the portions of
the available power for a first class of the quality of service
classes, determine a remaining amount of the available power
after the assigning for the first class, and assign the channel-
ization codes and the portions of the available power for a
second class of the quality of service classes based on the
remaining amount of available power.

24. The system of claim 21, wherein the allocation unit 1s
turther adapted to i1dentity a plurality of quality of service
classes, combine all users 1n the plurality of quality of service
classes, sort the combined users based on a fairness algo-
rithm, and assign the channelization codes and the portions of
the available power based on the sorting of the combined
users.

25. The system of claim 21, further comprising:

means for determining a number of channelization codes

assigned to each of the plurality of data packets based on
a si1ze of the data packet and a channel quality estimate
associated with each data packet;

means for assigning portions of the power available to at

least a subset of the channelization codes based on a first
optimization parameter; and

means for repeating over the plurality of iterations the

determining of the number of channelization codes and
the determining of the portions of the available power.

26. The system of claim 16, wherein the allocation unit 1s
turther adapted to generate a cost function using a channel
capacity equation having a first constraint, the cost function
including a first optimization parameter associated with the
first constraint, determine a value for the first optimization
parameter based on a first order dertvative of the cost func-
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tion, and assign at least one of the number of channelization
codes or the portions of power available for communicating
based on the first optimization parameter.

277. The system of claim 26, wherein the first constraint and
first optimization parameter are associated with the power
available for communicating, and the allocation unit 1s further
adapted to determine the portions of the available power to be
assigned based on the first optimization parameter.

28. The system of claim 27, wherein a second constraint 1s
defined for the channel capacity equation based on the chan-
nelization codes, the cost function includes a second optimi-
zation parameter associated with the second constraint, and
the allocation unit 1s further adapted to determine the values
of the number of channelization codes assigned to the data
packets based on the second optimization parameter.

29. A system, comprising;:

means for assigning at least one channelization code to

cach of a plurality of data packets available for a current
transmission;

means for allocating available transmission power to the

channelization codes based on a plurality of channel
quality metrics associated with the data packets, at least
a subset of the channelization codes being assigned
respective portions of the available power, wherein:

the means for assigning and allocating further comprise

means for evaluating a number representing how many
channelization codes are to be assigned to each of the
packets and evaluating the portion of the allocated trans-
mission power to be assigned to each data packet using
an iterative procedure that adjusts the values for the
portions of the allocated transmission power and the
number of channelization codes for at least one 1teration
responsive to the channel quality metrics and the values
for the portions of the allocated transmission power and
the number of channelization codes determined during
at least one prior iteration to optimize a capacity of a
channel for communicating the data packets during the
current transmission.




UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. 1,577,120 B2 Page 1 of 1
APPLICATION NO. : 10/61243%

DATED . August 18, 2009

INVENTOR(S) . Hu et al.

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

On the Title Page:

The first or sole Notice should read --

Subject to any disclaimer, the term of this patent 1s extended or adjusted under 35 U.S.C. 154(b)
by 1085 days.

Signed and Sealed this
Seventh Day of September, 2010

Lot T s ppos

David I. Kappos
Director of the United States Patent and Trademark Office



	Front Page
	Drawings
	Specification
	Claims
	Corrections/Annotated Pages

