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COMPUTER SYSTEM WITH MULTIPLE
CLASSES OF TRANSACTION IDS

BACKGROUND OF THE INVENTION

1. Field of the Invention

This mvention relates to the field of multiprocessor com-
puter systems and, more particularly, to commumnication
within multiprocessor computer systems.

2. Description of the Related Art

Multiprocessing computer systems include two or more
processors that may be employed to perform computing
tasks. A particular computing task may be performed upon
one processor while other processors perform unrelated com-
puting tasks. Alternatively, components of a particular com-
puting task may be distributed among multiple processors to
decrease the time required to perform the computing task as a
whole.

Various components within a multiprocessing computer
system may communicate with each other during operation.
For example, various components may participate 1n a coher-
ency protocol that mvolves sending and receiving communi-
cations. A popular architecture in commercial multiprocess-
ing computer systems 1s a shared memory architecture 1n
which multiple processors share a common memory. In
shared memory multiprocessing systems, a cache hierarchy 1s
typically implemented between the processors and the shared
memory. In order to maintain the shared memory model, in
which a particular address stores exactly one data value at any
given time, shared memory multiprocessing systems employ
cache coherency. Generally speaking, an operation 1s coher-
ent 1f the eflects of the operation upon data stored at a par-
ticular memory address are reflected in each copy of the data
within the cache hierarchy. For example, when data stored at
a particular memory address 1s updated, the update may be
supplied to the caches that are storing copies of the previous
data. Alternatively, the copies of the previous data may be
invalidated 1n the caches such that a subsequent access to the
particular memory address causes the updated copy to be
transierred from main memory or from a cache.

Various communications may be sent between compo-
nents of a multiprocessing computer system in order to, for
example, implement a coherency protocol. As the size of each
communication increases, the amount of network bandwidth
necessary to send communications also increases, which may
in turn increase the cost of the multiprocessing system.
Accordingly, 1t 1s desirable to be able to reduce the amount of
information included in communications sent between com-
ponents.

SUMMARY

Various embodiments of systems and methods that imple-
ment multiple classes of transaction IDs are disclosed. In one
embodiment, a computer system may include a sending
device, a receiving device, and a network coupling the
devices. The sending device may be configured to send a
packet on the network in order to mitiate a transaction. The
sending device 1s configured to only encode a portion of a
transaction ID 1dentifying the transaction in the packet. The
receiving device 1s configured to receive the packet from the
network and to send a responsive packet to the sending device
as part of the transaction. The recerving device 1s configured
to encode all of the transaction ID in the responsive packet.
The recerving device may generate the portion of the trans-
action ID not encoded in the packet by the sending device 1n
response to the packet having a particular characteristic. In
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some embodiments, the sending device may be configured to
assign a transaction ID, which includes a subset ID and a
packet characteristic ID, to each transaction imtiated by the
sending device. A subset 1D portion of a transaction I
assigned to one transaction may have the same value as a
subset ID portion of another transaction’s transaction ID.

BRIEF DESCRIPTION OF THE DRAWINGS

A better understanding of the present invention can be
obtained when the following detailed description 1s consid-
ered 1n conjunction with the following drawings, in which:

FIG. 1 1s a block diagram of a multiprocessing computer
system, according to one embodiment.

FIG. 2 illustrates a transaction ID, according to one
embodiment.

FIG. 3 shows an exemplary exchange of packets between
devices, according to one embodiment.

FIG. 4 1llustrates an address packet 1n which only a portion
of a transaction ID has been encoded, according to one
embodiment.

FIG. 5 illustrates a data packet 1n which a full transaction
ID has been encoded, according to one embodiment.

FIG. 6 1s a flowchart of a method of operating a multipro-
cessing computer system, according to one embodiment.

While the invention 1s susceptible to various modifications
and alternative forms, specific embodiments thereof are
shown by way of example 1n the drawings and will herein be
described 1in detail. It should be understood, however, that the
drawings and detailed description thereto are not intended to
limait the invention to the particular form disclosed, but on the
contrary, the intention 1s to cover all modifications, equiva-
lents and alternatives falling within the spirit and scope of the
present invention as defined by the appended claims.

DETAILED DESCRIPTION OF EMBODIMENTS

Computer System

FIG. 1 shows a block diagram of one embodiment of a
computer system 140 that may implement multiple classes of
transaction IDs. Computer system 140 includes processing
subsystems 142A and 142B, memory subsystems 144A and
1448, and an I/O subsystem 146 mterconnected through an
address network 150 and a data network 152. Each of pro-
cessing subsystems 142, memory subsystems 144, and 1/0
subsystem 146 may be referred to as a client device or sub-
system. It 1s noted that although five client devices are shown
in FIG. 1, embodiments of computer system 140 employing
any number of client devices are contemplated. Elements
referred to herein with a particular reference number followed
by a letter may be collectively referred to by the reference
number alone. For example, processing subsystems 142A-
142B may be collectively referred to as processing sub-
systems 142.

Each of processing subsystems 142 and I/O subsystem 146
may access memory subsystems 144. Devices configured to
perform accesses to memory subsystems 144 are referred to
herein as “active” devices. Because each active device within
computer system 140 may access data in memory subsystems
144, potentially caching the data, memory subsystems 144
and active devices such as processing systems 142 may
implement a coherency protocol 1n order to maintain data
coherency. Each client 1n FIG. 1 may be configured to par-
ticipate in the coherency protocol by sending address mes-
sages on address network 150 and data messages on data
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network 152 using split-transaction packets. Similar address
and/or data packets may be used to participate in other pro-
tocols.

Memory subsystems 144 are configured to store data and
instruction code for use by processing subsystems 142 and
I/O subsystem 146. Memory subsystems 144 may include
dynamic random access memory (DRAM), although other
types of memory may be used 1n some embodiments.

I/O subsystem 146 1s 1llustrative of a peripheral device such
as an iput-output bridge, a graphics device, a networking
device, etc. In some embodiments, I/O subsystem 146 may
include a cache memory subsystem similar to those of pro-
cessing subsystems 142 for caching data associated with
addresses mapped within one of memory subsystems 144.

In one embodiment, data network 152 may be a logical
point-to-point network. Data network 152 may be mmple-
mented as an electrical bus, a circuit-switched network, or a
packet-switched network. In embodiments where data net-
work 152 1s a packet-switched network, packets may be sent
through the data network using techniques such as wormhole,
store and forward, or virtual cut-through. In a circuit-
switched network, a particular client device may communi-
cate directly with a second client device via a dedicated
point-to-point link that may be established through a
switched interconnect mechanism. To communicate with a
third client device, the particular client device utilizes a dii-
terent link as established by the switched interconnect than
the one used to communicate with the second client device.
Messages upon data network 152 are referred to herein as data
packets.

Address network 1350 accommodates communication
between processing subsystems 142, memory subsystems
144, and I/O subsystem 146. Messages upon address network
150 are generally referred to as address packets. When an
address packet references a storage location within a memory
subsystem 144, the referenced location may be specified via
an address conveyed within the address packet upon address
network 150. Subsequently, data corresponding to the
address packet on the address network 150 may be conveyed
upon data network 152. In one embodiment, address packets
may correspond to requests for an access right (e.g., a read-
able or writable copy of a cacheable coherency unit) or
requests to perform a read or write to a non-cacheable
memory location. Thus, address packets may be sent by an
active device 1n order to mitiate a coherency transaction.
Subsequent address packets may be sent by other devices 1n
order to implement the access right and/or ownership changes
needed to satisly the coherence request. In the computer
system 140 shown in FIG. 1, a coherency transaction may
include one or more packets upon address network 150 and
datanetwork 152. Typical coherency transactions involve one
or more address and/or data packets that implement data
transiers, ownership transiers, and/or changes 1n access privi-
leges. Communications upon address network 150 may be
point-to-point or broadcast, depending on the embodiment.
Note that in some embodiments, address network and data
network 152 may be implemented using the same physical
interconnect.

Classes of Transaction IDs

As noted above, transactions may mvolve several address
and/or data packets. When commumcating with other client
devices, client devices may encode transaction IDs into pack-
ets to 1dentily the transactions of which those packets are a
part. The client device that initiates a transaction may initially
assign a unique transaction ID to that transaction. The 1niti-
ating client device may encode at least a portion of the
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assigned transaction ID into the packet sent to initiate the
transaction. Other client devices may encode the transaction
ID 1n other packets that are sent as part of that transaction. If
the mnitiating device has several outstanding transactions, the
initiating device may use the transaction IDs included 1n
subsequently recerved packets to match those packets to out-
standing transactions. As a transaction completes, the 1nitiat-
ing client device may free the transaction ID associated with
that transaction. Free transaction IDs may then be assigned to
new transactions imitiated by that device. Since each outstand-
ing transaction has a unique transaction ID with respect to
other outstanding transactions initiated by the same client
device, the number of bits included in each transaction 1D
may control how many outstanding transactions a client
device can have.

The same transaction IDs may be used by different client
devices 1n some embodiments. For example, processing sub-
system 142A may have outstanding transactions identified by
transaction IDs 1, 5, 8, 9, and 12 at the same time that pro-
cessing subsystem 142B has outstanding transactions 1denti-
fied by transaction IDs 2, 5, 6,7, 8, and 9.

FI1G. 2 1llustrates an exemplary transaction ID 200 that may
be used 1n one embodiment. The transaction ID 200 of FIG. 2
includes a subset 1D 202 and a packet characteristic 1D 204.
The packet characteristic 1D 204 1dentifies a particular char-
acteristic of a packet in which all or part of the transaction 1D
200 1s encoded. Each transaction imitiated by a packet having
the same characteristic 1s identified by a transaction ID having
the same packet characteristic ID.

Transactions may be grouped into classes based on
whether each transaction 1s initiated by sending a packet
having a particular characteristic. For example, 1 a transac-
tion 1s initiated by sending a packet having that characteristic,
the transaction belongs to one class. If the transaction cannot
be mitiated by sending a packet having that characteristic, the
transaction belongs to another class. More than one packet
characteristic may be used to classily transactions in some
embodiments. Packet characteristic ID 204 may 1dentily fea-
tures such as a type of command encoded 1n the packet and/or
an address range encoded 1n the packet. For example, packet
characteristic ID 204 may identify whether a packet includes
a read command or a write command. Packet characteristic
ID 204 may instead (or additionally) indicate whether the
packet includes an address within a particular address range.

Each transaction initiated by sending a packet having a
particular characteristic may have a unique subset ID 202
with respect to other outstanding (1.e., uncompleted) transac-
tions 1n the same transaction class that are mnitiated by the
same 1nitiating device. Transactions in different classes,
which have different packet characteristic IDs 204, may have
the same subset ID 202. For example, 1f there are seven bits of
subset ID information 1n each transaction ID, there may be up
to 128 uniquely 1dentifiable outstanding transactions 1n each
transaction class at each client device. An outstanding trans-
action within each transaction class may include a transaction
ID having a particular subset 1D 202, such as 0001101.
Accordingly, the same subset 1D 202 may be used to 1dentify
transactions in different classes.

The amount of packet characteristic ID 204 and subset 1D
202 information included 1n a transaction ID 200 may also
vary among embodiments. The subset ID 202 may be sized to
be able to uniquely identify a desired number of outstanding
transactions at a particular client device. For example, 11 1t 1s
desirable to be able to uniquely identity up to 256 outstanding
transactions per transaction class, there may be at least eight
bits of subset ID 202 information. Note that some client
devices may tend to have substantially fewer outstanding
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transactions than other client devices. However, subset 1Ds
202 may be uniformly sized for all of the client devices 1n
many embodiments. The amount of packet characteristic 1D
204 information may depend, at least in part, on the number of
transaction classes included in a particular embodiment. For
example, a single bit of packet characteristic 204 information
may be used to differentiate between classes 1f only two
transaction classes are implemented.

Use of transaction IDs 200 that include packet character-
istic IDs 204 and subset 1Ds 202 may allow more efficient
communications in some embodiments. For example, 1n
many embodiments, only packets having a particular charac-
teristic may be used to 1nitiate a particular class of transaction.
Accordingly, whenever a device sends a packet to 1nitiate that
particular class of transaction, that device may be configured
to only encode the subset ID 202 of that transaction ID 1n the
packet. Recipient devices may regenerate the excluded packet
characteristic ID 204 based on the class of transaction 1niti-
ated by that packet. When responding to the imtiating device
(c.g., by sending other address and/or data packets), these
devices may encode the full transaction ID 1n the responsive
packets. For example, in one embodiment, two transaction
classes, read and write transactions, may be defined. The type
of command (read or write) encoded 1n a packet 1s the packet
characteristic that indicates the transaction class. Since only
two transaction classes are implemented, packet characteris-
tic IDs 204 may be a single bit 1n s1ze. A packet characteristic
ID 204 value of 1 may indicate a read transaction and a value
of 0 may indicate a write transaction. If a client device sends
a read-to-own address packet initiating a read transaction, the
client device may only encode the subset ID 202 1n the packet.
Recipient devices may 1dentity that the packet imnitiates a read
transaction (e.g., by examining the type of command included
in the packet) and responsively identily the packet character-
istic 1D 204 of that packet as having a value of 1. When
encoding the packet’s transaction ID 1n responsive packets
that are part of the read transaction, these devices may encode
both the packet characteristic ID 204 (having a value of 1) and
the subset ID 202 received in the mitiating packet.

As another example of how a recipient device may regen-
erate the packet characteristic ID 202 portion of a transaction
ID 200, consider another embodiment 1n which the most
significant bit of all read commands has a value of 1 and the
most significant bit of all write commands has a value of O.
Two transaction classes, read transactions (packet character-
istic 204=1) and write transactions (packet characteristic
204=0), may be implemented. In such an embodiment, the
most significant bit of the command encoding may always
have the same value as the packet characteristic 204 bit. Based
on whether the command encoding 1n a recerved packet 1den-
tifies a read or write transaction (as indicated by the most
significant bit of the command encoding), a recipient device
may regenerate the packet characteristic 204 bit of the trans-
action ID as having the same value as the most significant bit
of the command encoding. I1 the recipient device sends any
responsive packets as part of the transaction, the recipient
device may thus encode the full transaction ID 1n any respon-
s1ve packets.

Since the packet characteristic 1D 204 may not be included
in at least some packets, the size of those packets may be
reduced. Alternatively, at least some of the room freed by not
including the packet characteristic ID 204 in such a packet
may be used to include other information, such as additional
bit(s) used 1n an error detection and/or correcting code.

FIGS. 3-5 1llustrate how devices may use transaction 1Ds
200 when communicating exemplary address and data pack-
ets 1n one embodiment. FI1G. 3 illustrates how a device 142B
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6

may send a data packet to device 142 A 1n response to receiv-
ing an address packet from device 142A. The initiating device
142A may mitiate a coherency transaction by requesting
access to a particular cache line by sending an address packet
speciiying that cache line and the requested access right. If
the receiving device 142B 1s responsible for providing the
initiating device with a copy of the specified cache line 1n
response to such a request, the recerving device 142B may
send a responsive data packet containing a copy of the speci-
fied cache line to the imtiating device. Note that the address
packet sent by the imtiating device 142A may be handled by
one or more mtervening devices (€.g., a memory subsystem
144) betfore being provided to receiving device 142B 1n some
embodiments.

In the embodiment of FIG. 3, characteristics of the address
packet sent by device 142 A depend on the class of coherency
transaction being iitiated. Accordingly, any address packet
having that characteristic belongs to a particular transaction
class. Since the transaction class may be readily determined
by recerving devices based on characteristics of the packet,
the sending device 142A may only encode the subset 1D 202
portion of the packet’s transaction 1D 200 1n the address

packet 300, as shown 1n FIG. 4.

Since the mitiating device may have sent more than one
packet with the same subset ID 202, the recewving device
144B may be configured to encode the entire transaction 1D
200 1n the data packet 400 returned to the imtiating device, as
shown 1n FIG. 5. The transaction ID 200 included 1n the data
packet 400 1s used by device 142A 1n order to identity the
transaction of which the data packet 400 1s a part.

FIG. 6 15 a flowchart of one embodiment of a method of
communicating between devices in a computer system. A
sending device may identily each transaction initiated by that
device by a transaction ID. At 601, the sending device sends
a packet to mitiate a transaction. The packet only includes a
portion of that packet’s transaction ID. In particular, the
packet does not include a packet characteristic ID portion of
the transaction ID. The packet may have a particular charac-
teristic, and all transactions 1n a particular class may be 1ni-
tiated by sending packets having that particular characteristic.
In contrast, no transaction in any other class may be initiated
by sending packets having that particular characteristic.
Accordingly, the transaction class of the packet may be deter-
mined based on the presence or lack of the packet character-
1stic in that packet.

At 603, a recerving device receives the packet sent by the
sending device. The recerving device may generate a respon-
stve packet that includes the full transaction ID of the sending
device. Thereceiving device may generate the full transaction
ID of the sending device from the subset ID included in the
packet recerved at 603 and transaction class implied by the
packet having the particular characteristic. The recerving

device may send the responsive packet to the sending device,
as indicated at 603.

In some embodiments, the sending device may selectively
encode either a full transaction ID or only a subset ID 1n a
packet dependent on whether the packet has that characteris-
tic. For example, when the sending device 1s sending a packet
to 1nitiate a transaction and the packet has a characteristic
identifiable by the packet characteristic ID, the sending
device may encode only a portion of the transaction ID. In
contrast, when the sending device 1s sending a packet as part
of transaction mitiated by another device, the sending device
may encode the entire transaction ID.

Numerous variations and modifications will become
apparent to those skilled 1n the art once the above disclosure
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1s Tully appreciated. It 1s intended that the following claims be
interpreted to embrace all such variations and modifications.

What 1s claimed 1s:

1. A computer system, comprising:

a first client device;

a second client device;

a network interconnecting the first and second client

devices;

wherein the first client device 1s configured to mnitiate a first

coherency transaction by sending a packet to the second
client device via the network;
wherein the first coherency transaction 1s associated with a
transaction ID including a subset ID and a packet char-
acteristic ID, wherein the subset 1D 1dentifies a unique
one of a plurality of outstanding transactions within a
class of the first coherency transaction at each of the first
and second client devices:
wherein the first client device 1s configured to include the
subset ID within and to exclude the packet characteristic
ID from the packet sent to the second client device;

wherein the second client device 1s configured to respond
to the first coherency transaction by generating the
packet characteristic ID dependent upon information
encoded 1n the packet sent by the first client device and
to send a responsive packet to the first client device via
the network, wherein the responsive packet comprises
the transaction ID including the subset ID and the packet
characteristic ID; and

wherein the first client device 1s configured to associate the

responsive packet with the first coherency transaction
based on the transaction ID including the subset ID and
the packet characteristic 1D.

2. The computer system as recited 1n claim 1, wherein the
packet characteristic 1D 1dentifies whether the first coherency
transaction 1s a read transaction or a write transaction.

3. The computer system as recited 1n claim 1, wherein the
packet characteristic ID indicates whether the packet includes
an address within a particular address range.

4. The computer system as recited 1n claim 1, wherein the
first client device 1s configured to mitiate a second coherency
transaction that 1s pending concurrently with the first coher-
ency transaction, and wherein the second coherency transac-
tion 1s associated with a second transaction ID including an
associated subset ID and an associated packet characteristic
ID.

5. The computer system as recited 1n claim 4, wherein the
first client device 1s configured to generate a value for the
subset ID associated with the second transaction ID that 1s the
same as a value of the subset ID associated with the first
transaction ID.

6. The computer system as recited in claim 1, wherein the
network comprises an address network and a data network,
wherein the first client device 1s configured to send the packet
on the address network to initiate the first coherency transac-
tion for a cache line, and wherein the second device 1s con-
figured to send the responsive packet on the data network,
wherein the responsive packet includes a copy of the cache
line.

7. The computer system as recited 1n claim 1, wherein the
first client device 1s configured to use the transaction ID
included 1n subsequently recerved packets to match the sub-
sequently received packets to the first coherency transaction.

8. The computer system as recited 1n claim 7, wherein the
first client device 1s configured to free the transaction ID
associated with the first coherency transaction 1n response to
completion of the first coherency transaction.
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9. The computer system as recited in claim 8, wherein the
first client device 1s configured to assign the transaction ID to
a new coherency transaction initiated by the first client device
alter completion of the first coherency transaction.

10. A method comprising:

a first client device initiating a first coherency transaction
by sending a packet to a second client device via a
network, wherein the first coherency transaction 1s asso-
ciated with a transaction ID including a subset ID and a
packet characteristic ID, wherein the subset ID 1dentifies
a unique one of a plurality of outstanding transactions
within a class of the first coherency transaction, and
wherein the packet sent to the second client device from
the first client device includes the subset ID and excludes
the packet characteristic 1D;

the second client device responding to the first coherency
transaction by generating the packet characteristic 1D
dependent upon information encoded 1n the packet sent
by the first client device, and sending a responsive
packet to the first client device via the network, wherein
the responsive packet comprises the transaction ID
including the subset ID and the packet characteristic 1D;
and

the first client device associating the responsive packet
with the first coherency transaction based on the trans-
action ID including the subset ID and the packet char-
acteristic 1D.

11. The method as recited in claim 10, wherein the packet
characteristic ID 1dentifies whether the first coherency trans-
action 1s a read transaction or a write transaction.

12. The method as recited in claim 10, wherein the packet
characteristic 1D indicates whether the packet includes an
address within a particular address range.

13. The method as recited 1n claim 10, further comprising
the first client device imitiating a second coherency transac-
tion that 1s pending concurrently with the first coherency
transaction, wherein the second coherency transaction 1s
associated with a second transaction ID including an associ-
ated subset ID and an associated packet characteristic I1D.

14. The method as recited 1n claim 13, further comprising

the first client device generating a value for the subset 1D
associated with the second transaction ID that 1s the same as

a value of the subset ID associated with the first transaction
ID.

15. The method as recited 1n claim 10, wherein the network
comprises an address network and a data network, and
wherein the method further comprises the first client device
sending the packet on the address network to initiate the first
coherency transaction for a cache line, and the second device
sending the responsive packet on the data network, wherein
the responsive packet includes a copy of the cache line.

16. The method as recited 1n claim 10, further comprising
the first client device using the transaction ID included in
subsequently received packets to match the subsequently
received packets to the first coherency transaction.

17. The method as recited 1n claim 16, further comprising
the first client device freeing the transaction ID associated
with the {irst coherency transaction in response to completion
of the first coherency transaction.

18. The method as recited 1n claim 17, further comprising
the first client device assigning the transaction ID to a new
coherency transaction initiated by the first client device after
completion of the coherency transaction.
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