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(57) ABSTRACT

The subject invention relates to facilitating text detection. The
invention employs a boosted classifier and a transductive
classifier to provide accurate and efficient text detection sys-
tems and/or methods. The boosted classifier 1s trained
through features generated from a set of training connected
components and labels. The boosted classifier utilizes the
features to classily the traiming connected components,
wherein inferred labels are conveyed to a transductive classi-
fier, which generates additional properties. The 1nitial set of
features and the properties are utilized to train the transduc-
tive classifier. Upon training, the system and/or methods can
be utilized to detect text in data under text detection, wherein
unlabeled data 1s received, and connected components are
extracted therefrom and utilized to generate corresponding
teature vectors, which are employed to classity the connected
components using the mnitial boosted classifier. Inferred
labels are utilized to generate properties, which are utilized
along with the 1mitial feature vectors to classily each con-
nected component using the transductive classifier.
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SYSTEMS AND METHODS FOR DETECTING
TEXT

TECHNICAL FIELD

The subject invention generally relates to text classifiers,
and more particularly to systems and methods that facilitate

detecting text within data through machine learning tech-
niques.

BACKGROUND OF THE INVENTION

Technological advances 1n computer hardware, software,
and networking have lead to eflicient, cost effective comput-
ing systems (e.g., desktop computers, laptops, handhelds, cell
phones, servers . . . ) that can communicate with each other
from essentially anywhere 1n the world. Such systems con-
tinue to evolve into more reliable, robust and user-friendly
systems. As a consequence, more and more industries and
consumers are purchasing computers and utilizing them as
viable electronic alternatives to traditional paper and verbal
media for exchanging information. Many industries and con-
sumers are leveraging computing technology to improve efli-
ciency and decrease cost. For imstance, consumers can scan
and store documents, create an album of digital images with
text overlays, search and retrieve specific information (e.g.,
web pages with various types of data), upload pictures from
digital cameras, view financial statements, transmit and/or
receive digital facsimiles, exchange correspondence (e.g.,
email, chat rooms, voice over IP . . . ), etc.

The data available to computing systems includes text,
images, audio, video, drawings, tables, etc. In addition, the
data can include any combination thereof. For example,
printed text often appears 1n many types of images; a scan of
a printed page will often contain multiple components includ-
ing text, images, and line drawings; and photographs often
portray scenes 1n which text plays a meaningful role. Auto-
matic text detection 1s a key technology 1n many applications
involving these types of data. For instance, automatic text
detection can be utilized to identify the parts of a printed
document 1mage to which Optical Character Recognition
(OCR) should be applied. It can also be used as part of a
broader analysis of an entire page’s layout, and/or to quickly
identify text in photographic images that might lead to a
richer understanding of the rest of the image. The text 1n any
given 1image can take on a wide variety of forms. The char-
acters representing text may be large or small; white, black, or
colored; aligned in rows or columns; appear together or 1n
1solation, for example. Non-text regions can be relatively
complex since they can include any sort of object or drawing.

Conventional text detection techniques are designed and
tested with many types of images. One particular difficult
situation where robustness 1s important 1s when the 1image
includes artifacts such as dithering patterns. In general, dith-
ering occurs rather frequently in real document 1images, and
can easily confuse a text detector when the dithering 1s adja-
cent to text. This may be because dithering dots are often
indistinguishable from things like the dots on 1’s. Dithering
dots further away from text are often more easily distinguish-
able. Many dithering dots share a lot of qualities 1n common,
and may even be 1dentical, regardless of whether they are near
text or not. Since detection of most dithering dots 1s relatively
casy, a model for the characteristics of the dominant dithering
components can be used to facilitate the detection of dots
closer to text. In other words, dots close to text may actually
be dithering because they look like other dots that are unam-
biguously 1dentified as dithering. This type of processing 1s

10

15

20

25

30

35

40

45

50

55

60

65

2

broadly called transduction. In transduction, the set of test
samples are classified as a group. The transduction approach
allows the unique statistical structure of the group to play a
role 1n the classification. Another technmique that can be uti-
lized 1n text detection system 1s inductive classification. With
this classification approach, test samples are treated indepen-
dently rather than as a group.

In general, with conventional text detection approaches
achieving better than an 85% detection rate 1s not very diifi-
cult. The remaining undetected text i1s often statistically
unusual, and distinguishing it from other document elements
and/or sensor noise in the 1image can be quite difficult. For
automatic text detection to be practically useful, however, a
text detector should have an accuracy as close to perfect as
possible, while being fast and robust. Therefore, there 1s a
need to improve detection of statistically unusual undetected
text, overall text detection rate, robustness and performance.

SUMMARY OF THE INVENTION

The following presents a simplified summary of the inven-
tion 1n order to provide a basic understanding of some aspects
of the invention. This summary 1s not an extensive overview
of the invention. It 1s intended to neither 1dentity key or
critical elements of the invention nor delineate the scope of
the 1invention. Its sole purpose 1s to present some concepts of
the invention 1n a simplified form as a prelude to the more
detailed description that 1s presented later.

The subject invention relates to systems and methods that
facilitate text detection. The overall framework constructs a
diverse set of input features, and then utilizes machine learn-
ing to select and combine the most salient of them 1nto a
robust and eflicient detector. Essentially any known machine
learning algorithm can be employed 1n connection with the
invention. For instance, a boosted classifier, which typically
works well with diverse feature sets, can be utilized to select
and combine features. In addition, a transductive classifier
can be utilized 1n connection with the boosted classifier to
improve results. Such text detection system can provide accu-
rate results 1n a fast and efficient manner. For example, dith-
ering patterns pose various challenges to text detection 1n
images, and can easily confuse a text detector when the dith-
ering 1s adjacent to text since dithering dots are often indis-
tinguishable from things like the dots on 1’s. The subject
invention contemplates utilizing machine learning in a novel
manner to improve text detection 1n the presence of dithering
through improving the classification of obscure and unusual
dithering.

In various aspects of the mvention, text detection systems
and/or methods that utilize one or more classifiers such as
boosted classifiers and/or transductive classifiers are pro-
vided. Classifier training 1s achieved by providing a labeled
set of training data that at least includes connected compo-
nents and associated text/non-text labels. Basic features are
extracted from the connected components and aggregated as
feature vectors. A boosted classifier 1s then trained with the
original labels and the feature vectors, and the trained classi-
fier 1s utilized to classity each connected component repre-
sented by its feature vector. Inferred labels are employed to
bin the connected components over one or more histograms,
wherein properties are computed for each bin. These proper-
ties are appended to the feature vectors and utilized along
with the labeled training data to train a second classifier—a
boosted or transductive classifier. Once trained, these classi-
fiers can be used in combination to detect text in novel
images. For example, upon receiving unlabeled data con-
nected components can be identified, and feature vectors can
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be generated from these connected components. The boosted
classifier can be utilized to classity each connected compo-
nent, represented by its feature vector, wherein inferred labels
can be employed to bin the connected components over one or
more histograms. Properties can be computed for each bin
and appended to the feature vectors. The connected compo-
nents, represented by respective expanded feature vector, can
then be classified via the transductive classifier. In other
aspects of the mvention, methods for training and detecting
text are provided.

The following description and the annexed drawings set
forth 1n detail certain illustrative aspects of the invention.
These aspects are indicative, however, of but a few of the
various ways in which the principles of the mvention may be
employed and the present invention 1s intended to include all
such aspects and their equivalents. Other advantages and
novel features of the invention will become apparent from the
following detailed description of the invention when consid-
ered 1n conjunction with the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 1llustrates an exemplary system that detects text that
1s embedded within various types of data.

FIG. 2 illustrates an exemplary system that employs a
classification component to detect text within data.

FI1G. 3 illustrates an exemplary system that employs one or
more classifiers to facilitate detecting text within data.

FIG. 4 illustrates an exemplary system that trains a text
detector that employs a boosted and a transductive classifier
for detecting text within input data.

FIG. 5 illustrates exemplary system that facilitates text
detection.

FIG. 6 1llustrates an exemplary system that provides detec-
tion of text in connection with one or more types of data.

FI1G. 7 1llustrates an exemplary method for detecting text in
various types of data.

FIG. 8 illustrates an exemplary method for training a text
detection system.

FI1G. 9 1llustrates an exemplary computing architecture that
can be employed 1n connection with the subject mnvention.

FIG. 10 illustrates an exemplary networking environment
that can be employed 1n connection with the subject mnven-
tion.

DESCRIPTION OF THE INVENTION

The subject invention relates to systems and methods that
facilitate text detection. The systems and methods utilize a
diverse set of mput features and machine learning to select
and combine the most salient features to render a robust and
eificient text detector. The systems and methods employ a
boosted classifier, which typically works well with diverse
feature sets, 1n connection with a transductive classifier to
provide for enhanced classification. The text detection sys-
tems and methods can provide accurate results 1n a fast,
robust, and efficient manner. For example, the subject inven-
tion can 1mprove text detection in the presence of dithering
through 1improving the classification of obscure and unusual
dithering.

Terms such as “component,” “system,” “classifier” and
variations thereof are itended to refer to a computer-related
entity, either hardware, a combination of hardware and sofit-
ware, soltware, or soltware 1n execution as applied to an
automation system for industrial control. For example, a com-
ponent may be, but 1s not limited to being, a process running,
On a Processor, a processor, an object, an executable, a thread
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ol execution, a program, a computer, and an industrial con-
troller. By way of 1llustration, both an application running on
a server and the server can be components. One or more
components may reside within a process and/or thread of
execution and a component may be localized on one com-
puter and/or distributed between two or more computers (e.g.,
via data packets and signals between the computers), and/or
modules communicating therewith.

The present invention 1s now described with reference to
the drawings, wherein like reference numerals are used to
refer to like elements throughout. In the following descrip-
tion, for purposes of explanation, numerous specific details
are set forth 1 order to provide a thorough understanding of
the present ivention. It may be evident, however, that the
present invention may be practiced without these specific
details. In other instances, well-known structures and devices
are shown 1n block diagram form 1n order to facilitate describ-
ing the present ivention.

FIG. 11llustrates a system 100 that facilitates detecting text
within data. In general, the data can include text, images,
video, drawings, tables, etc. and/or any combination thereof,
and can be associated with a document, a spreadsheet, an
image, a page, a web page, a drawing, and the like. For
example, the data can include printed text within an 1mage.
For instance, text can be captured 1n a photograph, added to
the image as an overlay, hand-written (e.g., via a digital pen or
writing utensil prior to scanning), etc. Photographs often
portray scenes in which text plays a meaningful role. In
another example, the data can be a scan of a page that includes
multiple components including, but not limited to, text,
images, and line drawings, assembled individually and/or 1n
combination with each other. In yet another example, the text
can be within a document such as a word processing docu-
ment, a spreadsheet, a web page, etc.

Text associated with such data can be formatted 1n a wide
variety of forms. For instance, text characters may be large or
small; white, black, or colored; in rows or columns; together
or 1n 1solation; 1 a similar or disparate font type; print or
script; 1n one or more languages, etc. Automatic detection of
text within data can facilitate many applications that operate
on such data. For instance, automatic text detection can be
utilized to 1dentify the parts of a printed document 1mage to
which OCR should be applied. It can also be used as part of a
broader analysis of an entire page’s layout, and/or to quickly
identify text in photographic images that might lead to a better
understanding of the rest of the image. The system 100 can be
employed to facilitate identifying text in such data.

The system 100 1ncludes an mput component 110, an out-
put component 120, and a detection component 130. These
components can work in connection with one or more state
machines, including, but are not limited to, desktop comput-
ers, workstations, mainirames, laptops, tabletops, handhelds,
PDA’s, cell phones, entertainment centers, robots, etc. For
example, these components can be stored and executed
within one or more state machines, across distributed pro-
cessing systems, 1n dedicated devices, 1n cooperation with a
text detection system, etc. The mnput component 110 and/or
the output component 120 can provide various adapters, con-
nectors, protocols, channels, etc. These entities can be
employed to recerve various forms of data (e.g., raw data,
processed data, scanned data, images, drawings, pictures,
pages . . . ) that can include text, and to output a decision as to
whether a particular component of the data 1s text, the
detected text and/or information that can be utilized to detect
text (e.g., for subsequent processing).

The detection component 130 can employ various machine
learning techniques, algorithms, approaches, etc. to identity
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and/or detect text 1n data. For example, the detection compo-
nent 130 can employ a machine learning algorithm that can
reason about or infer text in data from a set of observations,
features, properties, and/or components of data. Inference
can be employed to 1dentily text, a context and/or can gener-
ate a probability distribution over the input data and/or com-
ponents 1dentified within as potential text. Such inferences
can be probabilistic—that 1s, the computation of a probabaility
distribution over entities identified within the data. Inference
can also refer to techmques employed for rendering higher-
level decisions.

It 1s to be appreciated that the detection component 130 can
optionally be utilized to facilitate detecting one or more other
components within data. For example, the detection compo-
nent 130 can additionally or alternatively detect, identify
and/or detect video, images, drawings, etc. and/or any com-
bination thereof 1n data.

FI1G. 2 1llustrates a system 200 that facilitates detecting text
within data such as, for example, documents, pages, 1images,
video, drawings, tables, etc. and/or any combination thereof.
The system 200 includes a text detection component 210
(which can be substantially similar to the detection compo-
nent 130 of FI1G. 1) that can employ various machine learning,
techniques, algorithms, approaches, etc. to i1dentity and/or
detect text 1n data. Such data can be provided to the text
detection component 210, wherein the text detection compo-
nent 210 can i1dentify text within the data, output the text,
and/or provide information that can be utilized to i1dentily
and/or extract the text from the data. For instance, informa-
tion that can be utilized by another component to identify
parts of a printed document 1mage to which OCR should be
applied. In another instance, the imformation can also be
utilized to i1dentily text in photographic images that might
provide a better understanding of the image. In yet another
instance, the mmformation can be utilized to improve text
detection 1n the presence of dithering through improving the
classification of obscure and unusual dithering.

The text detection component 210 includes a classification
component 220 that classifies components of the data as text.
The classification component 220 can include one or more
classifiers and/or other machine learning components. Such
components can employ various classification (explicitly
and/or 1mplicitly trained) schemes and/or systems (e.g.,
boosted classifiers, transductive classifiers, inductive classi-
fiers, support vector machines, neural networks, expert sys-
tems, Bayesian belief networks, fuzzy logic, data fusion
engines . . . ) 1n connection with performing automatic text
detection 1n accordance with the subject invention.

In general, a classifier 1s a function that maps an input
attribute vector, x=(x1, x2, x3, x4, . . ., Xn), to a confidence
that the input belongs to a class, that 1s, {(x)=confidence
(class). Such classification can employ a probabilistic and/or
statistical-based analysis (e.g., factoring into the analysis
utilities and costs) to automatically differentiate text from
other entities within an 1mage. One example of a suitable
classifier 1s a support vector machine (SVM), which, 1n gen-
eral, operates by finding a hypersurface 1n the space of pos-
sible inputs, wherein the hypersurface attempts to split trig-
gering criteria from non-triggering criteria. This can make the
classification suitable for testing samples, data, etc. that 1s
near, but not identical to traiming data. Other directed and
undirected model classification approaches include, naive
Bayes, Bayesian networks, decision trees, neural networks,
tuzzy logic models, and probabilistic classification models
providing different patterns of independence, for example.
Classification as used herein also 1s inclusive of statistical
regression that 1s utilized to develop models of priority.
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FIG. 3 illustrates a system 300 that employs one or more
classifiers to facilitate detecting text within data. The system
300 includes a text detection component 310, which can
receive data such as documents, pages, images, video, draw-
ings, tables, etc. and/or any combination thereot, and can be
utilized to locate and extract text from the data and/or provide
information that can be utilized to extract text from the data
(e.g., 1n connection with OCR). It 1s to be appreciated that
such data can be from magazines, journals, document data-
bases, and the like.

The text detection component 310 can include a boosted
classifier 320 and a transductive classifier 330, both of which
can be can be trained and utilized in combination to detect
text. In general, the boosted classifier 320 can be trained
through various training techniques, algorithms, etc., includ-
ing AdaBoost, which provide a simple and efficient mecha-
nism for training and combining a set of classifiers. Typically,
such classifier 1s capable of labeling data with an error within
a probability or confidence level (e.g., no less than 0.5 or
50%). These training techniques can provide for boosting
decision stumps, wherein a decision stump 1s a depth-one
decision tree, which compares a single mput feature to a
threshold. Examples associated with a value greater than the
threshold typically are assigned a label (or more generally, a
score), and examples associated with values that fall below
the threshold typically are assigned another score. During
learning, each feature of a feature vector 1s examined (e.g.,
sequentially) to locate the feature that best classifies the data
when compared to the threshold. Used 1n this way, this tech-
nique can provide a simple and efficient feature selection
algorithm, wherein each round of boosting yields a new
stump, or alternatively each round of boosting selects a new
feature. It 1s to be appreciated that the features can be repre-
sented 1n the feature vector as floating point numbers (e.g., 32
(single precision), 64 (double precision), etc. bits), integers,
user defined types, strings, characters, etc.

In many 1nstance, a stmple collection of stumps can yield
good classification performance, while in other aspects of the
invention, more complex collections are utilized. In addition,
decision trees of varying depth can be employed to affect
performance. In accordance with one aspect of the invention,
a boosted combination of fixed depth decision trees (e.g., 3)
can be employed. It1s to be appreciated that lower complexity
decision trees can allow for complex conditional processing
of the raw features without much risk of over-fitting the data.
In one aspect of the mvention, a logistic algorithm can be
utilized. When using a logistic rule, each example weight
typically 1s no larger than one, which can stabilize a poten-
tially unstable back-and-forth process of sampling and learn-
ing. However, the subject invention 1s not limited to a logistic
version. For example, an exponential loss based rule or other
rule can additionally and/or alternatively be employed. The
teatures along with a set of ground truth class labels (e.g.,
which can be manually assigned) can be utilized to train the
boosted classifier 320, for example, to a desired and/or auto-
matically determined depth with a suitable number of deci-
s10n trees. Optionally, a portion of the training features can be
reserved for testing the boosted classifier 320. In addition,
other features (not shown) can be utilized 1n addition or
alternatively to this portion the features.

The transductive classifier 330 can utilize labels inferred
by the boosted classifier 320 to generate one or more training
properties that can be utilized 1n conjunction with the original
labels to train the transductive classifier 330. The transductive
classifier 330 can delineate the connected component into one
or more bins 1 one or more X dimensional histograms,
wherein X 1s an integer equal to or greater than one. When
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processing, clusters can be defined as bins 1n one dimensional
histograms for a few connected component features, includ-
ing weight (e.g., the number of pixels 1n the connected com-
ponent), height of the connected component’s bounding box,
width of the connected component’s bounding box, and den-
sity (e.g., the number of pixels 1n the connected component
divided by the connected component’s bounding box area).
Each histogram can define a set of bins, each of which can
contain a set of classified connected components. One or
more histograms can be generated per feature, and one or
more sets of histograms can be generated per page.

In each histogram, a range of feature values can be decom-
posed 1nto equally-sized bins as a percentage of a maximum
range. A total of N histograms can be utilized for each feature,
wherein a {irst histogram has 2 bins, a second has 4 bins, and
an Nth histogram has 2" bins, wherein N is chosen depending
on the value range of each feature. As an example, N can be 24
for weight, 12 for height, 12 for width, and 13 for density.
These values can be chosen to force bins at the finest resolu-
tion to contain examples with a substantially similar feature
value (e.g., exactly the same, within a predefined
tolerance . . . ). Each example will fall into one bin for each of
the histograms. The range of feature values can be decom-
posed into equally-sized bins as a percentage of the maximum
range. The percentage of examples, in each bin, that 1s
assigned the class label can be related to a final correct clas-
sification. The transductive classifier 330 can be trained with
the original features and/or the properties. For example, 1t can
learn that 11 a bin’s width 1s small and the percentage of
components labeled as text in it 1s greater than a threshold,
then the indicia label ‘text’ 1s more likely to be the correct
label. In the same bin, 1f the percentage 1s less than the
threshold, the indicia label “text’ 1s less likely to be the correct
label.

Generally, the text detection component 310 (the boosted
and transductive classifiers 320 and 330, respectively) can be
trained 1 one or more stages. For example, in one stage
connected components and associated labels are utilized to
extract a feature vector for respective connected components,
wherein the labels and feature vectors are employed to train
the boosted classifier 320. Connected components, repre-
sented by respective feature vectors, are then classified with
the boosted classifier 320. In another stage, inferred labels are
employed to bin the connected components 1n different his-
tograms. Properties can then be computed for individual bins
and appended to the feature vectors. The transductive classi-
fier 330 can then be trained with the expanded feature set (e.g.
the original feature vectors and the properties appended
thereto) and/or the original labels. The text detection compo-
nent 310 can then be utilized to detect text.

FI1G. 4 1llustrates a system 400 that trains a text detector.
The system 400 includes a text detection component 410 with
a boosted classifier 420 and a transductive classifier 430,
together, which can be trained, as described above, and uti-
lized to detect text. The system 400 further includes a feature
generator 440 that generates training features. The feature
generator 440 can utilize essentially any known technique to
generate features. For example, the feature generator 440 can
employ one or more hand-tuned (e.g., where associated
parameters are adjusted manually by wvisual mspection of
sample documents) text detectors to generate the training
teatures. As depicted, the feature generator 440 can employ at
least two techniques to generate the features—a spatial rela-
tion technique 450 and an activity density technique 460.
Both the spatial relation technique 450 and the activity den-
sity technique 460 can require many manually, or hand tuned,
parameters, which can make them rather impractical as a text
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detectors all by themselves. However, both techmques make
excellent features on which to train a boosted classifier.
The following 1llustrates one example of an approach that
can be utilized with the spatial relation technique 450 1n
accordance with an aspect of the invention. Given data such as
a binary 1image, connected components can be computed and
grouped mto words, lines, blocks, etc., for example, using a
hierarchical bottom-up clustering based on a spatial relation-
ship between the connected components. For instance, group-
ing connected components into a word can be facilitated by
the following algorithm:
For all pairs of connected components (1n proximity), test
for a word grouping x1, v1, wl, hl define bounding of
box of connected components 1

X2, y2, w2, h2 define bounding of box of connected com-
ponents 2

a, b, and ¢ are hand tuned constants

1i{(x1+wl+aW<x2 &&
x2<X1+wl+bW &&

max(w1l,hl1/2)<cW2 &&)

cluster(connected components 1, connected components
2),

wherein a, b, and ¢ (and other constants) are adjusted manu-
ally by looking at sample documents. Similar techmques can
be used to group words into lines, and lines into blocks.
Clustering can be performed 1n one or more passes. For
example, a conservative pass at grouping the connected com-
ponents can be made to avoid incorrect grouping. Then a
relatively more aggressive grouping of the connected com-
ponents can be made, with one or more words and/or one or
more lines 1n the same block. When multiple iterations are
performed, respective iterations can be associated with a
more complicated grouping test. In addition, block statistics
(e.g. median connected components width and height) can be
utilized. This approach 1s invariant to size scaling and can
tolerate rotations (e.g., up to about 30 degrees).

The following illustrates an example of an approach that
can be utilized with the activity density technique 460 1n
accordance with an aspect of the mnvention. With this
approach, text detection 1s based on measuring activity over a
fixed size region, wherein activity generally refers to a num-
ber of connected components bounding boxes that intersect a
rectangular region of a given size. An underlying assumption
in using activity to detect text 1s that “connectedness™ 1s an
underlying property of text, and that for a given font size, the
connected component density 1s predictable. If the density 1s
too low, the connected components are probably spec noise,
long lines, or edges. If the density 1s too high, the connected
components are probably part of a dithering pattern. A con-
nected component 1s therefore classified as text if its size 1s
within a range, and 1ts activity measured over a region of
corresponding size 1s also within a given range. This approach
1s 1nvariant to rotation, and 1t 1s less sensitive to dithering
patterns than the spatial resolution technique described
above. However, this approach 1s not invariant to scale, so the
test must be repeated at different scales.

As noted above, both the spatial relation technique 450 and
the activity density technique 460 can make excellent features
on which to train the classifiers 420 and 430. Thus, the spatial
relation technique 450 and the activity density technique 460
can be utilized by the feature generator 440 to generate fea-
tures that can be utilized to train the text detection component
410 to detect text and/or classily one or more connected
components associated with data under text detection.

FIG. 5 illustrates a system 500 that facilitates text detec-
tion. The system 500 can be trained as described above and
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subsequently utilized to detect text in unlabeled novel data.
The system 500 includes a connected components 1dentifier
510, which identifies connected components associated with
unlabeled data under text detection. The connected compo-
nents 1dentifier 510 can employ various algorithms to identify
connected components. For example, the connected compo-
nents 1dentifier 510 can utilize any known union-find algo-
rithm or the like to identify connected components. The con-
nected components 1dentifier 510 can provide the 1dentified
connected components to a feature generator 520.

The feature generator 520 can utilize connected compo-
nents to generate features for one or more classifiers associ-
ated with the text detection component 530. It 1s to be under-
stood that essentially any known techniques to generate the
features can be utilized. For example, the feature generator
520 can employ one or more hand-tuned algorithms (e.g.,
spatial relation, activity density . . . ) to generate features as
described above. A boosted classifier 560 can classity the
connected components through respective feature vectors.
Inferred labels can be employed to bin the connected compo-
nents into a plurality of different histograms, wherein a trans-
ductive classifier 570 can compute properties (for the indi-
vidual bins) that can be appended to corresponding feature
vectors to generate expanded feature vectors. The connected
components, represented by respective expanded feature vec-
tors, can be classified with the transductive classifier 570.

It 1s to be appreciated that various binning approaches
and/or clustering techniques (e.g., a k-means clustering algo-
rithm, . . . ) can be utilized 1n accordance with the subject
invention. The following provides an example of one such
binning approach that can be utilized with the systems and/or
methods described herein. Once preliminary labels have been
inferred for each connected component (e.g., by running the
initial boosted classifier 560 on the feature vectors that rep-
resent the connected components), they are binned based at
least 1n part on values of particular “basic” features. For
instance, with a connected component width feature each
connected component has an associated width, which can be
a width (e.g., 1 pixels) of a bounding box of the connected
component. Typically, this 1s a directly measurable, “basic”
feature of each connected component.

Suppose, for explanatory purposes, that a narrowest con-
nected component 1n the set 1s 1 pixel wide and a widest
connected component 1s 1024 pixels wide. In one aspect, ten
histograms can be formed: one histogram with two bins, one
with four bins, one with eight bins, one with sixteen bins, and
so on, until the tenth histogram, which will have 1024 (or
2°10) bins 1s formed. In the first histogram, all connected
components that are less than 512 pixels wide will be 1n the
first bin, and all connected components that are 512 or more
pixels wide will be 1n the second bin. A similar technique can
be utilized for the other histograms. In this example, ten
histograms are utilized; however, any number of histograms
can be employed, for example, depending on a desired reso-
lution. In this example, the highest resolution histogram 1s the
one with the most number of bins, or 1024, and can be utilized
to separate connected components based on one unit of fea-
ture value. For example, connected components that are 800
pixels wide will be 1n one bin 1n the tenth histogram, while
connected components that are 799 pixels wide will be 1n a
different bin, and connected components that are 801 pixels
wide will be in yet another bin.

Upon determining bin membership of all the connected
components 1n all the histograms, properties of the bins them-
selves can then be computed. Example of properties include,
but are not limited to, a mean and/or a variance of the bin with
respect to the value of the feature for the connected compo-
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nents 1in the bin, and/or a “textness’ of the bin based on the
inferred labels of each of the connected components in the
bin. These properties of the bins can be appended as addi-
tional features onto each of the connected components feature
vectors. For instance, 11 a connected component 1s determined
to be a member of bin three 1 the second histogram in the
above example, then 1t will get all of the properties for that bin
appended to 1ts feature vector. If four properties are calculated
for each bin 1n each of the histograms 1n the above example,
then each connected component will get a total of forty addi-
tional properties appended to 1ts feature vector (e.g., four each
for ten bins, since each connected component 1s guaranteed to
belong to one and only one bin 1n each of the ten histograms).
This binming procedure can be repeated for any number of
“basic’ features. Once the bin properties have been appended
to each connected component’s feature vector, the expanded
feature vectors can be utilized to train and/or test the trans-
ductive classifier 560, which can be second boosted classifier.

FIG. 6 illustrates a system 600 that provides text detection.
The system 600 includes a text detection component 610,
which can be substantially similar to the text detection com-
ponents described herein. As depicted, the text detection
component 610 can be employed 1n connection with a train-
ing system 620. A trainer 630 can provide one or more train-
ing sets (e.g., labeled data, including connected components
and associated labels) to the training system 620. The training
sets can include various data that includes text as well as other
components. The connected components can be utilized by
the text detection component 610 to generate features, which
are subsequently classified, wherein inferred labels are
binned and utilized to generate additional properties. The
labels, features and/or properties are utilized to train the text
detection component 610.

The system 600 further includes a computer 640, which
can be utilized by a user 650 for text detection. The user 650
can provide the computer 640 with unlabeled data 1n order to
detect text 1n the data. The text detection component 610 can
be invoked by the computer 640 and utilized to detect text in
the data. Connected components can be extracted from the
data, wherein feature vectors can be extracted therefrom.
Inferred labels can be employed to bin the connected compo-
nents into a plurality of different histograms, wherein prop-
erties can be computed for the individual bins. The properties
computed for each bin can be appended to a corresponding
feature vector, and each connected component, represented
by 1ts expanded feature set, can be classified by the detection
component 630.

FIGS. 7-8 1llustrate methodologies, 1n accordance with an
aspect of the present mnvention. While, for purposes of sim-
plicity of explanation, the methodologies are shown and
described as a series of acts, 1t 1s to be understood and appre-
ciated that the present invention 1s not limited by the order of
acts, as some acts can, in accordance with the present mnven-
tion, occur 1n different orders and/or concurrently with other
acts from that shown and described heremn. For example,
those skilled 1n the art will understand and appreciate that one
or more of the methodologies could alternatively be repre-
sented as a series of interrelated states or events, such as 1n a
state diagram. Moreover, not all illustrated acts may be
required to implement the methodologies 1n accordance with
the present invention.

FIG. 7 1llustrates a method 700 for training a text detection
system. The method 700 can comprise two stages: a first stage
can be implemented to facilitate generating/training an initial
boosted classifier, and a second stage can be implemented to
generate/train a transductive classifier. The first stage of the
method 700 can initiate at reference numeral 710, where input
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images (e.g., labeled training data) can be received, and con-
nected components can be extracted and/or 1dentified 1n the
data. In general, the labeled training data typically includes
connected components and text and/or non-text labels for
respective connected components. At reference numeral 720,
a feature vector for each identified connected component can
be generated using hand-tuned techmiques, as set forth supra
with regard to FIG. 4 (e.g., whereby associated parameters
can be adjusted manually by visual mspection of sample
documents, a spatial relation technique, an activity density
technique, . . . ). At reference numeral 730, one or more
boosted classifiers can be trained based at least 1n part on the
generated features and given connected component labels,
thereby generating the initial boosted classifier 740 and com-
pleting the first stage of the method 700.

The second stage of the method 700 can facilitate generat-
ing and/or tramning the transductive classifier 780. For
instance, at reference numeral 750, the 1nitial boosted classi-
fier can be employed to infer labels for (e.g., “classily”) the
training data (e.g., text, non-text, . . . ). At reference numeral
760, labeled connected components can be clustered (e.g., via
a K-means clustering techmque) and/or binned, which can
comprise associating respective connected components with
bins 1 one of a plurality of different histograms, as detailed
above with regard to FIG. 3. Once binned, additional features
and/or properties can be computed for individual bins, and
properties computed for each bin to which a connected com-
ponent 1s determined to belong to can be appended to a
corresponding feature vector for the connected component to
generate an expanded feature vector. At reference numeral
770, each connected component, represented by 1ts expanded
teature set, can be employed to train the transductive classifier

780.

FIG. 8 1llustrates a method 800 for detecting text. At ref-
erence numeral 810, unlabelled data can be received, and
connected components can be extracted and/or identified 1n
the data. At reference numeral 820, a feature vector for each
identified connected component can be generated using hand-
tuned methods. The feature vectors are then used to infer a
label for each connected component at 830, for instance using
the 1mitial boosted classifier 740 in FIG. 7. At reference
numeral 840, inferred labels can be employed to cluster and/
or bin the connected components. Binnming can include asso-
cilating respective connected components to a bin in one or
more different histograms. Once binned, properties can be
computed for mdividual bins, and properties computed for
cach bin to which a connected component 1s determined to
belong to can be appended to the feature vector of the con-
nected component to generate an expanded feature vector. At
reference numeral 850, each connected component, repre-
sented by its expanded feature set, can be classified via a
transductive classifier, which can be a second boosted classi-
fier such as 780 1n FIG. 7, that infers labels for the connected
component(s), based on component features and expanded
feature information dertved from bin analysis, to generate a
plurality of final inferred labels 860, upon which the method
800 can terminate. In this manner, methods 700 and 800 can
be implemented in conjunction with each other to collabora-
tively train and utilize the subject classifiers to infer labels for
connected components 1n order to detect text in a recerved
image, such as a scanned document, for example.

In order to provide a context for the various aspects of the
invention, FIGS. 9 and 10 as well as the following discussion
are 1ntended to provide a brief, general description of a suit-
able computing environment in which the various aspects of
the present invention can be implemented. While the inven-
tion has been described above 1n the general context of com-
puter-executable instructions of a computer program that runs
on a computer and/or computers, those skilled in the art will
recognize that the invention also can be implemented in com-
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bination with other program modules. Generally, program
modules include routines, programs, components, data struc-
tures, etc. that perform particular tasks and/or implement
particular abstract data types. Moreover, those skilled in the
art will appreciate that the mnventive methods may be prac-
ticed with other computer system configurations, including
single-processor or multiprocessor computer systems, mini-

computing devices, mainframe computers, as well as per-
sonal computers, hand-held computing devices, micropro-
cessor-based or programmable consumer electronics, and the
like. The illustrated aspects of the invention may also be
practiced 1n distributed computing environments where task
are performed by remote processing devices that are linked
through a communications network. However, some, 11 not all
aspects of the invention can be practiced on stand-alone com-
puters. In a distributed computing environment, program
modules may be located 1n both local and remote memory
storage devices.

With reference to FIG. 9, an exemplary environment 910
for implementing various aspects of the mvention includes a
computer 912. The computer 912 includes a processing unit
914, a system memory 916, and a system bus 918. The system
bus 918 couples system components including, but not lim-
ited to, the system memory 916 to the processing umt 914.
The processing unit 914 can be any of various available
processors. Dual microprocessors and other multlprocessor
architectures also can be employed as the processing unit914.

i

The system bus 918 can be any of several types of bus
structure(s) including the memory bus or memory controller,
a peripheral bus or external bus, and/or a local bus using any

variety of available bus architectures including, but not lim-
ited to, 9-bit bus, Industrial Standard Architecture (ISA),
Micro-Channel Architecture (MSA), Extended ISA (EISA),
Intelligent Drive Electronics (IDE), VESA Local Bus (VLB),
Peripheral Component Interconnect (PCI), Universal Serial
Bus (USB), Advanced Graphics Port (AGP), Personal Com-

puter Memory Card International Association bus (PCM-
CIA), and Small Computer Systems Interface (SCSI).

The system memory 916 includes volatile memory 920 and
nonvolatile memory 922. The basic input/output system
(BIOS), containing the basic routines to transier information
between elements within the computer 912, such as during
start-up, 1s stored 1n nonvolatile memory 922. By way of
illustration, and not limitation, nonvolatile memory 922 can
include read only memory (ROM), programmable ROM
(PROM), electrically programmable ROM (EPROM), elec-
trically erasable programmable ROM (EEPROM), or flash
memory. Volatile memory 920 includes random access
memory (RAM), which acts as external cache memory. By

way ol 1llustration and not limitation, RAM 1s available in
many forms such as static RAM (SRAM), dynamic RAM

(DRAM), synchronous DRAM (SDRAM), double data rate
SDRAM (DDR SDRAM), enhanced SDRAM (ESDRAM),
Synchlink DRAM (SLDRAM), and Rambus Direct RAM
(RDRAM), direct Rambus dynamic RAM (DRDRAM), and
Rambus dynamic RAM (RDRAM).

Computer 912 also includes removable/non-removable,
volatile/non-volatile computer storage media. FIG. 9 illus-
trates, for example a disk storage 924. Disk storage 924
includes, but 1s not limited to, devices like a magnetic disk
drive, tloppy disk drive, tape drive, Jaz dnive, Zip drive,
[.S-100 drive, flash memory card, or memory stick. In addi-
tion, disk storage 924 can include storage media separately or
in combination with other storage media including, but not
limited to, an optical disk drive such as a compact disk ROM
device (CD-ROM), CD recordable drive (CD-R Drive), CD
rewritable drive (CD-RW Drive) or a digital versatile disk
ROM drive (DVD-ROM). To facilitate connection of the disk
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storage devices 924 to the system bus 918, a removable or
non-removable interface 1s typically used such as interface
926.

It 1s to be appreciated that FIG. 9 describes software that
acts as an intermediary between users and the basic computer
resources described 1n suitable operating environment 910.
Such software includes an operating system 928. Operating
system 928, which can be stored on disk storage 924, acts to
control and allocate resources of the computer system 912.
System applications 930 take advantage of the management
ol resources by operating system 928 through program mod-
ules 932 and program data 934 stored either in system
memory 916 or on disk storage 924. It1s to be appreciated that
the present invention can be implemented with various oper-
ating systems or combinations of operating systems.

A user enters commands or information 1nto the computer
912 through mput device(s) 936. Input devices 936 include,
but are not limited to, a pointing device such as a mouse,
trackball, stylus, touch pad, keyboard, microphone, joystick,
game pad, satellite dish, scanner, TV tuner card, digital cam-
era, digital video camera, web camera, and the like. These and
other input devices connect to the processing unit 914 through
the system bus 918 via interface port(s) 938. Interface port(s)
938 include, for example, a serial port, a parallel port, a game
port, and a universal serial bus (USB). Output device(s) 940
use some of the same type of ports as mput device(s) 936.
Thus, for example, a USB port may be used to provide input
to computer 912 and to output information from computer
912 to an output device 940. Output adapter 942 1s provided
to 1llustrate that there are some output devices 940 like moni-
tors, speakers, and printers, among other output devices 940,
which require special adapters. The output adapters 942
include, by way of illustration and not limitation, video and
sound cards that provide a means of connection between the
output device 940 and the system bus 918. It should be noted
that other devices and/or systems of devices provide both
input and output capabilities such as remote computer(s) 944.

Computer 912 can operate in a networked environment
using logical connections to one or more remote computers,
such as remote computer(s) 944. The remote computer(s) 944
can be a personal computer, a server, a router, a network PC,
a workstation, a microprocessor based appliance, a peer
device or other common network node and the like, and
typically includes many or all of the elements described rela-
tive to computer 912. For purposes of brevity, only a memory
storage device 946 1s 1llustrated with remote computer(s) 944.
Remote computer(s) 944 1s logically connected to computer
912 through a network mterface 948 and then physically
connected via communication connection 950. Network
interface 948 encompasses communication networks such as
local-area networks (LAN) and wide-area networks (WAN).
LAN technologies include Fiber Distributed Data Interface
(FDDI), Copper Distributed Data Interface (CDDI), Ether-
net/IEEE 802.3, Token Ring/IEEE 802.5 and the like. WAN
technologies 111c1ude but are not limited to, point-to-point
links, circuit switchjng networks like Integrated Services
Digital Networks (ISDN) and variations thereon, packet
switching networks, and Digital Subscriber Lines (DSL).

Communication connection(s) 950 refers to the hardware/
soltware employed to connect the network interface 948 to
the bus 918. While communication connection 950 1s shown
for 1llustrative clarity inside computer 912, it can also be
external to computer 912. The hardware/soltware necessary
for connection to the network interface 948 includes, for
exemplary purposes only, internal and external technologies
such as, modems including regular telephone grade modems,
cable modems and DSL modems, ISDN adapters, and Ether-
net cards.

FI1G. 10 1s a schematic block diagram of a sample-comput-
ing environment 1000 with which the present invention can
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interact. The system 1000 includes one or more client(s)
1010. The client(s) 1010 can be hardware and/or software
(e.g., threads, processes, computing devices). The system
1000 also 1includes one or more server(s) 1030 . The server(s)
1030 can also be hardware and/or software (e.g., threads,
processes, computing devices). The servers 1030 can house
threads to perform transformations by employing the present
invention, for example. One possible communication
between a client 1010 and a server 1030 can be 1n the form of
a data packet adapted to be transmitted between two or more
computer processes. The system 1000 includes a communi-
cation framework 1050 that can be employed to facilitate
communications between the client(s) 1010 and the server(s)
1030. The client(s) 1010 are operably connected to one or
more client data store(s) 1060 that can be employed to store
information local to the client(s) 1010. Similarly, the server(s)
1030 are operably connected to one or more server data
store(s) 1040 that can be employed to store information local
to the servers 1030.

What has been described above includes examples of the
present invention. It 1s, of course, not possible to describe
every concervable combination of components or methodolo-
gies for purposes of describing the present invention, but one
of ordinary skill 1n the art may recognize that many further
combinations and permutations of the present invention are
possible. Accordingly, the present mvention 1s intended to
embrace all such alterations, modifications, and variations
that fall within the spirit and scope of the appended claims.

In particular and 1n regard to the various functions per-
formed by the above described components, devices, circuits,
systems and the like, the terms (including a reference to a
“means”) used to describe such components are intended to
correspond, unless otherwise indicated, to any component
which performs the specified function of the described com-
ponent (e.g., a functional equivalent), even though not struc-
turally equivalent to the disclosed structure, which performs
the function 1n the herein i1llustrated exemplary aspects of the
invention. In this regard, 1t will also be recognized that the
invention includes a system as well as a computer-readable
medium having computer-executable instructions for per-
forming the acts and/or events of the various methods of the
invention.

In addition, while a particular feature of the invention may
have been disclosed with respect to only one of several imple-
mentations, such feature may be combined with one or more
other features of the other implementations as may be desired
and advantageous for any given or particular application.
Furthermore, to the extent that the terms “includes,” and
“including” and variants thereof are used in either the detailed
description or the claims, these terms are intended to be
inclusive 1 a manner similar to the term “comprising.”

What 1s claimed 1s:

1. A system, embodied on a computer-readable storage
medium, that when executed, facilitates detecting text in data,
comprising:

an input component that receives data;

a connected components 1dentifier that generates a set of
connected components from the data, the connected
components are utilized to generate a set of features for
training and testing; and

a classification component that automatically detects text
in the data via a transductive classifier employed 1n
connection with a trained boosted classifier, the trained
boosted classifier infers labels for the training connected
components, the inferred labels are subjected to a clus-
tering process by which the set of training features fea-
ture sets are expanded to define training properties, the
transductive classifier 1s trained based 1n part upon the
training properties.
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2. The system of claim 1, the connected components 1den-
tifier utilizes a union-find algorithm to i1dentify the training
connected components.

3. The system of claim 1, further comprising a feature
generator that generates a set of training features that are
employed to train the boosted classifier and the transductive
classifier.

4. The system of claim 3, the feature generator utilizes one
of a spatial relation technique or an activity density technique
to generate the set of features.

5. The system of claim 1, the data 1s one of a document, a
spreadsheet, an 1mage, a page, a web page, a video frame, or
a drawing.

6. An optical character recognition (OCR) system that
employs the system of claim 1 1n connection with extracting
text from an 1mage.

7. A method for detecting text, comprising:

employing a processor to execute computer executable

code stored on a storage medium to perform the follow-
Ing acts:

identifying one or more connected components associated

with unlabeled data under text detection;

utilizing the connected components to extract a feature

vector for each connected component;

utilizing a boosted classifier to classily each connected

component represented by 1ts respective feature vector;
employing inferred labels to bin the connected components
across a plurality of bins;

computing properties for each bin; and

utilizing a transductive classifier to classily the connected

components as a function of the feature vectors and
corresponding computed bin properties.

8. The method of claim 7, further comprising training the
boosted classifier by:

receiving labeled training data that includes connected

components, text labels and nontext labels;

extracting a feature vector for each connected component

in the training data; and

training the boosted classifier with the labels and feature

vectors.

9. The method of claim 8, further comprising training the
transductive classifier by:

employing the boosted classifier to classity each training,

connected component, represented by a respective fea-
ture vector,

utilizing labels inferred from the training connected com-

ponents to bin the traiming connected components across
a plurality of bins;

computing properties for each bin; and

utilizing the labels, feature vectors and properties to train

the transductive classifier.

10. The method of claim 9, further comprising utilizing one
of a spatial relation technique or an activity density technique
to generate the feature vectors for the unlabeled data and the
labeled training data.

11. The method of claim 9, the bins utilized to delineate the
connected components of the unlabeled data and the training
data are associated with one or more histograms that corre-
spond to at least one of the following: a number of pixels 1n a
connected component; a height of a connected component’s
bounding box; a width of a connected component’s bounding
box; or a number of pixels 1n a connected component divided
by a connected component’s bounding box area.

12. The method of claim 8, the transductive classifier 1s a
second boosted classifier.
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13. The method of claim 8, further comprising employing
a decision tree with fixed depth 1in connection with the
boosted classifier and the transductive classifier to allow for
complex conditional processing of raw features without over-
fitting the data.

14. A system, embodied on a computer-readable storage
medium, that when executed, trains a text detector, compris-
ng:

means for identifying a set of connected components from

at least one of unlabeled data or labeled data;

means for extracting a feature vector for each connected

component 1dentified;

means for training a boosted classifier with the connected

components and corresponding text and non-text labels
for text detection;

means for training a transductive classifier with as a func-

tion of an expanded feature set, the expanded feature set
generated from at least one of labels, feature vectors and
computed bin properties; and

means for employing the trained boosted classifier 1n con-

nection with the trained transductive classifier to detect
text within the unlabeled data.

15. A computer-readable storage medium having com-
puter-executable instructions stored thereon to perform a
method comprising:

recerving labeled training data that includes connected

components, text labels and nontext labels;

1dentifying one or more connected components associated

with the labeled training data;

utilizing a spatial relation technique to generate a feature

vector for each of the one or more connected compo-
nents 1dentified 1n the labeled data;

training one or more boosted classifiers with the labels and

the feature vectors:
employing the one or more trained boosted classifiers to
infer labels for the training connected components;

generating one or more histograms that define a plurality of
equally sized bins as a function of a percentage of a
maximum range of feature values;

utilizing the labels inferred from the training connected

components to bin the training connected components
across the plurality of bins;

computing properties and additional features for each bin;

generating expanded feature vectors with the properties

and additional features;

utilizing the original traiming data labels and expanded

feature vectors to train a transductive classifier;
recerving unlabeled data; and

employing the trained boosted classifier and the trained

transductive classifier to detect text within the unlabeled
data.

16. The computer-readable storage medium of claim 135,
turther comprising:

providing iformation to an optical character recognition

(OCR) system utilized to at least one of i1dentify or
extract the detected text from the unlabeled data.

17. The computer-readable storage medium of claim 15,
the unlabeled data 1s one of a document, a spreadsheet, an
image, a page, a web page, a video frame or a drawing.

18. The method of claim 9, further comprising providing
information to an optical character recognition (OCR ) system
utilized to at least one of 1dentily or extract the detected text
from the unlabeled data.
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