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FLOW CONTROL METHOD AND
APPARATUS FOR SINGLE PACKET ARRIVAL
ON A BIDIRECTIONAL RING
INTERCONNECT

FIELD OF THE INVENTION

Embodiments of the present invention are related 1 gen-
eral to data flow control in a network and 1n particular to
packet flow control 1n a bidirectional ring interconnect.

BACKGROUND

Flow control mechanisms in computer networks govern
the transier of packets from a source node to a destination
node. Typical flow control mechanisms include wiring and
logic to handle multiple packets arriving concurrently at the
destination node. There are several drawbacks with such
mechanisms.

First, if the destination node can simultaneously process
fewer packets than can arrive 1 a clock cycle, additional
hardware may be required to buifer the arriving packets until
the destination node can process them. Alternatively, the des-
tination node may be able to process as many packets simul-
taneously as can arrive 1n a cycle, again requiring significant
additional hardware. This additional hardware poses a par-
ticular problem on semiconductor chips where space 1s
extremely limited.

Second, arbitration logic may be required at the destination
node to determine an order to accept the packets. In addition
to 1increasing the complexity of the logic, the packet latency
may significantly increase due to the arbitration. Instead of a
packet being accepted during the clock cycle that 1t arrives,
the packet has to wait. As a result, the overall performance of
the system 1s reduced.

In ring topologies, concurrent multiple packet arrival 1s a
particular concern. If a packet has to wait on a ring until the
destination node accepts the packet, packets behind the wait-
ing packet may be blocked from advancing on the ring. As a
result, unnecessary congestion can occur at the destination
node. This condition significantly increases packet latency
and reduces peak throughput of the ring.

Accordingly, there 1s a need 1n the art to overcome the
drawbacks caused by concurrent multiple packet arrival, par-
ticularly 1n ring topologies.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a semiconductor chip including multiple nodes
coupled to a single bidirectional ring interconnect, 1n accor-
dance with an embodiment of the present invention.

FIG. 2 1s a semiconductor chip mncluding multiple nodes
coupled to multiple umidirectional and/or bidirectional ring
interconnects, 1n accordance with an embodiment of the
present invention.

FI1G. 3 1s a tflowchart of a method according to an embodi-
ment of the present invention.

FI1G. 4 1s apacket queue structure coupled to a bidirectional
ring 1nterconnect, i accordance with an embodiment of the
present invention.

FIG. 5 1s a block diagram of a computer system for imple-
menting embodiments of the present invention.

DETAILED DESCRIPTION

Embodiments of the present invention may provide a
method for single packet arrival during a clock cycle at a
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destination node on a bidirectional ring interconnect. In one
embodiment, the method may include sending packets from a
source node to a destination node on a semiconductor chip’s
bidirectional ring interconnect during a predetermined and/or
dynamically determined clock cycle based on the distance
(measured 1n terms of clock cycles) between the two nodes. In
this embodiment, the method may also include, if the distance
between the two nodes 1s an even number, sending the packets
on the ring interconnect 1n a clockwise direction during an
even clock cycle and sending the packets in a counterclock-
wise direction during an odd clock cycle. The method may
also 1include, 11 the distance between the two nodes 1s an odd
number, sending the packets in a clockwise direction during
an odd clock cycle and sending the packets 1n a counterclock-
wise direction during an even clock cycle.

Embodiments of the present invention may also provide a
semiconductor chip including a bidirectional ring intercon-
nect and nodes coupled to the bidirectional ring interconnect,
where the bidirectional ring interconnect may transport pack-
ets between source and destination nodes. Fach node may
also include queues to hold selective packets prior to transport
based on whether the distance the packets will travel 1s an
even or odd number and whether the direction the packets will
travel 1s clockwise or counterclockwise.

Embodiments of the present invention may advanta-
geously ensure single packet arrival during a clock cycle at a
destination node, thereby overcoming the problems of mul-
tiple packet arrival mechanisms. In particular, these embodi-
ments may avoid the additional hardware and arbitration
logic complexity of typical tlow control mechanisms. More-
over, these embodiments may ensure packet arrival on a bidi-
rectional ring interconnect without significantly increasing
packet latency or reducing peak throughput on the bidirec-
tional ring interconnect. Accordingly, packet flow control at
the destination node may be simplified. These embodiments
may be particularly useful 1n on-chip bidirectional ring inter-
connects for chip multiprocessing.

FIG. 1 1s a semiconductor chip including multiple nodes
coupled to a bidirectional ring interconnect, 1n accordance
with an embodiment to the present invention. Nodes 110(1)
through 110(n) may be connected to bidirectional ring inter-
connect 120 at various access points or stops. Packets may
travel between nodes 110(1) through 110(n) on 1nterconnect
120 1n either a clockwise or counterclockwise direction.

Nodes 110(1) through 110(n) may include a processor,
cache bank, memory interface, global coherence engine inter-
face, mput/output interface, and any other such packet-han-
dling component found on a semiconductor chip.

InFIG. 1, 1n an embodiment of the present invention, nodes
110(1) through 110(n) may be implemented as cache bank
nodes by logically dividing a single large shared cache into
subsets. Each cache bank node may include a portion of the
address space 1n the single cache, and may independently
service block requests (read, write, invalidate, etc) for the
portion of the address space 1n the single cache. On intercon-
nect 120, each cache bank node may have 1ts own access point
or stop.

In FIG. 1, interconnect 120 may include multiple unidirec-
tional wires (not shown), where a first set of the unidirectional
wires may transport packets 1 a clockwise direction and a
second set may transport packets 1n a counterclockwise direc-
tion. Each set of unidirectional wires may have either a spe-
cific purpose (e.g., sending address commands) or a general
purpose (e.g., supporting multiple packet types (address
request, data, cache coherence protocol message, etc.)).
Alternatively, each set of unidirectional wires may be desig-
nated to transport a single packet type.
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Alternatively, in FIG. 1, interconnect 120 may include
multiple bidirectional wires capable of transporting packets
in both directions. In this alternate embodiment, the semicon-
ductor chip may include switching logic to switch each wire
to a desired direction to transport packets during a particular
transaction.

Interconnect 120 may transport packets at various rates.
For example, interconnect 120 may transport packets at a rate
of one or more nodes per clock cycle or one node every two or
more clock cycles. Many factors may determine the transport
rate including the amount of traffic, the clock rate, the dis-
tance between nodes, etc. Generally, a node waits to 1nject a
packet onto interconnect 120 until any packet already on
interconnect 120 and at the node passes the node.

FIG. 2 1s a semiconductor chip including multiple nodes
coupled to multiple ring interconnects, 1n accordance with an
embodiment of the present invention. Nodes 210(1) through
210(n) may be connected to ring interconnects 220(1)
through 220(m) at various access points or stops. Each node
may select any of ring interconnects 220(1) through 220(m)
on which to transport packets to another node.

In one embodiment, all the interconnects 1n FIG. 2 may be
unidirectional, where some 1interconnects transport packets in
only a clockwise direction and other interconnects transport
packets 1n only a counterclockwise direction.

In an alternate embodiment, some interconnects in FIG. 2
may be unidirectional and others bidirectional. In this alter-
nate embodiment, some of the unidirectional interconnects
may transport packets i only a clockwise direction and oth-
ers may transport packets in only a counterclockwise direc-
tion. The bidirectional interconnects may transport packets in
both directions, consistent with the operation of the bidirec-
tional interconnect of FIG. 1.

FIG. 3 1s a tlowchart of a method according to an embodi-
ment of the present invention. In FIG. 3, the method may
ensure single packet arrival during a given clock cycle at a
destination node on a bidirectional ring interconnect. In one
embodiment, nodes may send and receive packets in either a
clockwise or counterclockwise direction on a bidirectional
ring interconnect. The bidirectional ring interconnect may
comprise a first set of wires that transports packets in the
clockwise direction (which may comprise a first ring struc-
ture) and a second set of wires that transports packets in the
counterclockwise direction (which may comprise a second
ring structure). The bidirectional ring interconnect may be
thought of as a series of slots, each of which carries a packet
from one access point or stop to the next during each clock
cycle.

In FIG. 3, a source node, for example node 210(1) of FIG.
2, may select (310) a clockwise or counterclockwise ring
structure on which to transport a packet from a source node to
a destination node coupled to the ring structures. In one
embodiment, the selection may be based on the number of
slots to be traversed on both ring structures to reach the
destination node. For example, if the number of slots to
traverse on the clockwise ring structure 1s less than the num-
ber of slots to traverse on the counterclockwise ring structure,
the source node may select the clockwise ring structure.

Alternatively, the selection may be based on the number of
nodes to be traversed on both ring structures to reach the
destination node, where the ring structure may be selected on
which the packet 1s to traverse less nodes. In another alternate
embodiment, the selection may be based on the number of
clock cycles to traverse both ring structures, where the
selected ring structure may take less clock cycles to transport
the packet. Alternatively, the selection may be based on the
amount of traffic on the ring structures, where the selected
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ring structure may have less traffic. Any other such criteria
may be used to determine the selection.

In FI1G. 3, the source node may calculate (3135) a distance to
the destination node on the selected ring structure. The dis-
tance may be calculated as the number of clock cycles to
reach the destination node. In an alternate embodiment, the
distance may be calculated as the number of nodes to reach
the destination node. Any other such criteria may be used to
determine the distance between the source and destination
nodes.

In FIG. 3, the source node may determine (320) whether
the calculated distance 1s an even or odd number of clock
cycles away. If the calculated distance 1s an even number of
clock cycles, the source node may determine (325) whether
the selected ring structure 1s the clockwise or counterclock-
wise ring structure. If the selected ring structure 1s the clock-
wise one, the source node may send (330) the packet to the
destination node during an even-numbered clock cycle to
ensure that the packet arrives at the destination node during an
even-numbered clock cycle. If the selected ring structure 1s
the counterclockwise one, the source node may send (3335) the
packet to the destination node during an odd-numbered clock
cycle to ensure that the packet arrives at the destination node
during an odd-numbered clock cycle.

In FIG. 3, 1f the source node determines (320) that the
calculated distance 1s an odd number of clock cycles away, the
source node may determine (340) whether the selected ring 1s
the clockwise or counterclockwise ring structure. If the
selected ring structure 1s the clockwise one, the source node
may send (345) the packet to the destination node during an
odd-numbered clock cycle to ensure that the packet arrives at
the destination node during an even-numbered clock cycle. IT
the selected ring structure 1s the counterclockwise one, the
source node may send (350) the packet to the destination node
during an even-numbered clock cycle to ensure that the
packet arrives at the destination node during an odd-num-
bered clock cycle.

Table 1 illustrates the logic used in the method for sending,
packets described 1n FIG. 3. The table entries give the source
node’s send clock cycles of the different scenarios. For a
given transport direction (clockwise or counterclockwise)
and an even or odd distance from the source node to the
destination node, the table entries indicate whether the source
node may send the packet during an even- or an odd-num-
bered clock cycle.

TABL.

L1l

1

Packet Sending Rules

Distance from source
to destination

Ring Direction Even Odd
Clockwise even odd
Counterclockwise odd even

In FIG. 3, the destination node may determine (355) on
which of the clockwise and counterclockwise ring structures
the packet 1s arriving. For example, the destination node may
poll both the clockwise and counterclockwise ring structures
to determine on which ring structure the packet 1s arriving. In
this embodiment of the present invention, the packet may
arrive on the clockwise ring structure and be received (360) at
the destination node during even-numbered clock cycles. The
packet may arrive on the counterclockwise ring structure and
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be recerved (365) at the destination node during odd-num-
bered clock cycles. Other embodiments may be contemplated
in which packets may arrive.

The underlying rule implemented by embodiments of the
present invention 1s that a destination node may receive a
packet from a clockwise ring structure only during an even-
numbered clock cycle and from a counterclockwise ring
structure only during an odd-numbered clock cycle. This may
ensure that only a single packet arrives during any clock cycle
at the destination node. The source node’s sending rules may
be formulated to satisty the underlying rule.

Suppose, in accordance with an embodiment of the present
invention, for example, that source node n(1) calculates a
distance between 1t and destination node n(j), where the dis-
tance 1s d(1,1). If destination node n(j) 1s an even number of
clock cycles away from source node n(1) on the clockwise
ring structure, node n(1) may send the packet to node n(3) on
an even-numbered clock cycle C because C+d(1,1), the arrival
clock cycle, 1s an even number, 1.¢., an even number plus an
even number equals an even number. Thus, the underlying
rule may be satisfied.

Similarly, 1n accordance with an embodiment of the
present invention, for example, 11 destination node n(j) 1s an
odd number of clock cycles away from source node n(1) onthe
clockwise ring structure, node n(1) may send the packet to
node n(j) on an even-numbered clock cycle C because C+d
(1,1), the arrival clock cycle, 1s an odd number, 1.e., an even
number plus an odd number equals an odd number. Thus, the
underlying rule may again be satisfied.

In an alternate embodiment, the bidirectional ring inter-
connect may comprise two unidirectional ring interconnects
to transport packets 1n opposite directions. In this embodi-
ment, one of the umidirectional ring interconnects to transport
packets in the clockwise direction may comprise the first ring,
structure and the other of the unidirectional ring interconnects
to transport packets 1in the counterclockwise direction may
comprise the second ring structure.

In other alternate embodiments, the bidirectional ring
interconnect may comprise one unidirectional ring intercon-
nect and a bidirectional ring interconnect or two bidirectional
ring interconnects. Similar to previously described embodi-
ments, one of the mterconnects may comprise the first ring
structure and the other may comprise the second ring struc-
ture.

It 1s to be understood that the bidirectional ring 1ntercon-
nect 1s not limited to one or two ring structures, but may
include any number of ring structures to transport packets 1n
multiple directions, not limited to clockwise and counter-
clockwise.

Embodiments of a semiconductor chip may implement a
method according to embodiments of the present mvention.
In one embodiment, the semiconductor chip may include a
bidirectional ring interconnect and nodes coupled to the bidi-
rectional ring interconnect, where the bidirectional ring inter-
connect may send packets to a destination node during a
predetermined and/or dynamically determined clock cycle
based on a distance to the destination node. Each node may
include a subtractor, a programmable finite state machine, or
a processor to calculate the distance to the destination node 1n
either a clockwise or counterclockwise direction.

In the embodiment, each node may also include multiple
queues to selectively store packets to be sent to destination
nodes, where each queue may store packets based on the
direction 1n and the clock cycle during which the packets are
to be transported. In one embodiment, each node may main-
tain two queues of packets to be sent for each of the clockwise
and counterclockwise directions on the ring interconnect, for
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a total of four queues. A first queue may store packets to be
sent 1n the clockwise direction during even-numbered clock
cycles. A second queue may store packets to be sent 1n the
clockwise direction during odd-numbered clock cycles.
Similarly, a third queue may store packets to be sent 1n the
counterclockwise direction during even-numbered clock
cycles. A fourth queue may store packets to be sent in the
counterclockwise direction during odd-numbered clock
cycles.

FIG. 4 1s a packet queue structure according to an embodi-
ment of the present imnvention. In FIG. 4, two queues are
shown to transport packets in the clockwise direction on the
bidirectional ring interconnect. A similar configuration (not
shown) may be used for packet transport 1n the counterclock-
wise direction.

In FIG. 4, first queue 410(1) may hold packets to be sent 1n
the clockwise direction during an even-numbered clock cycle
(packets whose destination 1s an even distance away). Second
queue 410(2) may hold packets to be sent 1n the clockwise
direction during an odd-numbered clock cycle (packets
whose destination 1s an odd distance away).

In FIG. 4, queue multiplexor 420 may receive a clock
signal on clock signal line 425 to trigger the selection of one
of queues 410(1) and 410(2). If the clock signal indicates that
the current clock cycle 1s even, queue multiplexor 420 may
select a packet from first queue 410(1). If the clock signal
indicates that the current clock cycle 1s odd, queue multi-
plexor 420 may select a packet from second queue 410(2).

If a packet does not arrive at the node on 1interconnect 120
during the current clock cycle, node multiplexor 430 may
inject the packet from the selected queue onto 1nterconnect
120. If a packet does arrive at the node during the current
clock cycle, node multiplexor 430 may allow the arriving
packet to proceed. I this node 1s the destination node, switch-
ing logic 435 may direct the arriving packet into the node,
¢.g., node processor 440, or any node component. If this node
1s not the destination node, switching logic 435 may direct the
arriving packet to continue on interconnect 120. Node multi-
plexor 430 may wait until the next appropriate even or odd
clock cycle to inject the packet from the queue after the
arriving packet passes. Switching logic 435 may direct the
injected packet from the queue to traverse iterconnect 120.

It 1s to be understood that switching logic or any such
hardware and/or soitware capable of directing a packet to a
node or on the interconnect may be used.

When traflic 1s uniform on the ring interconnect, half ol the
destination nodes may be an even distance away and half may
be an odd distance away. If an unoccupied slot arrives at a
node during an even-numbered clock cycle, the slot may be
filled with a packet from the even queue and if the unoccupied
slot arrtves at a node 1 an odd cycle, the slot may be filled
with a packet from the odd queue. Thus, regardless of when an
empty slot arrives, the node may be able to mject a waiting
packet, 11 1t has one, to maintain complete utilization of the
ring interconnect, high peak throughput, and low packet
latency.

Embodiments of the present invention may be coupled to a
system including other semiconductor chips via a communi-
cation bus. The bus may transport packets according to
embodiments of the present invention when the packets arrive
or leave the semiconductor chips. In one embodiment, the bus
may transport rejected packets from the semiconductor chips
if the rejected packets are not accepted after a certain time
period, e.g., alter traversing nodes on the semiconductor
chip’s ring interconnect multiple times or after a number of
clock cycles has elapsed.
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FIG. 51s a block diagram of a computer system, which may
include an architectural state, including one or more multi-
processors and memory for use in accordance with an
embodiment of the present invention. In FIG. 5, a computer
system 500 may include one or more multiprocessors 510(1 )-
510(n) coupled to a processor bus 520, which may be coupled
to a system logic 530. Each of the one or more multiproces-
sors 310(1)-510(n) may be N-bit processors and may include
a decoder (not shown) and one or more N-bit registers (not
shown). In accordance with an embodiment of the present
invention, each of the one or more multiprocessors 510(1)-
510 (n) may include a bidirectional ring interconnect (not
shown) to couple to the N-bit processors, the decoder, and the
one or more N-bit registers.
System logic 530 may be coupled to a system memory 540
through a bus 550 and coupled to a non-volatile memory 570
and one or more peripheral devices 580(1)-380 (m) through a
peripheral bus 560. Peripheral bus 560 may represent, for
example, one or more Peripheral Component Interconnect
(PCI) buses, PCI Special Interest Group (SIG) PCI Local Bus
Specification, Revision 2.2, published Dec. 18, 1998; indus-
try standard architecture (ISA) buses; Extended ISA (EISA)
buses, BCPR Services Inc. EISA Specification, Version 3.12,
1992, published 1992; umversal serial bus (USB), USB
Specification, Version 1.1, published Sep. 23, 1998; and com-
parable peripheral buses. Non-volatile memory 570 may be a
static memory device such as a read only memory (ROM) or
a flash memory. Peripheral devices 580(1)-580(m) may
include, for example, a keyboard; a mouse or other pointing
devices; mass storage devices such as hard disk drives, com-
pact disc (CD) drives, optical disks, and digital video disc
(DVD) drives; displays and the like.
Embodiments of the present mvention may be imple-
mented using any type of computer, such as a general-purpose
microprocessor, programmed according to the teachings of
the embodiments. The embodiments of the present invention
thus also includes a machine readable medium, which may
include instructions used to program a processor to perform a
method according to the embodiments of the present mven-
tion. This medium may include, but 1s not limited to, any type
of disk including floppy disk, optical disk, and CD-ROMs.
It may be understood that the structure of the software used
to implement the embodiments of the invention may take any
desired form, such as a single or multiple programs. It may be
turther understood that the method of an embodiment of the
present mvention may be implemented by software, hard-
ware, or a combination thereof.
The above 1s a detailed discussion of the preferred embodi-
ments of the invention. The full scope of the invention to
which applicants are entitled 1s defined by the claims herein-
after. It 1s itended that the scope of the claims may cover
other embodiments than those described above and their
equivalents.
What 1s claimed 1s:
1. A method comprising:
on a semiconductor chip, selecting in which one of a first
ring structure and a second ring structure to send packets
from a source node to a destination node, wherein the
first ring structure transmits packets 1n a first direction
and the second ring structure transmits packets 1n a
second direction, opposite to the first direction;

calculating a distance 1n terms of clock cycles between the
source node and the destination node on the selected
direction; and

sending the packets on the selected direction during clock

cycles having a select parity based on a parity of the
calculated distance.
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2. The method of claim 1, wherein the first and second ring,
structures comprise a bidirectional ring structure.
3. The method of claim 1, wherein the first direction 1s

clockwise and the second direction 1s counterclockwise.
4. The method of claim 1,

wherein the selecting comprises selecting a direction hav-
ing less nodes to traverse.

5. The method of claim 1, wherein the sending comprises:

sending the packets during an even-numbered clock cycle
if the calculated distance 1s an even number and the
selected direction 1s clockwise; and

sending the packets during an odd-numbered clock cycle it
the calculated distance 1s an even number and the
selected direction 1s counterclockwise.

6. The method of claim 1, wherein the sending comprises:

sending the packets during an odd-numbered clock cycle if
the calculated distance 1s an odd number and the selected
direction 1s clockwise; and

sending the packets during an even-numbered clock cycle
if the calculated distance 1s an odd number and the
selected direction 1s counterclockwise.

7. The method of claim 1, wherein the sending comprises:

sending the packets from a first queue in the first direction
during an even-numbered clock cycle;

sending the packets from a second queue 1n the first direc-
tion during an odd-numbered clock cycle;

sending the packets from a third queue 1n the second direc-
tion during the even-numbered clock cycle; and

sending the packets from a fourth queue in the second
direction during the odd-numbered clock cycle.

8. The method of claim 7,

wherein the first queue 1s to hold packets to send to the
destination node that 1s an even distance away on the first
ring structure;

wherein the second queue is to hold packets to send to the
destination node that 1s an odd distance away on the first
ring structure;

wherein the third queue is to hold packets to send to the
destination node that 1s an even distance away on the
second ring structure; and

wherein the fourth queue 1s to hold packets to send to the
destination node that 1s an odd distance away on the
second ring structure.

9. The method of claim 1, wherein the clock cycle 1s an

even-numbered clock cycle or an odd-numbered clock cycle.

10. A method comprising;:

polling a first ring structure during the even-numbered

clock cycles;

polling a second ring structure during the odd-numbered

clock cycles;

recerving packets at a node from on the first ring structure

on a semiconductor chip during an even-numbered clock
cycles; and

recerving packets at the node on the second ring structure

on the semiconductor chip during an odd-numbered
clock cycles, wherein a single packet 1s received during
cach clock cycle.

11. The method of claim 10, wherein the first ring structure
1s to transport the packets in a first direction and the second
ring structure 1s to transport the packets 1n a second direction.

12. The method of claim 11, wherein the first direction 1s
clockwise and the second direction 1s counterclockwise.

13. The method of claim 11, wherein the first direction 1s
counterclockwise and the second direction 1s clockwise.

14. The method of claim 10, wherein the first and second
ring structures form a bidirectional ring interconnect.
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15. A method comprising:

selecting one of a clockwise ring structure and a counter-
clockwise ring structure on a semiconductor chip on
which to transport a packet from a source node to a
destination node;

calculating a distance 1n terms of clock cycles between the

source node and the destination node on the selected ring,
structure;

determining parity of the calculated distance;

sending the packet from the source node to the destination

node during a first clock cycle based on the parity of the
determined distance; and

receiving the packet at the destination node during a second

clock cycle based on the selected ring structure.

16. The method of claim 15, wherein the first clock cycle
comprises an even-numbered clock cycle and an odd-num-
bered clock cycle, and the second clock cycle comprises an
even-numbered clock cycle and an odd-numbered clock
cycle.

17. The method of claim 15, wherein the sending com-
Prises:

sending the packet during an even-numbered cycle 11 the

calculated distance 1s an even number and the selected
ring structure 1s the clockwise ring structure;

sending the packet during an odd-numbered clock cycle 1f
the calculated distance 1s an even number and the
selected ring structure 1s the counterclockwise ring
structure;

sending the packet during an odd-numbered clock cycle 1f
the calculated distance 1s an odd number and the selected
ring structure 1s the clockwise ring structure; and

sending the packet during an even-numbered clock cycle 1f
the calculated distance 1s an odd number and the selected
ring structure 1s the counterclockwise ring structure.

18. The method of claim 15, wherein the recerving com-
Prises:

receiving the packet during an even-numbered clock cycle
if the selected ring structure 1s the clockwise ring struc-
ture; and

receiving the packet during an odd-numbered clock cycle 1t
the selected ring structure 1s the counterclockwise ring
structure.

19. A semiconductor chip comprising:
a first ring structure to send packets 1n a first direction;

a second ring structure to send the packets 1mn a second
direction, opposite to the first direction; and

a plurality of nodes coupled to the first and second ring
structures, the first and second ring structures to send the
packets to a destination node during selected clock
cycles based on a parity of a computed distance in terms
of clock cycles to the destination node 1 a selected
direction.

20. The semiconductor chip of claim 19, wherein the first

direction 1s clockwise and the second direction 1s counter-
clockwise.

21. The semiconductor chip of claim 19, wherein each
node comprises:

a subtractor to compute the distance to the destination
node.

22. The semiconductor chip of claim 19, wherein each
node comprises:

a programmable finite state machine programmed to com-
pute the distance to the destination node.

23. The semiconductor chip of claim 19, wherein each
node comprises:
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a processor to:

select on which of the first and second ring structures to
transport the packets,

compute the computed distance 1n terms of clock cycles
to the destination node on the selected ring structure,
and

determine the parity of the computed distance; and

a plurality of queues to selectively hold the packets prior to
transport based on the determined distance and the
selected ring structure.

24. The semiconductor chip of claim 23,

wherein a first of the plurality of queues 1s to hold the
packets to be sent on the first ring structure 11 the deter-
mined distance 1s an even number;

wherein a second of the plurality of queues 1s to hold the
packets to be sent on the first ring structure 11 the deter-
mined distance 1s an odd number;

wherein a third of the plurality of queues 1s to hold the
packets to be sent on the second ring structure it the
determined distance 1s an even number; and

wherein a fourth of the plurality of queues 1s to hold the
packets to be sent on the second ring structure 1 the
determined distance 1s an odd number.

235. The semiconductor chip of claim 24, each node further

comprising;

a first multiplexor to select one of the first and second
queues to send the packets on the first ring structure 1n
response to an even-numbered or odd-numbered clock
cycle; and

a second multiplexor to select one of the third and fourth
queues to send the packets on the second ring structure in
response to the even-numbered or odd-numbered clock
cycle.

26. The semiconductor chip of claim 25, each node further

comprising;

a third multiplexor to select the packets from the first
multiplexor or other packets already on the first ring
structure to send to the destination node.

277. The semiconductor chip of claim 25, each node further

comprising:

a Tourth multiplexor to select the packets from the second
multiplexor or other packets already on the second ring
structure to send to the destination node.

28. The semiconductor chip of claim 23, wherein the pro-

cessor 1s further to:

determine whether to send the packets during an even-
numbered or odd-numbered clock cycle on the selected
ring structure.

29. The semiconductor chip of claim 23, wherein the pro-

cessor 1s Turther to:

determine whether to receive the packets during an even-
numbered clock cycle or during an odd-numbered clock
cycle;

determine on which of the first and second ring structures
to receive the packets based on the determined clock
cycle; and

poll the determined ring structure for the packets during the
determined clock cycle.

30. A system comprising;

a multiprocessor chip including
a plurality of nodes, and
a plurality of ring structures coupled to the nodes to

transport packets from a source node to a destination
node during a clock cycle based on a parity of a
computed distance in terms of clock cycles between
the source node and the destination node, a first of the
plurality of ring structures to transport the packets 1n
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a first direction and a second of the plurality of ring
structures to transport the packets 1n a second direc-
tion opposite to the first direction; and a bus coupled
to the multiprocessor chip.

31. The system of claim 30, wherein the first direction 1s
clockwise and the second direction 1s counterclockwise.

32. The system of claim 30, wherein the first direction 1s
counterclockwise and the second direction 1s clockwise.

33. The system of claim 30, wherein at least one of the
nodes 1s a bus mterface to receive the packets on the first of the
plurality of rning structures during an even-numbered clock
cycle and on the second of the plurality of ring structures
during an odd-numbered clock cycle and to transport the
packets to the bus one clock cycle thereatter.

34. The system of claim 33, wherein each node 1s to receive
no more than one packet per clock cycle.

35. A machine readable medium having stored thereon a
plurality of executable instructions to perform a method com-
prising:

selecting one of a clockwise ring structure and a counter-

clockwise ring structure on a semiconductor chip on
which to transport a packet from a source node to a
destination node;

calculating a distance 1n terms of clock cycle between the

source node and the destination node on the selected ring
structure;

determining a parity of the calculated distance;

sending the packet from the source node to the destination

node during a first clock cycle based on the parity of the
determined distance; and

receiving the packet at the destination node during a second

clock cycle based on the selected ring structure.

36. The machine readable medium of claim 35, wherein the
first clock cycle comprises an even-numbered clock cycle and
an odd-numbered clock cycle, and the second clock cycle
comprises an even-numbered clock cycle and an odd-num-
bered clock cycle.

37. The machine readable medium of claim 35, wherein the
sending comprises:

sending the packet during an even-numbered cycle 11 the

calculated distance 1s an even number and the selected
ring structure 1s the clockwise ring structure;

sending the packet during an odd-numbered clock cycle 1f

the calculated distance 1s an even number and the
selected ring structure 1s the counterclockwise ring
structure;

sending the packet during an odd-numbered clock cycle 1f

the calculated distance 1s an odd number and the selected
ring structure 1s the clockwise ring structure; and
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sending the packet during an even-numbered clock cycle if
the calculated distance 1s an odd number and the selected

ring structure 1s the counterclockwise ring structure.

38. The machine readable medium of claim 35, wherein the
receiving comprises:

recerving the packet during an even-numbered clock cycle
if the selected ring structure 1s the clockwise ring struc-
ture; and

recerving the packet during an odd-numbered clock cycle it
the selected ring structure 1s the counterclockwise ring
structure.

39. A machine readable medium having stored thereon a
plurality of executable mstructions to perform a method com-
prising;:

on a semiconductor chip, selecting in which one of a first

ring structure and a second ring structure to send packets
from a source node to a destination node, wherein the
first ring structure transmits packets in a first direction
and the second ring structure transmits packets 1n a
second direction, opposite to the first direction;

calculating a distance 1n terms of clock cycles between the
source node and the destination node on the selected
direction; and

sending the packets on the selected direction, during clock

cycles having a select parity based on a parity of the
calculated distance.

40. The machine readable medium of claim 39,

wherein the selecting comprises selecting a direction hav-
ing less nodes to traverse.

41. The machine readable medium of claim 39, wherein the
sending comprises:
sending the packets during an even-numbered clock cycle

if the calculated distance 1s an even number and the
selected direction 1s clockwise; and

sending the packets during an odd-numbered clock cycle if
the calculated distance 1s an even number and the
selected direction 1s counterclockwise.

42 . The machine readable medium of claim 39, wherein the
sending comprises:
sending the packets during an odd-numbered clock cycle if

the calculated distance 1s an odd number and the selected
direction 1s clockwise; and

sending the packets during an even-numbered clock cycle
if the calculated distance 1s an odd number and the
selected direction 1s counterclockwise.
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