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1

IMAGE BLOCKING ARTIFACT REDUCTION
VIA TRANSFORM PAIR

FIELD OF THE INVENTION

This invention relates to wavetform coding, image process-
ing for still or motion 1mages, 1mage compression and sub-
sequent reconstruction, block and wavelet signal transforms,
clectronic signal processing and 1n particular, methods for
mimmizing block transform edge artifacts caused by trans-
form coetlicient quantization 1n the 1mage compression pro-
cess. The mvention 1s applicable to prior art coding standards
for compression of images and motion imagery including the
Joint Photographic Experts Group (JPEG), the Motion Pic-
ture Experts Group (MPEGQG) series—one, two and four—and
the telecommunication series H.261 through H.264.

BACKGROUND OF THE INVENTION

This invention relates to the compression of still or motion
images for efficient storage and/or transmission. Most fre-
quently used 1s the method of performing the Discrete Cosine
Transtorm (DCT) followed by a quantization of the resulting
transform coellicients to minimize coetlicient data that must
be transmitted to represent the imagery and lastly a lossless
entropy encoding process for transmission of the quantized
data. This prior art sequence of operations 1s well known and
readily mmplemented. The DCT 1s a blocked transform
wherein individual blocks usually of an eight-by-eight array
ol picture elements each can be individually processed before
moving on to process the next block.

A natural consequence of the quantization process 1s the
loss of coellicient accuracy at the decoder, which results 1n
distortion of the reconstructed imagery. The purpose of a
good transform 1s to minimize the appearance of the distor-
tion introduced to create the efficient compression of the
imagery. The DCT 1s an excellent transform to accomplish
this goal. However, when a large amount of compression 1s
achieved by using a large amount of quantization then notice-
able artifacts appear 1n the reconstructed 1imagery. Most both-
ersome 1s the so-called blocking artifact, which causes image
portions to appear i blocks or tiles.

The Wavelet Transform (WT) 1s also used for image com-
pression and does not suffer the blocking problem since 1t 1s
calculated as overlapping waves without the immediate bor-
ders of the blocked transforms. The blocked nature of the
DCT, on the other hand, makes 1t 1deal for the motion com-
pensated prediction process used 1n the Interframe compres-
s1on of moving imagery. Use of this Inter-frame compression
technique with the Wavelet Transform 1s problematic and not
generally undertaken. For single images the Wavelet Trans-
form provides high compression efficiency without blocking

problems although 1ts calculation method 1s generally more
complex than that of the DCT.

An early example of WT prior art 1s described 1n U.S. Pat.
No. 4,447,886 named, Triangle and Pyramid Signal Trans-
forms and Apparatus issued to Meeker. Overlapping basis
functions are described to form a compact representation of
one- and two-dimensional data sets. Said two-dimensional
representation uses the one-dimensional transform 1n a modi-
fied separable two-dimensional configuration. These trans-
forms are shown 1n a stand-alone implementation not in con-
junction with another transform. The transforms have some
characteristics similar to the one-dimensional Wavelet trans-
form used in the present invention. The two-dimensional
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2

Wavelet Transform introduced herein and described 1s anovel
non-separable transform that 1s an integral part of this present
invention.

Block edge artifacts occurring with DCT reconstruction
have been treated 1n some system standards for many years
with smoothing filters applied across the block boundaries.
Although effective 1n reducing the artifacts themselves the
filtering action can attenuate actual image detail. Moreover,
the edge smoothing process can change the average bright-
ness of a block. In motion 1imagery this can cause an unin-
tended wavy appearance of imagery undergoing translational
motion. In the earlier H.261 video codec for teleconferencing
applications the smoothing filter was a simple low-pass filter
across the block edges but has grown in complexity with more
recent standards. The newer H.264 codec uses between three

and five tap filters to adjust the degree of filtering under a

variety of circumstances. Details of the H.264 de-blocking
filter are found 1n “H.264 and MPEG-4 Video Compression”

by lain E. G. Richardson, Wiley, 2004, PP. 184-187.

Another prior art technique 1s “Prediction of AC Coefli-
cients from the DC Values” 1n the firstJoint Photographic
Experts Group (JPEG) standard. This method 1s included 1n
the specification ISO/IECITCI/SC2/WG8 N745 (May
1988). A description 1s also given 1in “JPEG Still Image Data
Compression Standard”, VanNostrand Reinhold, N.Y., 1993,
pp. 261-265. by W. B. Pennebaker and J. L. Mitchell. The
method predicts the first five AC DC'T coeflicients of a block
being processed using the model of a quadratic surface fitted
to a three-by-three array of DCT blocks where the block
presently being processed 1s at the center. With this method a
smooth surface 1s produced at the center block’s edges 1n
smooth background areas of the image. However, predictions
are not reliable at edges and the method must be avoided 1n
those blocks where transmitted ac. coetlicients are decoded.

Another technique directed to block artifact reduction is
“Method and system for adapting a digitized signal process-
ing system for block processing with minimal blocking arti-
facts” described 1n U.S. Pat. No. 4,754,492 by Malvar. This
uses multiple DCT blocks with a post-filtering process form-
Ing, 1 essence, a basis function that i1s twice, or more, the
length of DCT tunctions and 1s called the Lapped Orthogonal
Transtform (LOT). Blocks therefore overlap each other by
50%, or more. LOT cosine basis functions both start and end
at the value of zero whereas the comparable DCT functions
start and end near the cosine function’s maximum value.
Discontinuities at the border between blocks are therefore
avoided. The meaning of the transform coellicients are modi-
fied from that of standard blocked transforms such that the
amplitudes of the discrete frequencies is carried by the lower
half of the frequencies 1n a pair of one-dimensional blocks
leaving the upper half of the discrete frequencies to carry
information as to how the actual frequency components are
distributed between the blocks of the pair. Quantization
elfects mstead relate to unintended distribution of frequency
content between the pair sometimes producing a “ringing”
elfect.

U.S. Pat. No. 5,220616 by Downing, et al describes a
method operating on reconstructed imagery at the decoder
transformed from received quantized transform coetlicients
wherein the resulting block boundaries are sequentially
scanned and subsequently smoothed by a one-dimensional
operator matrix.

U.S. Pat. No. 3,357,584 by Yamaoka discloses a method for
evaluating at the encoder the block artifact effects that will
occur at the decoder for particular levels of encoder quanti-
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zation. The encoder 1s then able to use an optimum degree of
coellicient quantization balancing image quality and com-
pression elficiency.

U.S. Pat. No. 5,367,385 by Yuan discloses a method for
pixel modification around block boundaries of i1magery
reconstructed from blocked transforms. A low-pass filtering
1s applied to reduce the difference between pixels across
block boundaries.

U.S. Pat. No. 5,629,778 1ssued to Reuman that discloses a
method for suppressing block artifacts through use of overlap
transformation of reconstructed imagery at the decoder and a
means of filtering in the frequency domain using a quantiza-
tion error matrix. Said error matrix 1s derived from additional
data sent from the encoder or from an estimation of error via
a decoder look-up table. The adjusted overlap frequency rep-
resentation 1s then inverse-transformed to obtain reduced-
noise 1magery for presentation.

The prior art 1n many cases has approached the block
artifact problem 1n a two step process of first measuring the
discontinuities at block edges 1n either the data or the fre-
quency domain caused by quantization effects on the trans-
form coetlicients received at the decoder. The second step 1s
a compensation process imnvolving replacement of data values
on either side of a block edge or the addition of compensating
frequency domain coelficients to afiect a similar result.

The present invention differs from this approach and does
not rely on measurement of block edges or subsequent com-
pensation of them. For small to moderate values of coetlicient
quantization a primary result 1s the loss of transform coetli-
cients that are quantized to the value of zero. A primary
category of these lost coellicients 1s a pattern that also appears
in adjacent blocks. In combination these transform coeili-
cients mdicate low-Ifrequency components of the same wave
over multiple blocks. The method of the new invention
largely prevents the loss of these low-1requency components
over multiple blocks by re-purposing the dc. coelficients of
the block transform to signal said components to the decoder.
Since the dc. component 1s not subject to variable quantiza-
tion as are the ac. transform coellicients 1n standardized sys-
tems the quantization effects do not occur with this signaling.
The re-purposing 1s accomplished by replacement of the dc.
term ol the blocked transform with a Wavelet Transform
scaled coelficient having certain desirable coellicients
designed for this purpose. A combination of the Wavelet
coellicients for multiple blocks by 1tself results 1n a decoder
reconstruction of smooth contour without block edges. This
technique also lessens artifacts caused by the ac, block trans-
form coellicients remaining to be transmitted to generate
detail 1n each block. This re-purposing method offers greater
use of the already available signaling structure in current
image compression systems and does not require any further
signaling of 1mage data, error data or side information.

OBJECTS OF THE INVENTION

A principal objective of the mvention 1s a reduction 1n
block edge artifact distortion 1n reconstructed data and 1mag-
ery whose representation in the block transform domain has
been compressed using a transform coetficient quantization
process. A further objective 1s to re-purpose the dc. transform
coellicient of each of a plurality of transform blocks through
partial use of a supporting Wavelet Transform to describe a
low spatial frequency continuous contour of the data or imag-
ery. The objective 1s to subtract this continuous contour from
the incoming data or imagery and perform block transforms
and quantization on the resulting difference signal. It 1s a
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further object of the invention to organize the calculation of
the wavelet and block transforms 1n a unified and computa-
tion eflicient process.

It 1s also an object of the invention to provide a new 1nteger,
non-separable, two-dimensional Wavelet Transform for re-
purposing the dc. coetlicient of the Blocked Transform and
achieve additional smoothness 1n the diagonal direction spa-
tial direction.

A further object of the mmvention 1s to satisty the above
objectives without transmission of any additional signal data,
error data or side information from the encoder to the decoder.

SUMMARY OF THE INVENTION

This 1nvention employs a combination of a blocked trans-
form such as the Discrete Cosine Transform (DCT) and a
Wavelet Transtorm (WT) to alleviate the blocking artifact
distortion in single images or motion 1magery but to also
retain the usability of the transform combination 1n motion
imagery applications and the flexibility of processing on a
block-by-block basis. This transform combination operates
in a first region directly on the image or other input signal
data. The output of the first region 1s a set of ac. and dc.
transiform coelficients organized into blocks, as 1s the case
with a blocked transtorm alone. The W'T optionally continues
on 1mto a second region by itsell using the output scaled
coellicients of the WT from the first region as mputs. The
output ac. coellficients of the first region are a combination of
the blocked and wavelet coellicients. The total number of ac.
and dc. coellicients from each combined transform block 1s
equal to the number of elements 1n the mput data set within
the range of the primary blocked transform. It 1s therefore
deemed a compact transform.

In the WT used 1n this combination the scaling analysis
component after three layers of calculations 1s by design
exactly equal to the dc. coelficient of the eight point blocked
transform, or of 64 points in two dimensions. The wavelet
coellicient analysis component 1s crafted tt o have a spread
over the 1mage, or other, data space somewhat greater than
that of the complementary scaling analysis component. The
Wavelet transform synthesis components are craited for per-
fect reconstruction and for compacting most of the low fre-
quency energy ol the mput data signal mto said Wavelet
scaling synthesis components. The underlying motivation
here 1s to reconstruct the low frequency portion of the data
signal from the dc. coeflicients of the transform, as these
always receive a fixed and quite modest amount of quantiza-
tion. These terms are also overlapping and proceed to zero
value at their edges. In contrast, the ac. blocked transform
coellicients which carry portions of low frequency energy
when said blocked transform 1s used by 1tself are subject to
heavy quantization and hence distortion. In a relatively
smooth area of the mput data set the ac. coeflicients often are
reduced 1n magnitude or made zero-valued when used 1n the
combined transformer of this mvention. The Low-pass fre-
quency filter sharpness of the WT 1s key to achieving good
artifact reduction.

The set of Wavelet coellicients in the first region of the
combined transformer are by design arbitrarily set to zero,
although not 1n all alternative implementations of this inven-
tion. A few scaled dc. coeflicients around this block must be
available for calculations as well. The ac. transform coeili-
cients generated by the blocked transform are modified
according to a function of the scaled dc. coelficients 1n the
neighborhood of the present processing block to then com-
pactly and completely specily the mput data 1in terms of new
modified transtform domain coellicients.
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The combined transform can be equivalently calculated in
multiple ways both at the encoder and the decoder. Details of
these methods are shown 1n the Detailled Description of the
Invention. A Walsh-Hadamard Transform (WHT) 1s calcu-
lated using the input data to obtain WHT transform coetli-
cients. This integer-type transform is calculated using only
additions and subtractions. Combinations formed from the
dc. values of surrounding blocks are next used to modify these
WHT coeftlicients 1n accordance with the mvention. In this
last process low frequency portions, now carried by the WHT
dc. coeflicient, are removed from ac. transform coeflicients.
These calculations involve only additions, subtractions and
binary shifts. No non-trivial multiplications are required.

The last encoder process prior to ac coellicient quantiza-
tion converts the WH'T coetlicients to those of the desired
transform. The DCT 1s a desirable blocked transform. This
conversion process contains all of the multiplications neces-
sary to calculate the DCT from the WHT. FAST algorithms 1n
one and two dimensions provide for relatively simple conver-
s1on processes. This two-step process of the WHT followed
by the DCT conversion avoids multiplications 1n the coetfi-
cient modifiers and relegates them to the WHT-TO-DCT
Transformation where they have to be done anyway to
achieve DCT coetlicients.

A wide variety of transforms can be calculated from the
WHT using a suitable and relatively simple transformation
matrix. Among these are iteger types that approximate the
DCT. The 2D WHT 1s naturally an integer type and use of an
integer conversion matrix can generate other integer trans-
form types. A 2D non-separable integer Wavelet Transform 1s
introduced as part of the invention that helps the transform
smoothly reconstruct the low frequency diagonal 2D imagery
as well as the horizontal and vertical 2D 1magery using only
the aforementioned dc. coelficients.

Region Two processing of the combined transform com-
mences with the scaled DC terms generated by the final layer
of the Wavelet scaled analysis step 1n Region One. The Wave-
let transform 1s continued 1n further layers wherein the coet-
ficients generated by each layer are now saved or transmitted
for subsequent data reconstruction. The blocked transiorm
coellicients are neither calculated nor used in Region Two.
Region Two 1s mtended for use 1n single 1mage compression
or the Intra-frame compression in motion 1imagery. Inter-
frame 1mage compression may alternatively employ Region
One processing alone.

The decoder for reconstructing the imagery from the com-
bined transform coelficients 1s described very much as the
inverse ol the encoder process. Mathematically the inverse
WHT 1s the same as the forward WH'. The conversion of
DCT coetlicients to WHT coellicients 1s a straightforward
reversal of the signal flow chart of the forward conversion
process. Finally, the computation of modifications of WHT
coellicients at the decoder 1s 1dentical to that of the forward
process. Where these adjustments at the encoder are subtrac-
tions these same modifications become additions at the
decoder.

The process of subtractive modifications to WHT or Block
Transtorm (BT) frequency coellicients at the encoder by per-
forming transiforms before the subtraction i1s shown to be
mathematically equivalent to performing the subtractive
modifications 1n the data domain between the mnput data and
the Wavelet low-pass filter data. Frequency domain subtrac-
tive modifications are desirable since each basic Transform
Block can be processed separately. Additionally, approxima-
tions can be readily made to the frequency domain subtraction
process with little effect on the performance of the system.
Some subtractions concerning high frequency coellicients
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can be omitted entirely. The decoder additive linear modifi-
cations are calculated from identical scaled dc. coelficient
data used at the encoder that convert the received ac. coetli-
cients back to complete WHT coefficients. Encoder and
decoder calculations are always 1dentical since they are based
on the non-variably quantized dc. components that are always
the same at the encoder and decoder.

The burden of transmitting a portion of the low-pass fil-
tered data normally carried by ac. block transform coetfi-
cients that are subject to variable quantization has been trans-
terred to the fixed-quantization dc. coelficient of the blocks.
The advantage gained 1s the avoidance of the generally higher
quantization performed on these ac. coeflicients and the
attendant generation of blocking artifacts in reconstructed
imagery.

The format of the above signal processing 1s important 1n
that 1t permits use of approximations of the frequency modi-
fication terms. The general procedure of subtractive modifi-
cations at the encoder with like additions at the decoder
results 1n saving low-Ifrequency image content that 1s other-
wise lost to coellicient quantization. However, the magnitude
of the Ifrequency-modification components generally
decreases with increasing spatial frequency. It 1s therefore
viable to consider simplification of the formation of these
components or in some cases omission of them. These are
both approximations. There 1s no harm done by this process in
the light-quantization case of ac. coelficients as said coetfi-
cients are able to take over any decrease in the capability of
the modifications. In the case of higher quantization of ac.
coellicients the decrease 1n ability of the modifications can be
kept small by approximating the higher frequency coetii-
cients to a higher degree and keeping the lower frequency
modifications less approximated. This preserves the quality
of the method and also affords some calculation simplifica-
tion.

A method 1s next shown for treating image, or other data,
edges, either 1D or 2D, to keep the number of transform
components from exceeding the number of data components.
This keeps the coelficient representation compact. The over-
lapping feature of the Wavelet transform requires data in
adjacent blocks for calculations. This data becomes non-
existent at edges where the data commences and ends. Odd
symmetry mirroring of the existing data 1s used at the data
edges to provide the extra mput data needed to calculate the
Wavelet Transform. This mirroring symmetry causes edge
transform coelficients to have zero value and can always be
taken to be zero-valued at the decoder avoiding any transmis-
sion of them.

In summary there are multiple ways of viewing this inven-
tion that describe 1ts characteristics and focus on 1ts desirable
teatures. First 1t1s a new class of signal transforms made from
a pair of previous transform types. This class can accommo-
date different block transforms and different Wavelet trans-
forms some of which are shown 1n the description of the
ivention.

Second it can be viewed as two different transform types—
the Wavelet and the blocked transform operating sequen-
tially—wherein the Wavelet Transform first represents low-
frequency content of the input data signal so as not to chop 1t
up 1nto blocks but rather portray 1t as continuous multi-block
imagery. The blocked transform is then presented the remain-
der of the imagery mvolving mostly the block’s details rep-
resented by higher-frequency content more seli-contained
within a block.

Third 1t can be viewed as a process of re-purposing the dc.
coellicient of the transtorm block to additionally be a sample
of a multi-block, sharp cut-off, low-pass filter such that 1n
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combination the multiple sample points represent the low
frequency contour of the data or imagery without being sub-
ject to the variable quantization of the ac. coeflicients of the
blocked transtorm. This re-purposing aspect creates a higher
level of performance in minimizing blocking artifacts without
trading away the block artifact problem for a different prob-
lem such as loss of 1image detail, ringing, or wavy-ness 1n
moving 1magery.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 shows a simplified block diagram of the basic inven-
tion for compression of an mcoming data source using a
combination of a Wavelet and a Block Transform together
over a first spectral region, Region I, and the Wavelet Trans-
form alone over the second spectral region, Region I1. F1G. 1a
shows the encoder and FIG. 15 shows the data reconstruction
decoder.

FIG. 2 shows a sequence of rearrangement and expansion
of the blocks 1n FIG. 1. Whereas FIG. 1 1llustrates the mnven-
tion with the combination of two transforms for Region I in
the data domain FIG. 2 shows the steps in dertvation of the
transiform combination in the frequency domain. FIGS. 2q, 25
and 2c¢ relate to the encoder and FIG. 2d relates to the decoder.

FIG. 3 shows block diagrams of the preferred implemen-
tation of the invention following the steps of the derivation
from FIG. 1 and FIG. 2. FIG. 3a shows the new encoder
configuration with the same end-to-end performance as
shown 1 FIG. 1a. but with all calculations oriented to a single
block at a time. FIG. 35 shows the new decoder configuration
with the same end-to-end performance as FIG. 15 but with all
calculations oriented to a single block at a time.

FIG. 4a shows a flow diagram for a single layer of the
selected elemental Wavelet Transform 1n the forward direc-
tion. FIG. 4b shows the diagram for a single layer of the
selected elemental Wavelet Transform 1n the inverse direc-
tion.

FIG. 5 shows the alignment of three layers of the Wavelet
Transform over five consecutive blocks of eight elements
cach. Input data in one dimension i1s shown along the top of
FIG. 5. Scaled dc. coetlicients one through five are shown at
the bottom.

FIG. 6a 1s a signal flow diagram for a single three layer
Wavelet Transformer (W) showing the individual elemen-
tary coellicient input/output nodes and the single scaled out-
put A(3). FIG. 656 shows the flow diagram for the Walsh-
Hadamard (WHT). When FIG. 64 1s overlaid on FIG. 65 1t 1s
seen to be a subset of FIG. 6b.

FI1G. 7 shows mput data examples and the responses of the
Inverse Wavelet Transform using only the third layer scaled
coellicient outputs from the analysis transform as input to the
synthesis transform. FIG. 7a shows an input with two values
cach of magnitude 400. FIG. 76 shows the response to the
input of FIG. 7a first with the parameter, ‘P’, equal to 4 (solid
line) and second to zero (dashed line). FIG. 7¢ shows a linear
ramp as the data input. FI1G. 7d shows the response to the data
of FI1G. 7c¢ first with the parameter, ‘P’, equal to 15 (solid line)
and second to zero (dashed line).

FIG. 8 shows the FAST signal flow diagram of the WHT-

to-DCT converter— T Matrix in one dimension that converts
an eight-point WHT to an eight-point DCT.

FIG. 9 shows the signal flow diagram of the Blocks Pro-
cessor to derive the WH'T one-dimensional transtorm coetfi-
cient modification signals of either FIG. 3a or FIG. 3b.

FIG. 10 shows the basis for deriving values for blocks at
data edge boundaries that are outside the region of the defined
one-dimensional data space. FIG. 10a shows the case wherein
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the A(3) block being processed 1s one block away from the
edge and FIG. 10b. shows the case wherein the A(3) block
being processed 1s at the edge of the data.

FIGS. 11a and 115 show the arrangement of two-dimen-
sional data and of transform coeflicients and the nomencla-
ture for them. Taken 1n the forward transform direction FIG.
11a shows all of the data elements required for processing one
two-dimensional elemental block located in the center of
FIG. 11b. In the reconstruction direction FIG. 115 shows all
the data elements required to calculate the four center data
clements within the heavy lines in FIG. 11a.

FIGS. 12aq and 126 show signal flow diagrams for the
clemental 2-D integer non-separable WT forward transform
and elemental 2-D integer non-separable reconstruction
transform respectively.

FIG. 13 shows the signal tlow diagram for the first of three
columns of the two-dimensional WH'T with simplified repre-
sentation for basic blocks. All 16 2-D blocks are indicated
through use of the parameter M that takes on values 01 0, 2, 4
and 6. A careful comparison with the blocks of FIG. 12
indicates that the elemental Wavelet Transform overlays pre-
cisely the WHT blocks defined in FIG. 13 not considering
transform scaling. Looking ahead to FIG. 16 there are 16
Wavelet blocks 1n column 1, (denoted by the °1’ mside the
blocks) that overlay the 16 WHT blocks indicated in FI1G. 13.

FIGS. 14a, 145, 14¢c and 14d show the signal flow diagrams
for the second of three columns of the two-dimensional WHT
with simplified representation for basic blocks. The four WT

blocks 1n FIG. 16, denoted by a circled 2, indicating column
2, overlay the four FIG. 14a WHT blocks marked TO 1nside

the blocks. The remaining 12 blocks 1n FIGS. 145, 14¢ and
144 do not have overlays.

FIGS. 15a, 1556, 15¢, and 15d show the signal flow dia-
grams for the third of three columns of the two-dimensional
WHT with simplified representation for the basic blocks. The
single WT block in FIG. 16, denoted by the circled 3, 1ndi-
cating column 3, overlays the one WHT block 1n FIG. 15q
with mnputs Y(0,0), Y(0,4), Y(4,0) and Y(4.,4).

FIG. 16 shows the signal flow diagram for the complete
two-dimensional WT overlay of the WHT, the latter being
available from FIGS. 13, 14 and 15. Signal outputs are 1n
bit-reversed order of actual transform coelficients whereas
data mputs to column one blocks are in normal order.

FIG. 17a shows the modified DST cast as a modified com-
bination of the WHT and the WHT-to-DST Transformation
Matrix to realize a compact DST implementation wherein the
dc. value of the data input has been removed and separately
sent as one of the compact set. FIG. 175 shows the IDST cast
as a modified combination of the DST-to-WHT Transforma-
tion Matrix following by the IWHT.

FIG. 18 shows the two-dimensional blocks at the upper left
corner of a picture where off-edge corner values A, B, C and
D are given values 1n terms of actual block values inside the
picture corners. These are the extra values over and above
ones calculated with reference to FIG. 10 for the one-dimen-
sional case.

DETAILED DESCRIPTION OF THE INVENTION

Many video and audio data compression systems employ a
data transformer, a lossy quantization process to reduce the
number of bits to describe transform coellicients and a sub-
sequent lossless encoding process. A major purpose of the
transiorm 1s to convert the data into a format where the sub-
sequent quantization 1s least disruptive to the quality of the
output data reconstructed from the quantized transform coet-
ficients. The quantization process results 1n fewer bits to
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specily each coetlicient. Many of these coeflicients have a
small magnitude and can be quantized to a value of zero.
Others have a value of zero. These quantized coelficients are
then very elliciently encoded using entropy coding and
placed 1n bit stream for transmission.

Distortion of the reconstructed data 1s produced by quan-
tization of transform coellicients 1n proportion to the level of
quantization employed. To effect high compression eifi-
ciency one uses greater quantization but to achieve less dis-
tortion one uses less quantization. Compression transiorms
can 1n part be judged by their ability to create better repro-
duction at higher quantizations than other transforms. The
DCT has found wide use 1n still and motion imagery since 1t
excels 1n this regard and 1s relatively easy to implement given
the FAST algorithms that have evolved for 1ts elfficient calcu-
lation. The size of an individual blocked transform has a
practical limit restricted by the number of calculations nec-
essary to perform 1t. The overall data space 1s therefore sub-
divided into multiple individual transform blocks each of
which 1s calculated separately.

The Wavelet family of transforms has evolved more
recently. A Wavelet Transform (WT) 1s an overlapping or
non-blocked transform with parameters that can be selected
to, 1n some sense, optimize compression performance. This
transform 1s calculated 1n layers that will be referred to as
bands wherein a one-dimensional transform one half of the
output data 1s coellicient data produced to exit the transiorm
at that band and the other half of the output data 1s scaled
coellicient data input to the succeeding band. In two dimen-
s1ons three-quarters of a band’s out are transform coellicients
that exit the transform at that band and one-quarter of the
output data 1s scaled coetlicient data iput to the succeeding
band. The number of bands does not have a limit due to
growing calculation complexity. However, the calculation of
the Wavelet transform 1s arguably more 1mvolved than 1s the
DCT and not as readily performed one block at a time.

Boththe DCT and WT can tolerate substantial quantization
of their ac. transform coellicients without excessive visible
distortion. Although the ac. coeflicients are variably quan-
tized the dc value of a blocked transform block 1s fixed and
always lightly quantized. This latter fact will be utilized in the
invention to gain improved reconstructed image perior-
mance. However, since the DCT 1s subdivided into blocks,
use of a large amount of ac quantization can cause artifact
block edges to appear 1n the reconstructed imagery. The W'T
generally avoids this particular problem since 1t 1s not a
blocked transform. Use of the WT in motion imagery has not
yet proven practical in the same way as the DCT since
Motion-compensated Interframe compression 1s a blocked
operation.

It can be argued that much of the blocking artifact problem
encountered with the DCT can be traced to the distortion or
complete loss due to quantization of low-frequency image
components extending over multiple transform blocks. The
suggestion here 1s that blocking artifacts might be largely
avolded 1f these low-frequency image components were
removed prior to performing the DCT and subsequent quan-
tization of 1ts ac transform coellicients. It will later be seen
that said removed low-frequency image components can be
transported to the decoder as part of the Wavelet Transform.
Evidence to support this suggestion 1s shown with regard to
Case 1, a particular, relatively simple example. Subsequently
Case 2, anon-global example will be discussed and finally the
case of both Case 1 and Case 2 simultaneously present will be
discussed.

Assume 1 Case 1 an image whose brightness increases
linearly from the left to the right horizontal edge but does not
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change 1n the vertical direction. The brightness changes the
same amount 1n the horizontal direction in each DCT block. It
1s shown later that a low-pass filter capable of capturing the
zero order moment (dc value of a transform block) and the
first order moment (the slope of the block) can completely
capture all of this change within the span of each block and be
discretely represented by a single data sample. This sample
will be equal to the dc coelficient of the DCT. When the
low-pass filtered 1mage 1s subtracted from the Case 1 mput
image the resulting 1image has all zero-valued elements and
hence all ac transform coellicients equal to zero.

Next assume instead that a blocked DCT 1s performed on
the Case 1 input image without first using a low-pass filter and
the resulting transform coellicients observed. For each block
the dc term 1s a scaled average value of all image elements of
that block. There are also four non-zero horizontal ac. coet-
ficients, C (0,1), C(0,3), C (0,5) and C (0,7) 1n each and every
block. This 1s in contrast to the low-pass filtered Case 1 image
where all transform coetlicients have the value of zero.

Proceeding further with Case 1 assume next that an 1mage
1s quantized such that the four ac coellicients in each block are
zero-valued and the block represented only by 1ts dc coetli-
cient value. The resulting reconstructed image exhibits verti-
cal bars, each vertical bar being the width of a transform
block. All image elements in a bar have the same brightness
equal to the scaled value of the dc transform coetlicient of the
block. All blocks 1n a vertical column have the same dc
transform coetficient as a result of the assumed input 1mage.
The block edge in the horizontal direction (a vertical line)
occurs due to the removal of the four horizontal coetlicients 1n
cach block. Thus a blocking artifact occurs at every block
edge 1n the horizontal direction but none at all 1n the vertical
direction, as there were no non-zero vertical-transtorm coet-
ficients 1nitially.

In the above example of Case 1 the only image detail 1n
cach block 1s that which occurs globally. This follows from
the fact that a low-pass filter of the type described above can
remove the vanation in the image domain from all of the
blocks. The DCT can properly encode and reconstruct this
information when light quantization 1s used but heavier quan-
tization destroys the accurate reconstruction. When this glo-
bal data 1s filtered out and carried by the dc sample prior to
forming and quantizing the ac coellicients 1t 1s immune from
high quantization effects.

Transform coeflicients 1 a block can also take on non-zero
values due to 1mage element variations that are limited to only
that block. Case 2 1s an example of non-global activity. Con-
sider a 1D data space of 16 elements wherein a left data block
has a half-cosine function over 1ts eight points and the right
data block has the same half-cosine function but with the
polarity signs inverted from those of the left block. The result
1s a complete cosine wave over two blocks and no disconti-
nuity exists at the common edge between blocks. In the DCT
domain the first ac coellicient 1n the left block will have a
value of +X and the first ac coelficient 1n the rnight block will
be —X. The opposite sign of these 1s necessary for the wave-
form to be continuous at their common edge. Also, 1f different
wavelorm magnitudes had been chosen for the two adjacent
blocks then a discontinuity at the common block-edge would
have been already built 1n and the effect of quantization more
difficult to assess. All other coellicients will be zero since the
input wavelorm has exactly the DC'T basis function of the first
ac coelficient. Any equal amount of quantization performed
on these two blocks will result 1n no discontinuity of the
reconstructed wavetorm since the relative magnitudes of the
two coellicients 1s preserved through the same quantization
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process. The absence of a block edge discontinuity prevents
the appearance of a block-edge artifact.

In the more general case values of transform coellicients
are determined by both local and global 1mage activity. The
next example 1s the linear sum of the wavetorms of Cases 1
and 2. Since the DCT 1s a linear transform the resulting
transform coellicients are the sum of the coelficients sepa-

rately produced for Case 1 and Case 2. Assume that the value
of the first coetficient for Case 1 1s W, the same for both
blocks. This occurs because the difference 1n dc values of the
two blocks causes alignment of the global wavelorm at the
common edge of the blocks. Then for the combination case
the left block will have a first coefficient value of [W+X] and
the right block will have a first coetlicient value of [W-X]. In
general the efl

ect of the quantization process will now be
different in the left block from that in the right block, although
not for all values of W and X. Where the quantization effects
are different 1in the two blocks then a discontinuity can occur
and a visible artifact may likely appear at the block-edge.

It 1s apparent that the contribution of Case 1, which has the
global wavetorm, provides a bias in the coellicient domain to
the non-global wavelform of Case 2. The bias 1n turn provides
the quantization process to operate differently on the wave-
forms 1n the two blocks for the Case 2 wavetform. The argu-
ment next follows that the removal of the global activity that
appears 1n a block prior to the transformation and quantiza-
tion processes can reduce the appearance of the blocking
artifact after reconstruction of the quantized image. This
redistribution of the global activity from the ac transform
coellicients that are subject to heavy quantization to the
lightly quantized dc transform coetficient 1s the root of the
invention.

As will later be shown the low-pass filter proposed for use
herein has a span of five eight-by-e1ght transform blocks. Its
use on single images prior to DCT transformation, quantiza-
tion and reconstruction has produced virtually block-artifact
free imagery where the same quantization without prior {il-
tering yields unacceptable block artifacts.

The mvention 1s first described 1n terms of block diagrams
applicable to either one- or two-dimensional cases. Both a
WT and a Block Transtorm (BT) are used. The BT must have
one output transform coetlicient whose value 1s equal to a
scaled average of all 1ts input data samples. The DST does not
have this output coelficient but can be modified to comply as
will be shown later. The BT can be any one of many blocked
transforms having the property of one-half even and one-half
odd vectors 1n one dimension. A two-dimensional transform
can be used 1f one-quarter of its vectors have an even-even
structure, one-quarter have even-odd, one-quarter have odd-
even and one-quarter have odd-odd structure. This latter
restriction permits most transforms including the WHT, the
DCT, the DST and most integer approximations to the DCT
and DST to be used. The BT must have an Inverse BT, the IBT,
that when given as 1ts input the outputs of the BT, calculates
at 1ts output the original data A applied to the BT mput. A
method of the invention 1s to use a WT providing the low-pass
filtering process and a WHT serving usually as an intermedi-
ate BT. It will be shown, importantly that the WT and BT
contributions can be most easily and efficiently combined 1n
the WH'T domain giving impetus for expressing the BT 1n the
form of the WHT followed by a transformation matrix to
obtain the desired BT. A sequence of block diagrams show a
first, direct structure and later the derived structure allowing
calculation of a single block at a time. The WHT output
coellicients are then converted by a sparse matrix transior-
mation called the Transtformation Matrix, into coefficients of
the target transform or B'T. This permits the mvention to

10

15

20

25

30

35

40

45

50

55

60

65

12

operate with the DCT or with an mteger version of the DCT,
as well as several other transforms, as the BT. The sparse
matrix permits eflicient transform conversion and overall
transform efficiency. The WHT itself 1s performed using only
additions and subtractions. The WHT 1s also an Integer Trans-
form and can be arranged, given integer inputs, to output
scaled integer coellicients. The IWHT 1s also an Integer
Transtform. The calculations required for processing the low-
pass filter can also be performed using only additions and
subtractions when an integer WT 1s used, as it will be 1n the
later description. The specific WT used 1n this disclosure 1s
exemplary and could be replaced by another W'I. However, 1t
1s 1important to cause the core of the selected elemental WT
used to be as much like that of the elemental WHT—which
has herein been done—to minimize the overall required cal-
culations.

The WT provides the low-pass filter processing as a com-
panion to the blocked transtorm through three stages of deci-
mation consistent with an eight point or eight-by-e1ght point
blocked transtform. This 1s called Region 1. The WT can,
however, provide additional stages of decimation afterward
by itself. This 1s called Region II. This can be used in single
image applications and in the Intra-frame mode of a moving
image compression system. For the Inter-frame mode of a
moving 1image compression system only Region I 1s used to
facilitate processing 1solated blocks. In Region II the WT
outputs both a final dc¢ scaling coeflicient and intermediate ac.
coellicients. This provides additional compression elficiency
especially 1n low bit-rate and high definition applications.

After a complete description of the combination of the
low-pass filter and the WHT the result can be viewed 1n the
light of a new single transform wherein the output dc coetli-
cients of the encoder have the same values of the WHT and the
ac coellicients have the values of the WHT ac coetlicients
minus values calculated from the surrounding block dc val-
ues. Five total dc values are used in the one-dimensional
transiform and twenty-five 1n the two-dimensional transform.
Some differences occur when the target transform 1s the DST
and these will be described later.

The mvention includes methods for the calculation of
transform coetficients at and near the data edges to solve the
problem of needing data past the end of a data stream to
participate 1n calculations.

A goal of this description 1s to start with both a blocked
transform such as the DCT and a WT and to subsequently
derive the integrated operational transform system shown 1n
FIG. 3, which i1s efficient from a compression standpoint,
attenuates block visibility and which can be readily calcu-
lated a single block at a time with a minimum of inter-block
processing. This system 1s first developed 1n terms of block
diagrams 1n FIGS. 1 through 3 1n a high level fashion showing
the overall nature of the invention. The details of the invention
with specific examples are next explained with reference to
subsequent figures.

FIG. 1a shows the Transtorm Pair

Encoder of the combined
Transformers. New Input Data, 10, 1s introduced to a Wavelet
processing system that includes blocks 20, 30 and 40. The
input data 1s subdivided 1nto strips, each strip having K points
in one dimension, or blocks where each block has K-times-K
points. The Wavelet Transform operates as a multi-band deci-
mation system wherein iput data 1s converted to ac. coetli-
cients that are outputs of the process at each band and dc.
scaled coelficients that are used as the input to the next lower
band. In this regard the system 1s a standard Wavelet multi-
resolution system. The W'T operates over a total of L bands.
The first N bands belong to Region 1, and the remaining
(L-N) bands belong to Region II. The number of points 1n
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cach strip, K, 1s equal to two to the Nth power. L 1s equal to or
greater than N. When L 1s made equal to N, Region II 1s not
used. In Region I both the WT and the BT are operative. In
Region II only the W'T 1s operative. To perform the WT 1n
Region IT additional W'T Neighborhood Coetlicients, 14, gen-
crated by neighboring Region I blocks, are required 1n the
process. After N bands of forward transformation a single
scaled transform coellicient, 24, 1s passed from the W'T, 20,
tor each block to the Inverse Wavelet Transtformer (IWT), 30,
for reconstruction. The definition of the IW'T 1s linked to the
WT by the following requirement. When the IW'T receives as
inputs a full set of output coelficients of said WT then said
IW'T exactly reconstructs at its outputs the data inputs to the
WT. However, due to the overlapping nature of the WT and
IWT the input set required by each 1s larger than the set
produced and a test for exact reconstruction must use multiple
clemental wavelets to produce all the inputs required by the
IWT. The IWT 1s selected or designed to produce a sharp
cut-oil low-pass filter characteristic using the scaled trans-
form coellicients of a local neighborhood of strips or blocks.

Also a feature desirable i the data domain from the IWT 1s
the ability to generate constant-slope output data with only
the scaled coefficients as inputs. In this case no ac. transform
coellicients are required to support this output. Importantly,
these ac. transform coellicients, 1f they were required, are
ones that might be quantized to zero by subsequent coetficient
quantization. A case 1s later shown where a single ac. WT
coellicient 1s additionally part of the IW'T reconstruction as 1s
part of the system’s capability. Any such ac W'T coelficient 1s
shown as the Selected WT ac. Coell. (22). For now only the
single dc. coelficient, 24, 1s assumed passed to IWT, 30. Dc.
coellicients from neighboring blocks, 12, are also mput to
IWT, 30, to participate 1n the IWT reconstruction as required
by the particular IWT used. The IWT output, 32, 15 a low-
passed version of the Data Input, 10, since only Wavelet dc.

terms are used 1n i1ts reconstruction. When an ac. coeflicient,

(22) 1s present 1t too participates 1n the IW'T reconstruction. A
subtraction unit, 40, subtracts the low-passed output, 32, {from
the Data Input on a point-by-point basis to generate a high-
pass filter function of Data Input, 10, at output 42. The ac.
coellicients, 26, from the W', 20, (except any used at 22) are
discarded for the first N bands. For the calculation of the final
(L-N) bands all W.T. ac. coeflicients and scaled coellicients,
70, are used as final outputs for the block.

As an aside the high-pass filter in FIG. 1 a formed by W,
20, IWT, 30, and subtraction unit, 40, could have been formed
froma W'T, 20, wherein only the ac. coellicients were saved to
subsequently apply to the IWT, 30, whose output, 32, 1s then
directly the desired data, 42. In this configuration subtraction
unit, 40, 1s not required. This configuration 1s i1dentical in
performance to FIG. 1a. However, it requires saving over a
large number of Wavelet ac transform coetficients, notonly 1n
the present block but 1n the neighborhood blocks as well. The
FIG. 1a design also leads directly to the development of the
desired configuration of FIG. 3a. that minimizes the amount
of data and amount of computation needed to process trans-
form blocks independently.

Still 1n FIG. 1a, ligh-pass output, 42, 1s input to the
Blocked Transform (BT), 50, that generates ac. BT coelli-
cients at output, 60. I there 1s one Selected WT ac. coelli-
cient, 22, used 1n the design this will be output with the
Coetficients, 70, and there will be one less coefficient used
from the set of BT ac. Coefficient, 60. The center of the BT
coincides with the center of the WT and coincides with the
center of the data strip in one dimension and the center of the
block 1n two dimensions. The number of points, K, 1n the BT
1s two to the Nth power where N was the number of bands
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used in the W.T. to generate data at locations 32 and 42. In two
dimensions the number of points 1n the BT 1s K-times-K. All
ofthe data, 42, being inputto the BT, 50, 1s a high-pass filtered
version of Input Data, 10. In the examples shown later N will
be three and K will be eight. In this way the dc. term from
Region 1 produced by WT, 20, and fed to IWT, 30, and the ac.
BT coeflicients, 60, form a compact set of output transform
coellicients. The number of said transform coetficients in the
compact set 1s equal, on average, to the number of new Input
data samples required to generate a strip or block of said
coellicients. When the BT 1s taken as the DST later on there
may be one additional coellicient allowed 1n the compact set
although a method 1s later disclosed resulting 1n a modified
DST with a compact set of transform coelficients. In Region
II a number of additional bands of only Wavelet coellicients
can be generated 1f L 1s greater than N. If L 1s equal to N then
a single Output, 70, 1s formed equal to the dc. WT value
produced by W.T., 20 and mput to IWT, 30. The purpose of
extending the Wavelet Transform layers beyond N 1s to pro-
vide additional transform compression efliciency, especially
in input data regions with little change 1n long strings of the
data.

The companion Transform Pair Decoder for the system of
FIG. 1a 1s shown 1n FIG. 15. Ac. BT Input Coetlicients, 110,
are fed to the Inverse Block Transtormer, 120, that in turn
generates a high-pass version of the reconstructed data, 125.
When the IBT receives as mputs a full set of output coetti-
cients of the BT then said IBT exactly reconstructs at 1ts
outputs the data imputs to the BT. The companion WT Input
Data, 130, enters the Inverse Wavelet Transtorm (IWT) for
Region II, 140. This data includes both new WT coelficients
directly associated with the present block plus W coetficient
data associated with neighboring blocks required for the
reconstruction. The Output of IWT, 140, 1s Level N WT
scaled coellicient data, 145. Any selected ac. W'T coellicient
data, 149, 1f used in the particular design, 1s input to IWT, 150,
as well. Data, 145, data, 149, and Level N data from neigh-
boring blocks, 147, 1s input to the IWT, Region I, 150. The
output of IWT, 150, 1s the low-pass data, 155, needed to
augment the high-pass data, 125. The Adder, 160, combines
Data, 125, and Data, 153 to generate the final Reconstruction
Data, 170. The Encoder of FIG. 1a and the Decoder of FI1G. 15
comprise one complete implementation of the invention. Said
implementation can be employed 1n single image or in Intra-
frame motion 1mage compression and reconstruction. How-
ever, the means must be provided to perform all of the Wavelet
processing to have readily available the Level N data, 12, at
the Encoder and Level N Data, 145 and 147, at the Decoder
before generating or combining with BT data, 125. A two-
pass procedure may be helpiul in doing this wherein all of the
Wavelet Transforms for a large group of blocks are processed
in one pass and the Block Transforms are processed in another
pass.

The method of the Invention to integrate much of this
processing of the preceding paragraph and to allow 1t to be
performed as a succession of single blocks 1s next shown in
FIG. 2a through FIG. 24. The final Encoder block diagram 1s
shown 1 FIG. 3a and the final Decoder block diagram 1s
shown 1n FIG. 3b. FIG. 2a shows the Block Diagram of FIG.
1a with the BT, 50, replaced by the combination of a Walsh-
Hadamard Transform (WHT), 200, and the transformation
matrix, 210, to generate the BT ac. output coellicients, 215.
Blocks and Data of FIG. 2a that are the same as 1n FIG. 1a
have the same reference numbers as 1n FI1G. 1a. The transior-
mation matrix, T Matrix, 210, 1s specific to the particular BT
that 1s being replaced. This technology 1s described 1n the
book, “Discrete Cosine Transform Algorithms, Advantages,
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Applications” by Rao and Yip, Academic Press, 1990, pp.
62-63 for one dimension and pp. 104-106 for two dimensions.
Details of this are further discussed later 1 this Description.
Thus, FIG. 2a performs the same processing as FIG. 1a.
FIG. 26 shows the Encoder of FIG. 2a wherein the WHT,
200, 1n FIG. 2a 1s moved to the left of the subtraction unit,
280, 1n F1G. 25 to appear at both its inputs. This juxtaposition
produces the same results at output, 290, in FIG. 25, as 215 in
FIG. 2a. The inputs to the subtraction unit, 280, are now WHT
coellicients rather than data elements and low-pass data ele-
ments 1 FIG. 2a. The transformation (1) Matrix, 285,
receives coellicients, 282, from subtraction unit, 280, to pro-
duce the BT ac. coetlicients, 290. All processes to the left of
subtraction unit, 280, are not atfected by the selected T Matrix
and the BT. Furthermore, since both the WHT and the specific
WT that will later be used 1n the examples are integer trans-
forms the entire system can have integer characteristics i1 the

BT 1s an integer transform, which 1n turn results 1n an integer
T Matrix, 285. Although FIG. 2bhas two WHT units (260 and

2'75) rather than a single WHT unit in FIG. 2q, the WHT, 275,
1s later removed by combination with IW'T, 270.

FIG. 2¢ first shows consolidation of the WHT, 260, and the
first N bands of the W'T, 2355, of FIG. 2b. This 1s possible by
selecting a WT that 1s an offshoot of the WHT, 1n particular
one that has a +1/-1 buttertly at its core and common to both
the WT and the WHT as will be shown later in more detal.
This causes the analysis function of the Wavelet Transform of
N bands to have the same output value as the dc. term of the
WHT. Theretfore the WT, 255, of FIG. 2b can be replaced 1n
FIG. 2¢ by the WHT, 310, for the first N bands and the WT,
320, to process the subsequent bands from band N+1 to band
L. Where selected WT ac. coellicients are used 1n a design the
WHT, 310, can be augmented to generate these as well. WT,

320, 1s a small percentage of the hardware or software com-
pared with W, 255, of FIG. 25, and 1n the case of L=N, W,

320, 1s not needed at all. In this last case the WHT, 310, dc.
term, 315, 1s directly output to 390 1n FIG. 2c.

The IWT, 330, and WHT, 340, are shown unchanged from
their functionality 1n FIG. 26 as IWT, 270, and WHT, 275, but
now have a dashed line around them and labeled as the Blocks
Processor, 350. The name stems from all of the inputs being
block averages, also called the dc. terms and also equal to the
scaled coetlicient of the N-band W'T. When Selected WT ac.
Coellicients are used 1n a design these are passed by data 315
to the Blocks Processor 350, and through 320 without further
processing to WT Coellicients, 390. The Band N dc. terms are
part of Data, 315, and used by Blocks Processor, 350, and the
WT Bands N+1 to L, 320, to generate the Band N+1 to L
output coetlicients at 390. The IWT and the WHT can have a
lot 1n common when the IW'T 1s close to the structure of the
Inverse WHT (IWHT). This commonality 1s important 1n
mimmizing the complexity of the Blocks Processor. It was
carlier noted that the analysis WT scaled coetlicient 1s equal
to the WHT dc. term. However, the IWT synthesis function
starting with the WT dc. term 1s a superset of the reconstruc-
tion of the WHT as will later be detailed. It 1s possible to recast
the 330-340 pair of FIG. 26 as a single entity by first writing
out the equations of IWT, 340, followed by writing the equa-
tions for WHT, 340, substituting, stmplifying the result and
then expressing the result in terms of certain input combina-
tions of the mput dc. terms, 315 and 318 1n FIG. 2¢, and W'T
ac. terms 11 used. Furthermore, it 1s efficient to then express
higher-frequency WH'T modification coetlicients, 362, in
terms of lower frequency modification coelficients to further
reduce the number of calculations required during a block
cycle. This dertvation 1s somewhat lengthy, especially 1n two
dimensions, but needs to be done only once to establish the
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new calculation formulas. This one-time design process 1s
disclosed 1n considerable detail for one- and two-dimensional

cases later 1n this description.

The Decoder of FIG. 15 1s first recast in FIG. 2d so as to
derive the final decoder configuration in FIG. 3b. First, the
IBT, 120, 1n FIG. 15 1s replaced in FIG. 24 by the Inverse T
Matrix (IT Matrix), 420, followed by the IWHT, 430, and
connected by data path, 425. Second, 1n between IWT Region
1. 150, and Adder, 160, both 1n FIG. 15 1s added the WHT,
460, tollowed by the IWHT, 470. The combination of 460
followed by 470 simply passes the data signal, 455, to the
adder, 480, unchanged since IWHT, 470, 1s the inverse of
WHT, 460. The Input/Output characteristic of FIG. 2d 1s
identical to that of FIG. 15 but this intermediate arrangement
tacilitates the final step 1n development of the new Decoder of

FIG. 3b.

The Decoder of FIG. 35 1s recast from FI1G. 24 in two steps.
First, the IWHT, 430, and the IWHT, 470, are transferred to
the right side of the Adder, 480, where only the single IWHT,
670, 1s needed 1n FIG. 3b6. The second operation 1s to group
the IWT Region I, 450, and the WHT, 460, of FIG. 2dtogether
as the Blocks Processor, 650, 1n FI1G. 35. This Blocks Proces-
sor, 650, 1s 1dentical to the Blocks Processor, 540, 1n FIG. 3a.
Adder, 660, 1n FIG. 35 now adds together ac. WHT coetli-
cients from IT Matrix, 620, and WHT coefficient modifiers
from Blocks Processor, 650.

The structures of the Transtorm Pair Encoder, FIG. 34, and
Transtform Pair Decoder, FIG. 35, can be viewed such that
approximations identically made in both Encoder and
Decoder Blocks Processors theoretically result 1n no error 1n
the operation of Decoder data reconstruction relative to the
Encoder Data Input. In fact, 1f all of the ac. WHT modification
coelficients from Blocks Processors, 540 and 650, in FIG. 3a
and FIG. 3b are set to zero there 1s theoretically still no error.
Note the dc. component that passes through the Blocks Pro-
cessors must be maintained. In this case the system of
Encoder and Decoder revert to the BT-only Encoder and
Decoder. The difference between the theoretical and the
actual systems occurs when coellicient quantization 1s ntro-
duced and a substantial difference 1n performance then occurs
between the system of FIG. 3 and a system using only the BT
and IBT. This can be seen by a careful examination of the
structures of FIG. 3a and FIG. 35. This discussion suggests,
however, that low-level approximations can be made in the
Blocks Processors in the interest of reducing the computa-
tions required 1n said Processors providing that the same
approximations are made in both the Encoder and Decoder.
One class of approximations 1s to limit the WHT ac. ire-
quency terms developed by the Blocks Processors to the
lower frequencies. Another class of approximations 1s to
quantize the coellicients from the Blocks Processors to a
predetermined precision that would permit several interme-
diate terms to not be calculated. This benefit1s not available to
the configuration of FIG. 1a and FIG. 15 where the data
clements, rather than frequency coelficients, are subtracted
and added, respectively, in the Encoder and the Decoder.

-

This completes the Block Diagram descriptions for the
two-transform systems. The next section describes 1n detail a
one-dimensional implementation of the systems of the previ-
ous description and the first three figures. This includes devel-
opment of the Blocks Processor formulas for calculation of
WHT transform coeftficients. Following the one-dimensional
case description the two-dimensional case 1s described with
reference to a novel non-separable two-dimensional integer
Wavelet Transtorm. Only the Blocks Processor calculations
must be carried out 1n a non-separable fashion leaving the
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WHT, IWHT, T Matrix and IT Matrix to be calculated as
separable transforms, 11 desired.

One-Dimensional Transform Pair
An exemplary exact reconstruction Wavelet Transform 1s

next defined which will be used throughout this descriptionof 53

the one-dimensional case. It 1s not the only one that could be
used but 1s relatively simple and, with certain choices of its
parameter, requires no non-trivial multiplications for 1ts cal-
culation. It 1s therefore an integer transform.

In one dimension let there be a string of mput samples
D(-1), D), . . ., D(4). Let a low-pass forward scaling
analysis filter be defined as,

C(N)=SP{D(N1-1)+D(N1)}, where N1=2*N.

And let the high-pass forward coelficient analysis filter be
defined as,

CONY=SF*{DIN1-1)-D(N1) }-p*{ C(N-1)-C(N+1)},
where

C(N-1)=Sf*{D(N1-3)+D(N1-2)}, and

C(N+1)=S{ DN1+1)+D(N1+2)}, and p is a param-
eter.

The last two functions are also other low-pass analysis
functions, which are shared with other analysis processing
blocks. One coellicient, CC(N), and three scaling coetfi-
cients, C(N-1), C(N) and C(N+1) are here defined. S1 1s the
forward transform scaling constant. The parameter, p, will be
selected shortly. The input data stream, D(*), can be extended
and a new pair of outputs defined for every two new data
samples. The data flow diagram for this forward elemental
Wavelet transform with N=1 1s shown 1n FIG. 4a.

CC(N) above can be specified purely in terms of si1x imnputs
at the D(*) level as seen by substitution for C(N-1) and
C(N+1). The given form above provides some calculation
simplicity 1in both analysis and synthesis operations but with
reduction in generality. Notwithstanding 1t will later be seen
that the impulse response of the synthesis scaling function
provides a quite desirable low-pass filter frequency response.

The flow diagram notation used 1n this invention descrip-
tion, such as i FIG. 4 and later figures 1s now detailed.
Signals are taken to tlow generally from leit to right with or
without some vertical tilting component. No vertical-only
lines are used. A line without any designation implies a mul-
tiplication by one. A line with an arrow on the line implies a
minus-one multiplier. An ‘X’ on the line and an accompanying,
symbol implies amultiplication by the value of the symbol. In
some cases a flow diagram can be read backward where the
signals enter on the right and exit on the left. This 1s used in the
cases where the flow diagram of the iverse transform 1s the
left-to-right opposite of the forward diagram.

The left and right edges of a data string lack some of the
data elements with which to calculate forward and inverse
values. The calculations at these edges require modified pro-
cessing that will be deferred until the whole one-dimensional
system 1s defined.

Let two complementary synthesis (alternatively, inverse or

reconstruction) filters next be defined for reconstructing the
data, DR(1) and DR(2), as,

DR(N1-1)=Si*[C(N}+p*{C(N-1)-C(N+1) }]+Si */CC
(M)], and

DR(ND)=Si*/C(N)-p*{ C(N-1)-C(N+1)}]-Si*/CC
(M)].

The first term (1n brackets) 1n each equation 1s the synthesis
scaled part and the second 1s the synthesis coelficient part.
Note that the synthesis 1s defined differently from the analysis
in that the term, p*{C(N-1)-C(N+1)}, is part of the scaling
function 1n the synthesis but part of the coeliicient function in
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the analysis. These equations are shown in the tlow diagram
of F1G. 45 where Si 1s the mverse scaling constant.

The exact reconstruction 1s next shown by substitution for
C(N) and CC(N) from the forward transform, as

DR(N1-1)=Si*/Sf{D(N1-1)+D(N1)}

+H(SH{D(N1-1)-D(N1)}—p *{ C(N-1)-C(N+1) } )+
p*CINL)-CN+1)}], or,

DR(N1-1)=Si*(2*Sf*D(N1-1)), and
DR(N1)=Si*SF*{D(N1-1)-D(N1)}

~(S{D(N1-1)-D(N1)}-p *{ C(N-1)-C(N+1) } )+
pHCIN-1)-CV+1)j],

Of,

DR(N1)=Si*(2%SFD(N1)).
[1 the substitution S1*S1=Y% 1s made,
DR(N1-1)=D(N1-1), and

DR(N1)=D(N1).

Thus exact reconstruction occurs. For symmetrical for-
ward and 1inverse processes of a single layer where S1=S1 then
cach constant 1s the reciprocal of the square root of two. To
avold non-rational scaling constants non-equal values of Si
and St can beused such as 2 and 1. For an N-layer system the
overall scaling constant 1s the product of the scaling constants
for each individual elementary layer. This 1ssue arises again
when the wavelet and blocked transforms are considered
together.

Next, the parameter, p, can be selected to produce zero
value coelficients for portions of the mput data having a
constant slope. The appearance of reconstructed 1image data
will be unaflected by heavy quantization of coeflicients in
said areas since said coelficients will have a value of zero. 1o
find a value for ‘P’ to provide this result presume an input data
set with a constant slope,

D(1 =1+k, D(2)=2+k, etc. where k 1s an arbitrary constant.
Then,

C(O)=SFE(= 1 +k+0+k)=SF* (= 1+2%Kk),

C()=S(1+k+2+F)=SP*(3+2%k),
C(2)=SF*(3+k+4+k)=S*(7+2*k), and

CO()=SF* (1 +h=2-F)—p =Sf* (= 14+ 2% k= T-2%F)

For CC(1) to be zero valued,

0=Sf*(-1-p*{-8}), or p=V%, independent of the value of
ST.

Using this value for p the reconstructed values are,

DR(1) = Si#[SF+{3+2k} +1/8SFs{—1+25k—T7 =2k} +0
= SixSF a3+ 2k —1]
= 1/2%[2+2%k]
=14k

DR(2) = Si#[Sf+{3+25k}—1/8#SFs{—1+ 25k =7 =2k} +0
= Si+Sf#[3+ 25k + 1]
= 1/2%[4+2%K]

=2 +k,
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which are equal to the constant slope mput data used for
D(2) and D(3). D(0) through D(5) were part of the constant
slope mput data as well. P will take the value of (3) 1n
subsequent equations 1n this format.

The three-layer Wavelet transform 1n one dimension 1s next
described showing the equations for 1ts calculation. Level D
contains the mput data. The three layers are from level D to
level C, from C to B and from B to A as shown first in FI1G. 5.
An index system 1s now used for the elements 1n the four
levels that allow similar equations to be used for all levels,
avold negative 1ndices to accommodate computer program
usage and to provide the desired registration between levels,
or bands. In particular the A level must have a scaling coel-
ficient which 1s the average value of the eight mput data
clements centered above 1t in level D. This satisfies the criteria
of having the same value as a blocked transform starting with
the same eight elements of level D. FIG. 6a shows the flow of

data from the calculations. The outputs of the first layer scaled
coellicients C(9), C(10), C(11) and C(12) and coelficients

CC(9), CC(10), CC(11) and CC(12). These latter are calcu-
lated 1n two pieces as shown 1n FIG. 4a and the equations
below. The formation of the first piece, the difference between
two data elements at the D level, 1s shown 1n the flow graph,
c.g. D(2*N-1)-D(2*N). The second piece, -P*[C(N-1)-C
(N+1)] 1s not shown 1n FIG. 6a but indicated only by a stub at
the CC(N) node. This notation provides two features. First,
the flow diagram 1s usable 1n both the forward and 1nverse
directions. Secondly 1t provides a basis for a common struc-
ture with the WH'T, which shown 1n FIG. 654. and described
later.

The forward equations in the BASIC language with s1=1/2

are,
Level 'D to level C

FOR N=1 TO 20:N1=2*N
C(N)=0.5*(D(N1-1)+D(N1))

NEXT N
FOR N=9 TO 12:N1=2*N

CC(N)=0.5*(D(N1-1)-D(N1))-P*(C(N-1)-C(N+1))

NEXT N

The division of calculation of C(N) and CC(N) shows that
a smaller number of coellicients will be used 1n the recon-
struction calculations than scaled coeflicients. The scaled
coellicients, which are used multiple times, are in practice
calculated once and saved over for reuse. Proceeding with the
next level,

Tevel C to level B
FOR N=1TO 10:N1=2*N

B(N)=0.5*(C(N1-1)+C(N1))

NEXT N
FOR N=4 TO 7:N1=2*N

BC(NY=0.5%(C(N1-1)=C(N1))=P*(B(N-1)-B—-B(N+
1))

NEXT N

For the final layer,

'Level B to level A

FOR N=1 TO 5:N1=2*N

A(N)=0.5*(B(N1-1)+B(N1)

NEXT N

FOR N=2 TO 4:N1=2*N
AC(N)=0.5%(B(N1-1)-B(N1))-P*(A(N-1)-A4(N+1))

NEXT N

The limits on N and N1 above are determined by the
reconstruction equations, which follow next. The equations
are presented 1n this format to show a complete forward and
reconstruction set although a major part of the invention 1s to
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describe a more integrated method for the calculations 1n the

atorementioned Blocks Processor. First let si=1 and

AR(N)=A(N) 1n general and then,
'A to B Level
FOR N=2 TO 4:N1=2*N

BR(N1-1)=AR(N+P*(AR(N-1)-AR(N+1))+AC(N)

BR(ND)=AR(N)-P*(AR(N-1)-AR(N+1))-AC(N)

NEXT N
'B to C Level
FOR N=4 TO 7:N1=2*N

CR(N1-1=BR(N)+P*(BR(N-1)-BR(N+1))+BC(N)

CR(N1)=BR(N)-P*(BR(N-1)-BR(N+1)-BC(N)

NEXT N
'C to D level
FOR N=9 TO 12:N1-2*N

DR(N1-1)=CR(N)+P*(CR(N-1)-CR(N+1))+CC(N)

DR(N1)=CR(N)-P*(CR(N-1)-CR(N+1))-CC(N)

NEXT N

This defines a three-level Wavelet transform although it
can be seen that a calculation of two or more adjacent blocks
in this fashion repeats some of the same calculations due to
overlapping functions. To be more efficient a calculation
scheme can be devised to save-over some of the results of one
calculation that are needed for a subsequent calculation.
However, to operate on 1solated blocks there will not gener-
ally be an overlap 1n calculations so a more efficient single

block method will be described.

FIG. 5 shows input data for five blocks of eight elements
cach. These blocks include, respectively, elements one
through eight, nine through 16, 17 through 24, 25 through 32
and 33 through 40. The center block, number three, from
clements 17 through 24 1s reconstructed by the above equa-
tions. Five blocks need to be processed 1n part in the forward
direction to gather sufficient scaled and coetficient values to
perform the 1iverse transform for reconstruction of data ele-
ments 17 through 24. Moreover, 1n a complete Wavelet recon-
struction, coetficients with indices two, three and four are
required from the first layer. From the second layer scaled
values, as produced by the processing of the first layer, with
indices three through eight and coellicients with indices four
through seven are required. From the third layer scaled values
as produced by the processing of the second layer, with 1ndi-
ces eight through 13 and coetlicients nine through 12 are
required. Note that scaled values with indices seven and 14
are produced by the second layer but are not used 1n the third
layer processing.

FIG. 6a focuses on the block operating on data elements 17
through 24 from FIG. 5§ and shows a tlow diagram for the
torward wavelet transform of three layers. Scaling by values
of STand S1 are not shown. For the inverse transform FIG. 6a.
1s applicable wherein the nodes are labeled AR(*), BR(*) and
CR(*) and the coeflicient entry points are again labeled

AC(*), BC(*) and CC(*). However, said points are defined,
for example, as,

CC10)+P*{C(9)-C(1 1)},

where the stub at the node indicates the addition of the
second of the two terms above.

FIG. 6b 1s a signal flow diagram for the one-dimensional
eight-point Walsh-Hadamard Transtform (WHT). Other flow
diagrams for the WHT are viable but this one has considerable
commonality with the WT of FIG. 6a. In the forward direc-
tion the data mputs are D0 through D7 and the frequency
domain outputs A0 through A7. Also shown are bit-reversed
outputs, A*0 through A*7, which will be usetul later on. The




US 7,545,988 B2

21

transform 1s performed in three columns from left to right.
The first column outputs are CO0 through C7 and the second
column outputs are B0 through B7. The iverse WHT
(IWHT) can be calculated from right to left using the same
diagram. A comparison ol F1G. 6aq and FI1G. 65 shows that this
WT 1s asubset of the WHT. That 1s, all of the paths of this WT
are included 1n the WH'T except for the alorementioned stubs.
Specifically the correspondence of signal nodes 1n FIGS. 6a
and 65 are,

FIG. 6a FIG. 6b FIG. 6a FIG. 6b
C(9) CO B(5) BO
C(10) C1 B(6) Bl
C(11) C2 BC(5) B2
C(12) C3 BC(6) B3
CC(9) C4

CC(10) C5 A(3) A0
CC(11) Cé AC(3) Al
CC(12) C7

With these correspondences the WHT signal flow graph
can be used for either the WHT or in part for this WT and for
both inverse transforms.

The elemental IWT 1n FIG. 45 1s used for the IWT N-layer
synthesis low-pass filter. Herein the ac. coellicients are set to
zero leaving only the scaled coeflicients to enter as data.
Although the coetlicients here and in FIG. 6a proceeding
from lett to right are zero-valued the stub portion at the same
nodes where coetlicients are entered must be entered using,
the rest of the terms. These are the terms,

[P*{X(N-1)-X(N+1)}] where X will be either A, B or C
depending on the layer being calculated. Some examples
showing the result of reconstruction using only the scaled
coellicients are next shown to illustrate the characteristics of
this filtering.

Example 1 in FIG. 7a shows the center five blocks of a
nine-block sequence. Only the center block containing data
clements 33 through 40 has non-zero value data. Elements D3
and D4 of this block are each given a value of 400 and the
remaining elements given a value of zero. The forward trans-
form 1s taken, the non-scaled coelficients zeroed as explained
above and a three-layer reconstruction performed to recon-
struct the center five blocks. The resulting values 1n sequence
over the five blocks are,

0 U -0.2 0.2 1.76 1.37 0.39
—-12.89 -15.23 —-12.50 -9.3% -6.25 3.13 15.23
78.52 99.61 108.20 113.67 113.67 108.20 99.61
37.89 15.23 3.13 -6.25 -9.3% —-12.50 -15.23
-3.52 0.39 1.37 1.76 0.2 -0.2 0

Note that the sum of the data elements 1n each of the first,
second, fourth and fifth blocks 1s zero whereas the sum of the
data elements 1n the third block 1s 800. Reconstructed ‘D’
clements are shown 1 FIG. 7b for Example 1. This response
1s quite similar to the familiar sin(x)/x function although 1t 1s
damped such as to go to zero 1n the end blocks 1n FIG. 75. The
frequency response associated with a sin(x)/x function 1n the
data domain 1s that of a sharp low-pass filter function. This
characteristic 1s highly desired in this application to place a
large percentage of the low frequency energy in the scaled
term and leave the remaining ac energy within the ac coetfi-
cient terms.
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A second response wherein the parameter “p’ 1s set to zero
1s also shown i 75 in dashed lines for Example 1. This
response 1s typical of a blocked transform. In particular 1t
applies to the WHT whose flow diagram 1s shown 1n FIG. 6.
The case where ‘P’ 1s set to zero reverts to use of only the
blocked transform.

In Example 2 shown 1n FIG. 7¢ the input data 1s given for
the constant-slope case by the equation D(X)=x over seven
blocks (shown only over the five center blocks). Again ac
coellicient data 1s discarded and reconstruction from only the
WT scaling functions performed. The reconstructed values of
‘X’ elements for ‘p’=% 1s shown in FIG. 7d. The recon-
structed values for the same mput set of D’s wherein ‘p’=01s
also shown 1n dashed lines in FIG. 7d. The constant slope 1s
exactly reproduced for p=%s whereas the case for p=0 yields
a set of discontinuous steps, the same as for the blocked
transform alone.

The Walsh-Hadamard Transform (WHT) whose eight-
point bit-reversed matrix, adapted from “Iransform Coding
of Images” by R.J. Clarke, pg. 102, 1s shown in Table 1 and
can be cast in a FAST calculation matrix without multiplica-
tions except for scaling multipliers. The scaling multiplier for
cach output of an eight-point WHT 1s the reciprocal of the
square root of eight. The matrix, minus scaling constants, 1s
shown 1n FIG. 65 and consists of only two values, +1 and -1.
The transform coellicient outputs of the WHT are A0 through
A7 and are seen to not be 1n ascending numerical order.
However, these same outputs expressed 1n bit-reversed order,
A*0 through A*7 are 1n numerical order. The close similarity
between the W'T and WHT will permit some common pro-
cessing for both the forward and reconstruction computa-
tions.

TABL.

L]
[

WH(R) = 1/SQR(R)* 1 Eog
1 (4
1 (2)
L (6)
L (1)
L (5)
L (3)
L ()

One ellicient way of calculating the DCT 1s by first calcu-
lating the WHT and multiplying the result by a fixed trans-

-3.52
37.89
78.52

—-12.89

0.

formation matrix. Rao and Yip report this work 1n the refer-
ence, “Discrete Cosine Transform Algorithms, Advantages,
Applications™, pp. 62-63. All of the multiplications required
to obtain the DCT from the WHT are in the sparse matrix
shown 1n Table 2. The mnputs and outputs of the transforma-
tion matrix are in bit-reversed order.

The majority of multiplications occur in the lower right
quadrant to develop the odd-index DCT coetlicients from the
odd-index WHT coetlicients. The matrix can be factored to
produce the flow diagram in FIG. 8 to more compactly cal-
culate the outputs and reduce the number of non-trivial mul-
tiplications. These multipliers are C, D, E, F, G and X1 and
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equal to, respectively, —COS (n/16), COS (7n/16), COS (3m/
16), COS (57/16), COS (rt/4) and COS (mt/8). The four first-

column additions 1n odd DCT output section of FIG. 8 are
cach multiplied by a factor of one-hall.

TABLE 2
DCT(0) 1 0 0 0 0 0 0 0  WH()
DCT(4) O 1 0 0 0 0 0 0 WH@
DCT(2) O 0 X1 X2 0 0 0 0  WH(Q)
DCT(6) O 0 -X2 Xl 0 0 0 0  WH(6)
DCT(1) O 0 0 0 X3 X4 X5 X6 WH()
DCT(5) O 0 0 0 X7 X8 X9 X10 WH(5)
DCT(3) O 0 0 0 -X10 -X9 X8 X7 WHQ3)
DCT(7) O 0 0 0 -X6 -X5 X4 X3 WH(®?)

[etting A1=COS (7t/16), A2=COS (3*7/16), A3=(5*1/16)
and A4=COS (7*1/16) and Q=15* COS (m/4),

X1 = COS (7/8) = 923880
X2 = COS (3 * 1/8) = 382683
X3=0Q* (Al + A2 + A3 + Ad) = 906127
X4=0Q% (Al - A2 — A3 + Ad) = —.0746578
X5=0Q% (Al + A2 - A3 - A4) = 375330
X6=0Q* (Al - A2 + A3 — A4) = 180240
X7=Q* (~Al + A2 +A3 + Ad) = 212608
X8=Q* (Al + A2 + A3 — Ad) = 768178
X9=Q*(~Al - A2 +A3 - Ad) = 513280
X10 =Q * (Al - A2 + A3 + Ad) = 318190

Multiplications occurring at the outputs 1in FIG. 8 may in
practice be actually performed 1n the subsequent coetlicient
quantizer so it 1s useful 1n minimizing transform multiplica-
tions to move as many as possible to the output locations.
Furthermore some of the multiplications in the odd output
calculations may also be moved to the outputs of FIG. 8. For
example, dividing all multipliers 1n column 2 of the odd term
converter by ‘C’ and multiplying all outputs by ‘C’ reduces
the count of non-trivial multipliers in that column by two.
Scaling multiplications from the WHT are identical and
therefore can be passed through the WHT-to-DC'T converter
to the outputs, further lowering the multiplier count. This
particular technique 1s prior art. It can be seen from the
WHT-to-DCT conversion that the DC term 1s unchanged 1n
the process inferring that the conclusions concerning recon-
struction responses in FIG. 7 are also true of the DCT.

Earlier FIG. 60 was shown to represent the Walsh-Had-
amard blocked transform (WHT) and to be a superset of the
Wavelet transform as well. It also represents both a forward
and a reconstruction of both the WHT and the WT. The flow
chart can be used to combine terms and to represent data
usetully at points inside the transform as well as at one end or
the other. The next section will represent three different but
related condensations of the IWT, the WHT and the subtrac-
tion unit shown in FIGS. 1 through 3. Each of the three
condensations can be used to implement the transform pair
although the third implementation is generally considered the
preferred embodiment and retlects the portrayal in FIG. 3.

The first condensation 1s most closely related to FIG. 2a but
implements IWT, 30, subtraction unit, 40, and WH', 200 all
together. Since the N-layer Synthesis Filter presumes all the
non-scaling coetficients are set to zero then only scaled coet-
ficients at layers A, B and C are required.

The input data 1s first inserted to the WHT at the D(n) level.
The stored Wavelet data consisting of [p*{X(n)-X(n+2)}]
terms are inverted, since subtraction 1s needed at the encoder,
and 1nserted at the appropriate Wavelet coelificient nodes

(stubs 1n FIG. 65) 1n the same tflow chart performing the WHT.
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One can visualize this as causing the desired iverted recon-
structed low-pass data to occur at the data mputs and then
being transformed back through the matrix in the forward
direction synchronously with the data inserted directly at the
data inputs. The fact that the wavelet data 1s iserted during
the forward process and not actually reconstructed first works
satisfactorily since the data due to the low-pass reconstruction
1s the same at those nodes whether the transform 1s a forward
or an mverse one. Of course the timing must be planned 1n a
clocked system such that the wavelet data and input data are
synchronized to be correct at the C, B and A layers.

The terms CR(8) . . ., CR(13) have been saved from the
N-layer Low Pass Analysis Filter IW'T, 30, 1n FIG. 2a. as well
as from neighboring blocks. Also saved are BR(3), .. . BR(6)
and AR(1), ... AR(S). The operation will perform entry of the
Wavelet data needed to affect the low pass filter synthesis at
the following nodes in FIG. 65 1n concert with the entry of
unfiltered input data entering the WHT.

C0=0.5%(D0+D1):C4=0.5*(D0-D1)-P*{CR(8)-CR
(10)}

C1=0.5%(D2+D3):C5=0.5%(D2-D3)-P*{CR(9)-CR
(11)}

C2=0.5%(D4+D5):C6=0.5*(D4-D5)-P*{CR(10)-CR
(12)}

C3=0.5%(D6+D7):C7=0.5%*(D6-D7)-P*{CR(11)-CR
(13)}

B0=0.5%(C0+C1):B2=0.5%(CO-C1)-P*{BR(4)-BR
(6)}

B6=0.5%(CA+C5):B4=0.5*(C4-C5)

B1=0.5%(C2+C3):B3=0.5%(C2-C3)-P*{BR(5)-BR
(7}

B7=0.5*(C6+C7):B5=0.5%(C6-CT)

A40=0.5%(B0+B1):41=0.5*(B0-B1)-P*{AR(2)-AR
(4}

A3=0.5%(B2+B3):42=0.5%(B2-B3)
A7=0.5*(B6+B7):46=0.5%(B6-B7)

A4=0.5*%(B4+B5):45=0.5*(B4-B5)

A0 through A7 are desired WH'T outputs adjusted for the
subtraction of the low-pass filtered data from the mput data.

Although this first condensation provides the desired com-
bination of three processing blocks 1n FIG. 2a considerable
intermediate data 1s required to be saved over and the sub-
traction process 1s still performed in the data domain rather
than the more desired transform coelflicient domain. The sec-
ond condensation is an extension of the first condensation and
removes the necessity of saving over the CR(X) and BR(Y)
data from the Low Pass Filter Analysis of FIG. 2b.

It 1s first noted that in the Low Pass Filter Synthesis of FI1G.
6a that the reconstructed values for B(5) and B(6), called here
BR(5) and BR(6) to distinguish them from forward transform
quantities, can be obtained from equations involving only
AR(Z) values. Similarly, CR(X) values can be found from
equations ivolving BR(Y). Using some intermediate calcu-
lations these can be summarized as,

X1=AR(2)}-AR(4)

X2=AR(1}-AR(3)
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X3=4R(3)-4R(5), and,
BR(3)=AR(2)+P*X?
BR(4)=AR(2)-P*X?2
BR(5)=AR(3)+P*X1
BR(6)=AR(3)-P*X1
BR(7)=AR(4)+P*X3
BR(R)=AR(4)-P*X3.
Next, using,
Y1=BR(3)-BR(5)
Y2=BR(5)-BR(7)
Y3=BR(4)-BR(6)
Y4=BR(6)-BR(R), then
CR(8)=BR(4)-P*Y1
CR(9)=BR(5)+P*Y3
CR(10)=BR(5)-P*Y3
CR(11)=BR(6)+P*Y2
CR(12)=BR(6)-P*Y?

CR(13)=BR(7)+P*Y4.

This step trades the saving-over of mtermediate analysis
results for nineteen equations requiring calculation. Also, the
calculations for the values 1n Condensation One must be
performed.

Condensation three streamlines this same operation such
that transform coelficient quantities derived 1rom
AR(1),...,AR(5)canbeused tomodity the A0, ..., A7TWHT
coellicients by explicit subtraction in the coetlicient domain.
This 1s the configuration shown in FI1G. 3a. A dertvation using
the WH' develops equations for the quantities used previ-
ously at the wavelet coellicient nodes for the equivalent quan-
tities transformed to the WHT outputs. This process 1s
straightforward but somewhat lengthy and yields the equa-
tions,

X1=AR(1)+4R(5)
X2=AR(1)-AR(5)
X3=AR(2)+AR(4)
H1=4R(2)-AR(4)
H2=X3-2*4R(3)
AW=X1-2*4R(3)

AZ=X2-2*H]1,

and the coellicient modifications to be subtracted (subtrac-
tion unit 560 in FIG. 3a) from the seven WHT ac. coellicients
now separately formed from the input data by WH'T N Bands,

520, in FIG. 3a) are,

Alm=P*H]1

A3m=15* 41 m-1A%*P2* 47

ASm=—[Ya* P2 +15* P3]* 47
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ATm=15% 43m-1A*P3* 47
A2m=15% PE*HD _15% PO%* 411
Adm=15% A2m-1A5*PI*H?D

Abm=A4m+2*P*42m, where P2=P*P and
P3=P*P*P.

A flow diagram for these equations 1s shown in F1G. 9. This
equation set constitutes the Blocks Processor, 540, in FIG. 3a
and the 1dentical Blocks Processor, 650, in FIG. 34.

At this point one sees that a hybrid transform has been
developed wherein the A0 term produces a five-band spread
of values upon reconstruction whereas the terms A0 through
A7 terms, including the above modifications produce values
only 1n the center block. No additional transform data is
required other than A0 through A7 (with modifications) plus
the A0 terms of two adjacent blocks to either side (a total of
four additional A0s) to reconstruct the original data.

Other versions of this hybnid transform are also possible.
For example, the WT reconstruction step used in the devel-
opment of the resulting transform could have left the A(1) WT
coellicient non-zeroed; 1n the same way the A(0) WT scaled
coellicient was not zeroed. This removes the energy of the
A(1) term derived from the forward WT and subsequently,
alter a W'T reconstruction, subtracted from the iput data
signal. The derivation of this case proceeds exactly as before
except that the A(1) WT coetlicient 1s not set to zero.

The (in general) non-zero A(1) coetlicient can be shown to
have a reconstruction response 1n the data domain that spans
most of three adjacent blocks. The data-domain response for

A(1) equal to 100 1s,

0 0 1.56 -1.56 -14.06 -10.94 -3.13 28.13
103.13  121.88 112.50 62.50 -=-62.50 -112.50 -121.88 -103.13
-28.13 3.13 10.94 14.06 1.56 -1.56 0 0.

Note that the sum of the values 1n any single block 1s equal
to zero.

The derivation leads to modification equations for coelli-
cients A2 through A7. The equations are a superset of those
derived earlier and shown 1n the signal tlow graph of FIG. 9.
Al now becomes zero; A(1) can be stored/transmaitted 1n its
stead so that no extra coellicient 1s needed to represent the
input data. Equations for AZ, H1, AW and H2 are as before.
Two new equations involving the new coetlicients are needed.
The coetficient called A(1) above when placed 1n a sequence
of blocks 1s now A(3) and the coetlicient 1n the block to the lett
of 1t 1s A(2), and 1n the block to the right, A(4). Then,

OE=-AC(2)+2*AC(3)-AC(4), and

OH=AC(4)-AC(2).
The equations to obtain the A-modification amounts are,

T1=P*47-QF
T2=—(P/4)*T1-2*P*4C(3)
A3m=(P/2)*H1~(P/2)*T1
ASm=T2-(P2/2)*T1
ATm=15% 43m—(P2/2)*T1
T3=(P/2 Y H2—(P2/2)* AW

A2m=T3+(P/2)*OH
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AAm=15*42m—(P2/2)* H?

Abm=A4m+2*P*42m.

It can be seen that setting QF and QH to zero produces the
equations for A2m through A7m previously derived where
only A0 was not zeroed. As before, the above modifications
are to be subtracted from their respective WH'T coelficients at
the encoder and added to them at the decoder. No equation 1s
needed for Alm since the coeflicient minus the Alm will
always be zero. The value of A(3) will be stored/transmaitted
in 1its place.

The scaling 1ssue has yet to be harmonized between the
WHT and WT. No scaling has yet been performed on the
WHT but a scaling of %2 at each of the three layers has been
performed with the Wavelet calculations. The wavelet outputs
are therefore scaled by a total of 3. A simple harmonization

1s to scale the WHT outputs by ¥s to permit the modifications
of the AC WHT coelficients by subtraction of the Alm

through A7m. Although this harmonizes the WHT with the
WT 1t does not provide equal scaling 1n the Forward and
Reconstruction transform directions. Recall the total scaling
in a three-layer transform for both Forward and Reconstruc-
tion directions 1s one-eighth. For symmetrical Forward and
Reconstruction scaling each should separately be the one
divided by the square root of eight.

Region II of the combined transform 1s now described. In
the Forward Transform Region II commences where Region
I leaves off 1n FIG. 3a. Both the WT ac. coeflicients and the
final dc. coellicient are retained for transmission to a decoder.
The quantization of transform coelficients in Region Two 1s
usually more modest than 1s the quantization of blocked trans-
form coelficients 1n Region One. The number of scaled coet-
ficients that must be saved for reconstruction 1s reduced by a
factor of 64 for three stages of decimation in Region II
although new WT ac. coellicients must be saved for transmis-
sion instead. Forimage areas having little detail many of these
WT ac. transform coetlicients will have a value of zero. The
ability of the WT, with 1ts parameter, P, set to one-ei1ghth, to
generate zero-value ac. coellicients for areas of both constant
level and constant slope causes this desirable effect. This 1n
turn permits very eflicient entropy encoding and an overall
increase in compression eificiency.

In video systems Regions I and II are used for Intra-frame
encoding; for Inter-frame encoding only Region I 1s used.

The Decoder of FIG. 3b 1s remarkably similar to the
Encoder of FIG. 3a. The Blocks Transtormer is the same for
both Encoder and Decoder. So that the Decoder can exactly
track the Encoder the Encoder’s Blocks Transformer receives
fixed quantization blocks at 1ts input using the same quanti-
zation as applied to transmitted DC values. The Blocks Trans-
former for the one-dimensional case for both Encoder and
Decoder 1s shown 1n FIG. 9. The difference between Encoder
and Decoder 1s that the Blocks Transformer output i1s sub-
tracted from the WH'T coellicients at the Encoder and added
to the WHT coellicients exiting the DCT-to-WH'T converter
at the Decoder.

Quantization of the AC coellicients at the Encoder 1s per-
formed after the WHT-to-DCT converter. At the Decoder the
estimates for inverse quantization are performed on the ac.
DCT coellicients prior to entering the DCT-to-WHT con-

verter.

It 1s seen 1n the implementation of the Blocks Transformer
in FIG. 9 and noting that the value of ‘P’ 1s U5 there are several
integer multiplications by small numbers especially for the
higher numbered coeflicients. It follows then that some
approximations might be used to simplity the Blocks Trans-

10

15

20

25

30

35

40

45

50

55

60

65

28

former with relatively small change 1n the resulting coefti-
cients sent to the quantizer at the Encoder. For example the
quantity p*p*p/2 used in two locations has a value of 1/1024.
Any simplifications made in the Blocks Transformer at the
Encoder must also be made at the Decoder as well for precise
tracking. Thus, 1n absence of quantization, no signal distor-
tion 1s added by this simplification of the Blocks Transform-
ers since the same quantity that 1s subtracted at the Encoder 1s
added back 1n at the Decoder. The important coellicients to
leave unaltered by simplification are primarily the first two or
three since they have the larger weightings of input blocks in
the Blocks Transformer and they also affect higher index
coellicients that are subsequently formed from said first two
or three coetlicients.

Region II of the Decoder 1s the WT-only reconstruction
culminating in the production of scaled coetflicients at Band N
for subsequent Region One reconstruction. Both the WT ac.
coellicients and the Band L scaled coeflficients are used to
perform the Region Two Transform. In the Inter-frame mode
Region Two reconstruction 1s not performed. Instead, differ-
ential corrections to the scaled WT and BT coelficients of
Region I are transmitted to the Decoder and only the Region
One processing 1s performed following Motion Compensated
prediction.

One-Dimensional Edge Block Calculations

The last aspect of the one-dimensional case concerns the
edges of a string of data blocks. In many applications the data
occurs over a finite interval and 1t 1s desired to accurately
transform and to inverse-transform the data up to the edges
but without creation of extra coellicient data requiring trans-
mission. In the case of a BT without a companion WT the
overall data length 1s usually designed to be an integral mul-
tiple of the transform length. This transform length 1s herein
taken as eight samples. With this stipulation the blocked
transiorm 1n the two-transtorm method of this invention does
not have a special case at the ends of the data stream. The W,
however, requires special treatment at the ends that 1s next
described.

The start or finish of a data stream can be treated by assum-
ing that data exists on the other side of the data edge where
none 1s given and that it 1s a predetermined function of the
already existing data close to the edge. Thus, pseudo-data are
created on the side of the edge where no data 1s specified and
1s crafted such that the number of coetlicients to transmit 1s
limited to the number of original data mput samples. The
decoder must be able to create the same missing data assumed
by the encoder. In the three-layer Wavelet transform 1t 1s only
necessary to specily the scaling function(s) resulting from
pseudo-data, on the absent side of the edge 1n terms of exist-
ing scaling functions on the side of the edge with given data
since the derived formulas for modification of WHT coelli-
cients will then use only those scaled terms. These scaling
functions are normally transmitted to the decoder for every
existing group of eight data elements and hence not overhead
to the process. Thus the decoder can make the same calcula-
tions as made by the encoder.

An extrapolation process 1s used based on scaling coefli-
cient values at and near the edge of the data. There are two
edge cases as shown 1n FIG. 10. The first occurs while oper-
ating on the eight-sample-block associated with the scaled
coellicient A(3) one block removed from the edge as 1n FIG.
10a. The second occurs while operating on the block associ-
ated with A(3) night at the data edge shown 1n FI1G. 105. In all
cases the wavelet transform described needs two scaling coet-
ficients on the right, A(4) and A(S), two on the left, A(1) and
A(2), and the central one A(3) to calculate the modifications
for the WHT ac. transtorm coetlicients. The case for the right
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edge of a string of data 1s next described and the process for
the left edge 1s simply the same process with the scaling
coellicients treated 1n reverse order.

For the first case, FIG. 10a, where the block being pro-
cessed 1s one block away from the right edge a single block on
the right 1s missing since 1t 1s on the other side of the edge. An
extrapolation method for the A(S) missing block 1s made
based on values for A(2), A(3), and A(4), these being the three
blocks closest to the edge. A constant-slope criteria will be
taken as a condition for missing scaling coelilicients as this
may translate to zero-value (non-scaling) ac. coetlicients at
the data edge as 1t often does 1n the non-edge portions of the
data.

To achieve a value for the missing A(8) that produces the
same slope between A(4) and A(5) as between A(3) and A(4)
only A(3) and A(4) are required. For the present case of
extrapolation, however, the slope between A(2) and A(3) 1s

also used to obtain a broader basis. The general expression for
A(S) 1s,

AB)=—M2*A2)+(M2-M)* A3 )+(1+M)*A(4),

where M1+M2=1. M1 1s a parameter to be selected. If the
slopes between A(2) and A(3), and A(3) and A(4) are the same
then linear extrapolation of A(S) occurs mndependent of the
value of M1. A value of M1=%4 provides a desirable value of
A(5) where said slopes are not equal. To avoid multiplication
by the non-trivial multiplier, 34, the formula for A(5) can be
adjusted using one more addition as,

A(3)==Yo* A(3)+2*A(4)-Ya*[A(2)+A(4)]

These values plus the actual available scaled coellicients
are used in the processor shown in FIG. 9 to calculate the
coellicient modification signals. In the particular constant-
slope case of A(N)=N, where A(2)=2, A(3)=3 and A(4)=4, the
flow diagram of FI1G. 9 calculates H1=0, H2=0, AW=0 and
AZ=0 from which all coefficient modification signals equal
ZErO.

The second case has the block being processed adjacent to
the edge, FIG. 105, where both A(4) and A(5) are o the edge.

Using slopes between available A(*)’s to extrapolate an A(*)
as before, A(1), A(2) and A(3) can be used to predict values

for A(4) and A(S). The following two formulas can be used:

A =—C2* A()+HC2-C1Y* A2)}+(1+C1)*4(3), where
C1+C2=1, and,

A(3)=—K2* A()+K2-K1)* A2+ (1+K1)*4(3), where
K1+K2=2.

Letting C1=%4, and K1=3/2,

A(D)==15% 4(2)+2%4(3)-Va* [4(1)+A4(3)], and,

A(B)=—A(2)+2*A(3)+15* [4(3) —4(1)].

Again letting A(N)=N, this time for A(1), A(2) and A(3),
the above two equations for A(4) and A(5) yield values of 4
and 5 respectively. From this the tlow diagram from FIG. 9
calculates H1=0, H2=0, AW=0 and AZ=0 from which all
output coellicient modification signals equal zero.

It can be seen from FIG. 10aq and FIG. 1056 that the A(*)
index 1s shifted to the right by one block for the second case
relative to the first case. It can also be seen from above that the
equation for A(4) in Case 2 1s 1dentical to the equation for
A(5) m Case 1 after the index 1s shifted upward by one. Thus,
it 1s only necessary to calculate A(4) and A(S) 1n the second
case and to use this calculated value of A(4) for the value of
A(5) for the first case.

By using a linear slope spanning multiple block values
across the edge of the picture as the criteria for off-edge
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definition of values these values can exceed the maximum
value of block values 1nside the picture edge. Off-edge values
should be limited (clipped) to twice the maximum value in the
positive direction of block values that are within the picture
and the negative of the maximum value 1n the other direction.

—

T'his completes the description of the one-dimensional case
for the mvention.

—

Iwo-Dimensional Transtorm Pair

—

I'he combination of the blocked transform and the wavelet
transform can be formed in two dimensions along similar
lines as the one-dimensional (1D) combination just
described. One important difference 1s that a diagonal axis
can be formed for the wavelet transform independent of the
vertical and horizontal axes. The diagonal component 1s
introduced at the definition of the elementary wavelet trans-
form where this 1s most readily accomplished. The separate
diagonal component subsequently carries through to succes-
stve layers of the multi-layer Wavelet transform. The horizon-
tal and vertical axes are constructed similarly to those in
one-dimension.

The presence of the independent diagonal component will
result 1n a 2D derivation of the combination of the blocked
WHT and wavelet transforms which must be carried out 1n
two dimensions and not as separable horizontal and vertical
transiorms. At the completion of this derivation equations for
63 AC subtractive modifications to the output WHT {re-
quency coelficients result. These modifications are applied
totally 1n the frequency domain after the WHT 1s calculated.
With this arrangement any form of WHT calculation, includ-
ing one using separable 1D transforms, can be used.

The two-dimensional Wavelet transform 1s next shown 1n
three layers and seen to be an exact partial overlay to the three
layers of a 2D WHT as occurred 1n the 1D case. Again, the
transform coellicients of the Wavelet transform are set to zero
leaving only the scaling transform coelficients. 2D expres-
s10ns can be written to find the values of modifications 1ntro-
duced at each 2D Wavelet transform coelficient port similar to
that done 1n the 1D case. In two dimensions there are now 25
(3-by-3) final scaling coelficients to be used in calculating the
modifications to be made 1 63 (2D) ac. coellicients. Said 25
scaling coellicients are mput to the 2D Blocks Processor that
in turn generates the coellicient modifiers for the WHT ac.
coellicients. If any selected W'T ac. coellicients are used (by
design) in Region I then the number of BT ac coetlicients will
be 63 minus the number of selected W' ac. coellicients. For
the remainder of this description no selected WT ac. coetii-
cients 1n Region I will be used.

A 2D WH'T-to-BT transformation 1s then applied to the
modified WHT coellicients to create the 2D modified DCT
coellicients. This 1s exactly the 2D version of the 1D version
used for the 1D case described earlier. The WHT can be
achieved 1n the usual way of eight 1D spatial transforms 1n
first of the two dimensions followed by eight 1D spatial
transforms in the other dimension. Alternatively the WHT can
be done directly by a 2D transtormer. The 2D WHT-to-BT
transformation can similarly be accomplished by repeated
application of 1 D transiforms or by a direct 2D transforma-
tion. Both 1D and 2D cases for the WHT-to-DCT are dis-
cussed 1 “Discrete Cosine Transform Algorithms, Advan-
tages, Applications” by Rao & Yip, Academic Press, 1990.
The principal for other BT cases 1s the same but the particular
transiformation kernel must first be determined for a different
B'T. The Blocks Processor must be derived for a particular
Wavelet Transform. Furthermore, the equations for the WHT
coellicient modifiers must be derived using over-laid two-
dimensional transform representations of the IWHT and
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WHT, similar to the one-dimensional case. This will be
treated later after a description of the new 2D Wavelet Trans-
form.

The 2D forward single-layer elemental Wavelet trans-
former 1s first defined along the lines of the previous 1-D
transformer but 1n two dimensions and with a new diagonal
term rendering 1t a non-separable 2-D transtorm. H1 through

H4 are abbreviations for four input data elements at the center
of the diagram of FIG. 11a containing 36 (6-by-6) mput

(non-edge) points.

H1=D(M1-1,N1-1)
H2=D(M1-1,N1)
H3=D(M1,N1-1), and

H4=D(M1 N1).

Using 1D notation, M1=2*M and N1=2*N for the input
indices. M 1s now the row index and N 1s the column index for

the output indices. With this notation a single elemental trans-
form 1s defined,

C(M,N)=Sf=|H]l + H2+ H3 + H4]

CHM,N)=5f=|Hl -H2+ H3- H4] -
Px|CIM,N-1)-C(M,N +1)]

CVIM,N)=Sf=|Hl+H2-H3- H4] -
Px|CIM-1,N)-C(M+ 1, N)J,

and

CDM,N=5Sf=|Hl-H2-H3+ H4] -
PxPs[C(IM-1,N-D+CM+1,N+1)-

CM—-1,N+D)=CM +1,N=1)]

Each C(m, n) 1s a scaled average of four input data elements
of FIG. 11a 1n a square. The other eight C(m,n) scaled aver-
ages are calculated like C(M,N) above but each uses a differ-
ent, non-overlapping group of four input elements. FIG. 115
shows the relationship of the nine C(m,n)’s calculated trom
the 36 mput elements of FIG. 11a i the elemental forward
transform. The footprint of the C-layer outputs in FIG. 115 1s
the same as the 36 input data samples i FIG. 11a. The
calculation of the horizontal and vertical coeflicients have the
same form as the 1D transform but the diagonal coetlicient
form 1s different allowing 1t alone to represent a diagonal
warp of the data input. As in the 1D case the quantity, P, will
take the value of X8 for the remaining discussion of the 2D
case.

As with the 1D Wavelet Transiorm the coefficients are
given above 1n terms of both input data elements (the H’s) and
various C(m,n)’s, the latter being functions of the inputs. This
provides some additional calculation efficiency and organi-
zation similar to the 2D WHT.

The reconstruction one-layer elemental 2D Wavelet trans-
former 1s defined along the lines of the 1D reconstruction
device. The sullix, R, denotes inputs and outputs of the recon-
struction process and G1 through G4 are abbreviations

defined below.

G1=CR(M,N)

G2=CH(M,N)+P*/CR(M, N-1)-CR(M,N+1)]

G3=CV(M,N)+P*[CR(M-1,N)-CR(M+1, N)],
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and
G4=CD(M N)+

P*P*[CR(M-1, N-1)+CR(M+1 N+1)-CR(M-1,N+
1)-CR(M+1,N-1)].

Inthe 2D case M 1s the row index and N 1s the column 1ndex
for the mput indices. M1 1s the row index and N1 1s the
column index for the output indices. The CH(M,N), CV(M,
N) and CD(M,N) terms are synthesis coellicients whereas all
the other terms are synthesis scaling coetlicient terms. With
this notation,

DR(M1-1N1-1)=Si *fG1+G2+G3+G4]
DR(M1-1ND=Si*/G1-G2+G3-G4]
DR(M1 N1-1)=Si*/G1+G2-G3-G4], and

DR(M1 N1)=Si */G1-G2-G3+G4].

FIG. 12a shows a flow diagram of the forward (analysis)
clemental 2D Wavelet Transform. As with the 1D forward
transform the 2D forward coetficients contain the X1, X2 or
X3 as part of their calculation. FIG. 125 shows a flow diagram
of the reconstruction (synthesis) elemental Wavelet Trans-
form. As with the 1D reconstruction transform the 2D recon-
struction quantities Y1, Y2 or Y3 are taken as part of the
scaling coefficients.

For the 2D case of the elemental WT to be properly scaled
it 1s necessary for [ST*S1] to be equal to V4. In this situation 1t
1s practical for each ST and S1 to have a value of 4. With this
done once at each layer for the 2D Wavelet Transform and at
cach 2D column for the WHT all scaling 1s performed as an
Integer Transform with the only multiplications required
being binary shifts. The 2D column consisting of both a
vertical and a horizontal WHT transform 1s next discussed.

The 2D WHT can be created fromthe 1D WHT, of FIG. 6c¢.
It 1s well known that a 2D transform of 2D input data, say of
eight-by-eight data (=64 samples), can be found by first tak-
ing eight 1D transforms 1n one of the directions followed by
cight 1D transforms in the perpendicular direction on the
results of the first eight transforms. This permits a single 1D
transform to be used 16 times 1n succession after which the
transformed data 1s available. In the design of the 2-D Blocks
Processor however 1t is necessary to overlay a2D W'T ona 2D
WHT to derive the reduced formulas for calculating 2D WHT
coellicient modifiers similar to the 1D process discussed with
reference to FIG. 6a. and FIG. 6b. Thus the combination of
the 2-D IW'T and the 2D WHT must first be expressed alge-
braically 1n totality and reduced to simple expressions for the
2D WHT coetlicient modifiers before using them on 2D data.
This dramatically reduces the number of computations
required relative to separately performing all the pieces of the
2D IWT and the following 2D WHT.

The overlay of the 2D WT on the 2D WHT first requires the
repeated use of the elemental 2D WT of FIG. 12a as shown as
generally indicated 1n 1D 1n FIG. 11 over three bands. This 1s
described later 1n more detail. The 2D WHT 1s next dertved
fromthe 1D WHT 1n FIG. 65. This 1D WHT 1s split into three
columns of processing. The first column processes “D” data
to create “C” data; the second column processes “C” data to
produce “B” data and the third column processes “B” data to
produce the output “A” data. For the 2D WHT the first column
1s first treated by eight horizontal transtorms of the first col-
umn of FIG. 65 to generate 64 outputs. Secondly, these out-
puts are transformed vertically by eight 1D transforms of the
type of the first column of FIG. 6b. The result 1s a 2D trans-
formation of the mnput data by the first column of the WHT to
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generate the X(M,N) data. This 1s shown condensed on the
left side of FIG. 13. There are actually four identical sections
represented by this flow chart in the first column of the 2D
WHT. The mnput and output data uses the row parameter “M”
to distinguish each of the four sections. “M” takes on the
value of 0 to describe the first of the four sections; “M’ takes
on the value 2 to describe the second section, the value 4 to
describe the third section and the value 6 to describe the
fourth section.

To more compactly represent the processing on the left side
of FIG. 13 a 2D WHT block, TO0 1s defined at the bottom with
mputs A, B, C, and D, and outputs W, X Y and Z and having
the Tunctional relationship shown 1n the bottom right corner.
The “+” and “-” signs indicate “+1” and “-1" multipliers
respectively. The WHT block appears in FIG. 13 1n four
places along the right side. Since “M” takes on four different
values there are, 1n total, 16 of these blocks 1n the first column
of the 2D WHT transformer.

The second of the three columns 1n the 2D WHT 1s devel-
oped and shown in FIG. 14q, FIG. 14b, FIG. 14¢ and FIG.
144d. In column 2 the horizontal transforms are all performed
on the input X(M,N) data according to the 2”¢ column of the
1D WHT of FIG. 6b. Each of the four groups for the 2%
column 1s shown 1n separate drawings since the tlow charts
are not the same for each group. Again, the tlow chart detail 1s
shown on the left side of each of the four groups in FIG. 14,
the 2D WHT block representation at the bottom and the four
condensed blocks along the right side of each group. Note that
FIG. 14auses the same “T0” block as used in FIG. 13. How-
ever the “T'1” block 1s used 1n FIG. 1454, the “T2” block in
FIG. 14¢ and the “T3” block i FIG. 144.

In a like fashion the third (final) column of FIG. 6c¢ 1s
performed on the Y(*,*) results of the second column with
first a horizontal set and then a vertical set of transforms 1n
accordance with the third column of FIG. 656. FIGS. 15a, 155,
15¢ and 154 each show one fourth of these operations. The
same four types used 1n the second 2D column are also used
in the third column but shown again with connections par-
ticular to 2D column three. The 2D WHT outputs are the
Z.(*,*) ot the four sections of FIG. 15. The notation of Z{*,*)
1s row/column bit-reversed order. For example, output Z(3,7)
1s actually ZN(6,7) where the ZN-coellicient has normal
index ordering. With mput data W(M,N) where M 1s the row
number from zero to seven and N 1s the column number from
zero to seven, the outputs Z(M,N) are the WHT coellicient
outputs in bit-reversed order for both M and N. With S1 and ST
both assigned the value of 14 these 2D transforms require no
turther scaling. The 2D WH'T can be drawn on a (large) single
page in three columns with 16 2D elemental transform blocks
per column from the blocks 1n FIG. 13, FIG. 14 and FIG. 15
but 1s not herein shown as such.

The complete shorthand result for the 2D Wavelet Trans-
form 1s shown in FIG. 16 and consists of sixteen elemental
blocks for the “D”-to-“C” band, four elemental blocks for the
“C”-to-“B” band and a single elemental block for the “B”-to-
“A”band. The “D”-to-“C” blocks overlay the 16 WH'T blocks
of column one. The four “B”-to-“C” blocks overlay the four
Type-0 WHT blocks in column two shown 1in FIG. 14a. The
single “B”-to-“A” block overlays the first (top) Type O block
in FIG. 15a. The WT and WH' blocks have the same internal
structure of the elemental 2D WHT.

Just as 1n the 1D case the purpose of determining the
alignment of the 2D WT and the 2D WHT 1is to provide a
means for algebraically determining the 2D IW'T followed by
algebraically determining the WHT results required by the
2D Blocks Processor in F1G. 3a and FIG. 3b. As before the 2D
IWT 1s determined by proceeding from right to lett in F1G. 16
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and the WHT by proceeding from left to right in FIGS. 13, 14
and 15. Also as before 1t 1s not necessary to algebraically
determine a complete imnverse WT before calculating the for-
ward WHT. For example, for Band A of the IWT 1t 1s only
necessary to express the outputs of the column three blocks of
FIG. 16 proceeding from right to left. Recalling that the IWT
synthesis requires the Y1, Y2 and Y3 terms of FIG. 125 1t 1s
necessary to express neighboring elemental “A”-to-“B”
blocks as well. This can be seen 1n the 1D portrayal of the W'T
layering shown in FIG. 5 and in the block limits 1n the FOR/
NEXT equations for the 1D W' presented earlier.

The 2D WT reconstruction equations are given next
wherein the notation 1s very similar to that of the 1D equa-
tions. Double FOR/NEX'T equations mvolving both the row
parameter “M” and the column parameter “N” are used.
These equations can be used for full WT reconstruction but
the ac. synthesis coellicients can be omitted, or selectively
omitted 11 the design includes more than the dc. WT compo-
nent, for the IW'T that 1s part of the Blocks Processor. The ac.
coellicients are labeled as three-dimensional quantities where
the third (last) dimension indicates the horizontal coetficient
if equal to 1, the vertical coelficient 11 equal to 2, and the
diagonal coetflicient 1f equal to 3. The coellicients for the three
layers are AC(*), BC(*) and CC(*). A BASIC program to

perform the IWT 1s next shown for reference.

'A to B Level
FORM=2TO4:M1=2%*M
FORN=2TO4:N1=2*N

FC1 = A(M, N)
FC2=P* (AM,N-1)-AM,N+1))+AC(M, N, 1)
FC3=P* (AM-1,N)-AM + 1, N)) + AC(M, N, 2)
FC4=P*P* AM-1I,N-1H)+AM+1, N+ 1) -AM-1,N+
1)-AM+N-1)) + AC(M, N, 3)

BR{(M1-1,N1-1)=FC1 + FC2 + FC3 + FC4
BR{M1 -1,N1)=FC1 - FC2 + FC3 - FC4
BR{(M1, N1 -1)=FCl1 +FC2 - FC3 - FC4
BR{M1, N1)=FC1 - FC2 - FC3 + FC4
NEXTN
NEXT M
'B to C Level

FORM=4TO &Ml =2%*M
FORN=4TO7:N1=2*N
FC1 = BR(M, N)
FC2 =P * (BR(M, N- 1) - BR(M, N + 1)) + BC(M, N, 1)
FC3 =P * (BR(M - 1, N) - BR(M + 1, N)) + BC(M, N, 2)
FC4=P*P*(BR(M-1,N- )+BRM+1,N+ 1) - BR(M -

I,N+1)-BR(M+1,N-1)+ BC(M, N, 3)
CR(M1-1,N1-1)=FC1+FC2+FC3+FC4
CR(M1-1,N1)=FC1 - FC2 + FC3 - FC4
CR{M1,N1-1)=FC1 +FC2 -FC3 - FC4
CR(M1,N1)=FC1 - FC2 - FC3 + FC4
NEXTN
NEXT M
'C to D Level

FORM=9TO 12:M1 =2 * M
FORN=9TO 12:N1=2*N
FC1 = CR(M, N)
FC2 =P * (CR(M, N- 1) - CR(M, N + 1)) + CC(M, N, 1)

FC3 =P * (CRMM - 1, N) - CR(M + 1, N)) + CC(M, N, 2)
FC4=P*P*(CRM-1,N- 1)+ CRM +1,N + 1) - CR(M —
I,N+1)- CR(M + 1, N - 1)) + CC(M, N, 3)
DR(M1 - 1,N1 - 1) = FC1 + FC2 + FC3 + FC4
DR(M1 - 1,N1) = FC1 - FC2 + FC3 - FC4
DR(M1,N1 - 1) = FC1 + FC2 - FC3 - FC4
DR(M1,N1) =FC1 - FC2 - FC3 + FC4
NEXT N
NEXT M

The next task 1s to derive expressions for the 2D WHT
coeflicient modifiers as was done in the 1D case. These modi-
fiers are subtracted from the WHT coetlicient counterparts to
obtain WHT coefficients for the combination of the Wavelet
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and WH'T transforms. The process 1s the same as with the 1D
case but the arithmetic 1s more extensive. The derivation 1s
next given in outline form.

The first step 1nvolves determination at the Wavelet coet-
ficients 1n the diagram of FIG. 16. These coellicients are
reconstructed from the A(m,n) values determined from the
scaled average value of each eight-by-eight block of data
inputs since the method dictates a reconstruction of the Wave-
let Transtorm using only the scaling coelificients and none of
the other synthesis coellicients. Although these other coetii-
cients themselves all have a zero value, terms of the form
P*[C(Ma,Na)-C(Mb,Nb)] that are part of the scaling synthe-
s1s function must be appropriately determined and entered.
The indexing system used for the 1D case shown 1n FIG. 5
will be used for the 2D case. This dictates that the input data
clements range from 17 through 24 necessitated by other data
clements needing positive integer indices for computer simu-
lation. An mdex shift to account for the WHT input data
previously shown from zero to seven 1s necessary in the
derivation.

It1s assumed that the scaled block average data A(M,N) has
been pre-calculated for M and N from one through five. There
1s a single block 1n FI1G. 16 requiring three expressions (H, V
and D) of data. This 1s given as,

H=P*[4(3,2)-4(3.4)],
V:P $[A (2 ;3)_A (4:3)]: ELIlCl

D=P*P*[4(2,2)+A(4,4)-A(2,4)-A4(4,2)].

The correspondence between the IWT and the WHT for the
above terms 1s the block circled-three at the upper right 1n
FIG. 16 and the top right-side block 1 FIG. 154, respectively.
The above H, V and D terms become the modifiers for Z.(0,4),
7.(4,0) and Z(4.4) respectively. Again, relative to normal coet-
ficient numbering these indices are bit-reversed. These modi-
fiers are subtracted at the encoder and added at the decoder.
Note from the preceding BASIC program that five Band one
(also called Layer one) elemental WT’s are calculated.
Although only the center one 1s needed here the others are
needed to provide IWT 1nput values for Bands two and three.
This completes the three modifiers controlled by the column
three level of the Wavelet Transform. The above H, V, D are
shown again below after transformation of A(_,_)’s to anew
orthogonal set of variables.

In FIG. 16 column two has four blocks, indicated by the
circle-two designators, for the Wavelet Transform and thus
has twelve coellicients to be determined. The associated
WHT blocks are the four blocks shown 1n FIG. 14a. Expres-
s1ons for Y (*,*)mod 1n the index system of the WHT can be
written 1 terms of BR(*,*)’s, which are Wavelet H, V, and D
terms, 1n turn reconstructed from just the A(*,*) values. The
first step 1s to specily these expressions as modifiers at the
corresponding WHT locations 1n FIG. 14a incorporating the

index shift for this Band:

Y(0,2)mod=P*/BR(5,4)-BR(5,6)]

Y(0,6)mod=P*/BR(5,5)-BR(5,7)]
Y(4,2)mod=P*/BR(6,4)-BR(6,6)]
Y(4,6)mod=P*/BR(6,5)-BR(6,7)]
Y(2,0)mod=P*/BR(4,5)-BR(6,5)]
Y(2,4)mod=P*/BR(4,6)-BR(6,6)]

Y(6,0)mod=P*/BR(5,5)-BR(7,5)]
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Y(6,4)mod=P*/BR(5,6)-BR(7,6)]

¥(2,2)mod=P*P*/BR(4.4)+BR(6,6)-BR(4,6)-BR(6,
4)]

Y(2,6)mod=P*P*/BR(4,5)+BR(6,7)-BR(4,7)-BR(6,
5)]

¥(6,2)mod=P*P*/BR(5.4)+BR(7,6)-BR(5,6)-BR(7,
4)]

¥(6,6)mod=P*P*/BR(5,5)+BR(7,7)-BR(5,7)-BR(7,
5)]

Two additional steps are now necessary. The first 1s to find
expressions for the BR(*,*) 1n terms of the A(1,1) through

A(S8.5), the scaled block averages. These are found from the

Wavelet reconstruction equations given next wherein the non-
scaled coellicients are assumed zero 1n value.

FORM=2TO4:Ml =2*M
FORN=2TO4:N1=2%*N
F1 = A(M, N)
F2=P*[AM,N-1)-AM,N + 1)]
F3=P*[AM-1,N)-AM + 1, N)]
FA=P*P*[AM-I,N-D+AM+1,N+1)-AM-1, N+
)-AM +1,N - 1)]

BR(M1-1,N1-1) =13%*[Fl +F2 +F3 +F4

BR(M1 - 1, N1) = 15 % [F1 - F2 + F3 - F4

BR(M1, N1 - 1) = 15 % [F1 + F2 - F3 - F4

BR(M1, N1) = 15 * [F1 — F2 - F3 + F4
NEXT N, M

Note that some values of BR(_, ) are calculated here,
which aren’t required until the next higher layer of recon-
struction to be treated later.

The second additional step 1s to transform the twelve Y(_,
_mod expressions to the Z(_, ) output level to complete the
process. The anthmetic effort 1s less, however, 11 the transior-
mation 1s done prior to expressing the BR(_,_) in terms of
A(_,_) due to combining and cancellation of terms 1n the
transformation. This transformation 1s done in accordance
with the polarities given for each path through the WH'T block
to each output frequency point and using a scaling of 12 per

band.

Formulas for the 24 variables for use in calculating the
frequency modifiers are shown 1n Listing 0. A first group of
these calculates 15 ZN(even, even) modifications (ZN
denotes normal, non-bit-reversed indexes) using the nine
input variables, CE3, CE4, RE3, RE4, DI1, DHI1, DV1 and
ODI1.

Listing O

CE3=5*(4(3.2)+4(3,4))-4(3,3)
CEA=A4(3,3)-.5*(4(3,1)+4(3,5))
RE3=.5%(4(2,3)+4(4,3)-4(3,3)
RE4=A(3,3)-.5%(4(1,3)+4(5,3))
CO1=5*(4(3,2)-4(3,4))
CO2=5*(4(3,1)-4(3,5))
RO1=5%(4(2,3)-4(4,3))

RO2=.5%(4(1,3)-4(5,3))
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DH1=25*(4(2,1)+A4(2,5)+A4(4,1)+4(4,5))-4(3,3)
DH2=25*(4(2,1)-A4(2,5)+4(4,1)-4(4,5))
DH3=25%(4(2,1)+4(2,5)-4(4,1)-4(4,5))
DHA=25%(4(2,1)-A4(2,5)-4(4,1)+4(4,5))
DV1=25%(4(1,2)+A4(5,2)+A4(1 4)+4(5,4)-4(3,3)
DV2=25%(4(1,2)+A4(5,2)-4(1,4)-4(5,4))
DV3=25%(4(1,2)-A4(5,2)+A4(1,4)-4(5,4))
DV4=25%(4(1,2)-A4(5,2)-A4(1 4)+4(5,4))
DI1=25%(4(2,2)+A4(4,2)+A(2 4)+A(4,4))-A4(3,3)
DI2=25%(4(2,2)+A4(4,2)-A(2,4)-4(4,4))
DI3=25%(4(2,2)-A4(4,2)+A(2,4)-4(4,4))
DI4=25%(4(2,2)-A4(4,2)-A (2 4)+A(4,4))
OD1=.25%(4(1,1)+4(5,1)+A4(1,5)+4(5,5))-4(3,3)
OD2=.25*(4(1,1)+4(5,1)-4(1,5)-4(5,5))
OD3=.25%(4(1,1)-4(5,1)+4(1,5)-4(5,5))

OD4=.25%(A(1,1)=A(5,1)-A(1,5)+4(5,5))

The second group calculates 16 ZN(even, odd) modifica-
tions using six mput variables, CO1, CO2, DI2, DH2, DV2
and OD2.

The third group calculates 16 ZN(odd, even) modifications
using six input variables, RO1, RO2, DI3, DH3, DV3 AND
OD3.

The fourth group calculates 16 ZN(odd, odd) modifica-
tions using four input vanables, D14, DH4, DV4 and ODA4.

Firstinthe calculations, the H, V, and D of the column three
IWT block and associated WHT block above can be trans-
formed into modifications for Z(0.4), Z(4,0) and Z{4.,4)

respectively. These modifications at the encoder with the *-~
signs are shown as:

Z(0,4)=2(0,4)-2* P*CO1=Z(0 A)+AJ* (-2048*CO1)
Z(4,0)=Z(4,0)-2* P*RO1=Z(4,0)+AJ* (- 2048*RO1)

Z(4,4)=Z(4 4)-4* P*P*DJ4=7(4 A)+AT*(-512*DI4),

Where Aj=1/81 92, a constant to be used by all Z(_, )
modifiers. Recall that the Z(_,_)’s have bit-reversed indexes.

Next, the twelve Y(_,_ ) expressions from the B layer can be
transformed to modifications of Z(_,_)’s in terms of A(_, )’s
and then in terms of the orthogonal variables given above.
These are after algebraic manipulation,

Z(0,2) = Z(0, 2) + Aj=[- 1024 % CE3 — 128 = CE4]

Z(0, 6) = Z(0, 6) + Aj=[= 1280+ COL — 128+ CO?2]

Z(4,2) = Z(4, 2) + Aj= [224* RO1 — 256+ DI3 + 32+ DH?3]
Z(4, 6) = Z(4, 6) + Aj [=320 + DI4 + 32 DH4]

Z(2, 0) = Z(2, 0) + Aj = [= 1024 % RE3 — 128 « RE4]

Z(2,4) = Z(2, &) + Aj % [224 + CO1 — 256 % DI2 + 32+ DV?2]

Z(6, 0) = Z(6, 0) + Aj = [~ 1280+ RO1 — 128 % RO2]

10

15

20

25

30

35

40

45

50

55

60

65

38

-continued
Z(6,4) = Z(6, 4) + Aj [=320 = DI4 + 32 DV4]

7(2,2) =Z(2, ) + Aj# [112+CE3 + 14+ CE4 + 112+ RE3 +
14+ RE4— 128+ DIl + 16+ DH1 + 16+ DV1 — 2% OD1]
7(2,6) = Z(2, 6) + Aj [140 + CO1 — 14+ CO2 — 160 % DI2 +
16+ DH2 +20%DV2 —2%0D2)]
7(6,2) = Z(6, 2) + Aj [140 + ROL — 14+ RO2 — 160+ DI3 +
20 DH3 + 16+ DV3 — 2+ 0D3]
7(6, 6) = Z(6, 6) + Aj = [=200 + D14 + 20 « DH3 +

20+ DV4 — = ODA4]

This completes the modifications for the Z(_,_)’s coming
from the B level. Remaining now are 48 modifications com-
ing from the C level. The same approach 1s used as before with
the A and B levels of the WT. After calculation of CR(_,_)
terms as a function of the A(_, ) mputs and subsequently
entered into the corresponding WHT locations. The modifi-
cations when performed at the X level (output of the first 2D
column) are as follows.

X(0,1)=X(0,1)-P*/CR(9,8)-CR(9,10)]
X(1,0)=X(1,0)-P*/CR(8,9)-CR(10,9)]

X(1,1)=X(1,1)-P*P*/CR(8,8)+CR(10,10)-~CR(8,10)—
CR(10,8)]

X(0,3)=X(0,3)-P*/CR(9,9)-CR(9,11)]
X(1,2)=X(1,2)-P*/CR(8,10)-CR(10,10)]

X(1,3)=X(1,3)-P*P*/CR(8,9)+CR(10,11)-CR(8,11)-
CR(10,9)]

X(0,5)=X(0,5)-P*/CR(9,10)-CR(9,12)]
X(1,4)=X(1,4)-P*/CR(8,11)-CR(10,11)]

X(1,5)=X(1,5)-P*P*[CR(8,10}+CR(10,12)-CR(8,
12)-CR(10,10)]

X(0,7)=X(0,7)-P*/CR(9,11)-CR(9,13)]
X(1,6)=X(1,6)-P*/CR(8,12)-CR(10,12)]

X(1,7)=X(1,7)-P*P*[CR(8,11)}+CR(10,13)-CR(8,
13)-CR(10,11)]

X(2,1)=X(2,1)-P*/CR(10,8)-CR(10,10)]
X(3,0)=X(3,0)-P*/CR(9,9)-CR(11,9)]

X(3,1)=X(3,1)-P*P*/CR(9,8)+CR(11,10)-~CR(9,10)—
CR(11,8)]

X(2,3)=X(2,3)-P*/CR(10,9)-CR(10,11)]
X(3,2)=X(3,2)-P*/CR(9,10)-CR(11,10)]

X(3,3)=X(3,3)-P*P*/CR(9,9)+CR(11,11)-CR(9,11)-
CR(11,9)]

X(2,5)=X(2,5)-P*/CR(10,10)-CR(10,12)]

X(3,4)=X(3,4)-P*/CR(9,1 1)-CR(11,11)]
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X(3,5)=X(3,5)-P*P*[CR(9,10}+CR(11,12)-CR(9,
12)-CR(11,10)]

X(2,7)=X(2,7)-P*[CR(10,11)-CR(10,13)]
X(3,6)=X(3,6)-P*[CR(9,12)-CR(11,12)]

X(3,7)=X(3,7)-P*P*[CR(9,1 1)+ CR(11,13)-CR(9,
13)-CR(11,11)]

X(4,1)=X(4,1)-P*[CR(11,8)-CR(11,10)]
X(5,0)=X(5,0)-P*/CR(10,9)-CR(12.,9)]

X(5,1)=X(5,1)-P*P*/CR(10,8)+CR(12,10)-CR(10,
10)-CR(12,8)]

X(4,3)=X(4,3)-P*[CR(11,9)-CR(11,11)]
X(5,2)=X(5,2)-P*[CR(10,10)-CR(12,10)]

X(5,3)=X(5,3)-P*P*[CR(10,9}+CR(12,11)-CR(10,
11)-CR(12,9)]

X(4,5)=X(4,5)-P*{CR(11,10)-CR(11,12)]

X(5,4)=X(5,4)-P*{CR(10,11)-CR(12,11)]

X(5,5)=X(5,5)-P*P*[CR(10,10)+CR(12,12)-CR(10,
12)-CR(12,10)]

X(4,7)=X(4,7)-P*[CR(11,11)-CR(11,13)]
X(5,6)=X(5,6)-P*[CR(10,12)-CR(12,12)]

X(5,7)=X(5,7)-P*P*[CR(10,11)+CR(12,13)-CR(10,
13)-CR(12,11)]

X(6,1)=X(6,1)-P*/CR(12,8)-CR(12,10)]
X(7,0)=X(7,0)-P*{CR(11,9)-CR(13,9)]

X(7,1)=X(7,1)-P*P*/CR(11,8)+CR(13,10)-CR(11,
10)-CR(13,8)]

X(6,3)=X(6,3)-P*/CR(12,9)-CR(12,11)]
X(7,2)=X(7,2)-P*{CR(11,10)~CR(13,10)]

X(7,3)=X(7,3)-P*P*/CR(11 9}+CR(13,11)-CR(11,
11)-CR(13,9)]
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ZN(0, 2)
ZN(0, 4)
ZN(0, 6)
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X(6,5)=X(6,5)-P*[CR(12,10)-CR(12,12)]
X(7,4)=X(7,4)-P*/CR(11,11)-CR(13,11)]

X(7,5)=X(7,5)-P2*CR(11,10)+CR(13,12)-CR(11,
12)-CR(13,

X(6,7)=X(6,7)-P*[CR(12,11)-CR(12,13)]

X(7,6)=X(7,6)-P*[CR(11,12)-CR(13,12)]

10)]

40

X(7,71)=X(7,7)-P*P*[CR(11,1 \+CR(13,13)-CR(11,

Next, substitution :

13)-CR(13,

11).

or the CR’s 1n terms of BR’s can be

made using the formulas for the wavelet transform equations
previously developed.

The next task 1s to substitute for the BR(_, )’s and to
convert to the variables 1n Listing 0. As before Aj=1/8192.
This produces the following for the particular Z(5,3) modifi-

cation:

This 1s the general process for determination of each of the

48 modifications stemming from the C-level coel

cients.

The following table provides the Input/Output matrix val-

ues for each of the four groups. .

by 1/8192 1n all four groups.

GROUP 1
CE3 CE4 RE3 RE4 DI1
~1024 128 0 0 0
~384  -64 0 0 0
—640  -96 0 0 0
0 0 ~1024  -128 0
0 0 —384  -64 0
0 0 —640  -96 0
112 14 112 14 ~128
47 7 40 5 48
40 5 42 7 48
15 2.5 15 2.5 18
70 10.5 68 8.5 80
6% R.5 70 10.5 80
25 3.75 25.3 425 =30
25.5 4.25 25 375 =30
42.5 6.375 425 6375 =50
GROUP 2
COl CO?2 DI2
ZN(0,1) -2048 0 0
ZN(0,3) -1280 128 0
ZN(,7) -672 R0 0
ZN(0,5) -160 R0 0
ZN(2,1) 224 0 ~256
ZN(4, 1) R0 0 96
ZN(6,1) 136 0 ~160
ZN(2,3) 140 ~14 ~160
ZN(2,7) 73.5 ~8.75 84
ZN(2, 5) 17.5 ~8.75 20
ZN(4, 3) 50 -5 —~60
ZN(4, 7) 26.25  -3.125  -31.5
ZN(4, 5) 6.25  -3.125 ~7.5
ZN(6, 3) 83 8.5 ~100
ZN(6, 5) 10.625 -5.3125  -12.3
ZN(6,7) 44.625 -53125  -52.3

DHI1

[—
Sy o N O O O O OO

(s

12

10
4.5
5
7.5

DH?2

OO N OO0 OO OO

'S B
-]
LA

3.75
10

0.25

0.25

Hach value 1s to be multiplied

Dv1l  0ODI1
0 0
0 0
0 0
0 0
0 0
0 0
16 -2
0 -1
& -1
3 -5
10 -1.5
12 -1.5
5 -.75
4.5 -.75
7.5 -=1.125
DV?2 0OD?2
0 0
0 0
0 0
0 U
32 U
16 U
24 U
20 —2
10.5 —-1.25
2.5 —-1.25
10 -1
3.25 —-.025
1.25 —-.025
15 -1.5
1.875  =.9375
7.875 =.9375
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GROUP 3
RO1 RO2 DI3  DH3
ZN(1,0) -2048 0 0 0
ZN(3,0) -1280 128 0 0
ZN(7,0) —672 R0 0 0
ZN(5,0) -160 R0 0 0
ZN(1,2) 224 0 _256 32
ZN(1, 4) R0 0 96 16
ZN(1,6) 136 0 ~160 24
ZN(3,2) 140 14 ~160 20
ZN(7, 2) 73.3 ~8.75 84 10.5
ZN(5, 2) 17.5 ~8.75 20 2.5
ZN(3, 4) 50 -5 —60 10
ZN(7, 4) 26.25  -3.125 =315  5.25
ZN(5, 4) 6.25  -3.125 ~75  1.25
ZN(3, 6) R3 8.5 ~100 15
ZN(5, 6) 10.625 -5.3125 -12.5  1.875
ZN(7, 6) 44.625 -53125 -525  7.875
GROUP 4
DI4 DHA4 DV4
ZN(1, 1) ~512 0 0
ZN(1, 3) ~320 32 0
ZN(1, 5) 40 20 0
ZN(1, 7) ~168 20 0
ZN(3, 1) ~320 0 32
ZN(5, 1) —40 0 20
ZN(7, 1) ~168 0 20
ZN(3, 3) ~120 20 20
ZN(3, 5) 25 12.5 2.3
ZN(5, 3) 25 2.5 12.5
ZN(3, 7) ~105 12.5 10.5
ZN(7, 3) ~105 10.5 12.5
ZN(5, 5) ~3.125 1.5625 1.5625
ZN(5, 7) ~13.125 1.5625 6.5625
ZN(7, 5) ~13.125 6.5625 1.5625
ZN(7, 7) ~55.125 6.5625 6.5625
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DV3 0OD3
0 0
0 0
0 0
0 0
0 0
0 0
0 0
16 -2
10 —-1.25
10 —-1.25
6 -1
3.75 -.625
3.75 -.625
10 -1.5
0.25 —-.9375
0.25 -.9375
OD4
0
0
0
0
0
0
0
-2
-1.25
-1.25
-1.25
-1.25
—-. 78125
- 78125
—-. 78125
- 78125

After each modification 1s calculated 1t must be subtracted
added from the indicated ZN(_, ) atthe encoder and added to

the indicated ZN(_,_) at the decoder.

It 1s possible to calculate these modifications 1 a FAST
way wherein calculations already done can support subse-
quent calculations. It 1s also possible to form the calculations
such that only trivial multiplications 1mplemented with
binary shiits are required. In this way the number of additions
required per term 1s about four, including the discussed pre-
processor and the final addition to the appropriate ZN(_, ).
Listings 1, 2, 3 and 4 give FAS'T sets of equations that accom-
plish the Input/Output matrices. Again, the designator ‘P’

equals 5.
Listing 1

Group 1

O1=CE3+P*CE4:Z(0,2)=7(0,2)-P*Q1’
02=01-P*2*CE3:Z(0,1)-4*P2*(02"
03=02+4* P*01:2(0,3)=7(0,3)-4*P2* (3’
O4=RE3+P*REA:Z(2,0)=Z(2,0)-P* Q4

05=04-P*2*RE3:Z(1,0)=7(1,0)-4% P2* O5'

ZN(0,2)
ZN(0.4)
ZN(0,6)
ZN(2,0)

ZN(4.0)
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06=05+4* P*04:7(3,0)=7(3,0)-4*P2* 06’
O7=DH1+DV1
O%=CE3+RE3

09=—07/8+0D1/64

010=09+DI1

011=01+04

012=-011*(1-P)
013=012+010:Z(2,2)=Z(2,2)-P2*Q13’
014=DI1-08

015=013-2%P*014

016=2%P2*(—CE3+RE4):017=016+2* P2* DV

O18=2%P2*(—RE3+CE4):019=018+2* P2* DH1

020=015+017:2(2,1)-4*P3* 020"
021=015+019:2(1,2)=2(1,2)-4*P3* 021’
022=CEA4+REA4

023=P2*(022+0D1)

024=015-2*P*Q15

025=2* P*Q23+024:Z(1,1)-2*P3* 25’
026=020+013/2:2(2,3)=2(2,3)-4*P3* 026
027=021+013/2:2(3,2)=2(3,2)-4*P3* Q27
028=025+021/2:2(1,3)=2(1,3)-2*P3* 028
029=025+020/2:7(3,1)=2(3,1)-2*P3* 029

030=029+.5*027:7(3,3)=Z(3,3)-2* P3* 030’
Listing

Group 2

Z(0,4)=2(0,4)-2*P*CO1’
O1=CO1+2*P*CO1
02=01-P*C02:7(0,6)=7(0,6)-P*Q2"
03=2*CO1-CO2
O4=02+2%P2*(03:7(0,7)=7(0,7)-4% P2* 04"
05=04-8* P*CO1:Z(0,5)=Z(0,5)-4*P2* 05"
06=CO1-D12

07=CO1-DV?2

09=CO2-DH?

012=-CO2+0D?
O%=P*(Q7-06:Z(2,4)=Z(2 4)-2*P2* OY’

010=08+2*P*06:Z(1 4)=Z(1 4)-P2* 010’

ZN(6,0)

ZN(2,2)

ZN(2.,4)

ZN(4,2)

ZN(4.,4)
ZN(2,6)
ZN(6,2)
ZN(4,6)
ZN(6,4)

ZN(6,6)

ZN(0,1)

ZN(0,3)

ZN(0,7)

ZN(0,5)

ZN(2,1)

ZN(4,1)
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013=010+4*P*Q8:Z(3 4)=Z(3 4)-P2*013'
011=09+P*012

014=08+P*Q11
015=014+2*P*Q8:Z(2,6)=Z(2,6)-P2*Q15'
016=014+2%P*Q15:2(2,7)=Z(2,7)-4* P3* 016
017=016-08:7(2,5)=Z(2,5)-4*P3* 017 '

018=2%* P*(06-P*(09):019=014018
020=019+2*P*010:Z(1,6)=Z(1,6)—-4* P3* (20’
021=019+2*P*020:Z(1,7)=Z(1,7)-2*P3* 021’
022=021-010:Z(1,5)=Z(1,5)-2*P3*Q22’
023=020+4*P*Q15:Z(3,6)=Z(3,6)-4* P3* (23’
O24=022+4*P*Q17:Z(3,5)=Z(3,5)-2* P3* (024

025=021+4*P*016:Z(3,7)=2(3,7)-2*P3* 025’

Listing 3

Group 3

Z(4,0)=Z(4,0)-2*P*RO1’
O1=RO1+2*P*RO1
02=01-P*R0O2:7(6,0)=7(6,0)-P*Q2’
03=2*RO1-RO2
O4=02+2*P2*(03:Z(7,0)=7(7,0)-4% P2* 04"
05=04-8* P*RO1:Z(5,0)=Z(5,0)-4* P2* 03"
06=RO1-DI3

O7=RO1-DH3

09=RO2-DV?3

012=—RO2+0OD3
OR=P*(7-06:7(4,2)=Z(4,2)-2*P2* 08’
010=08+2* P*06:Z(4,1)=Z(4,1)-P2* 010’
013=010+4*P*0QR:Z(4,3)=Z(4,3)-P2*(013
O011=09+P*Q12

014=08+P*Q11
015=014+2*P*0R:7(6,2)=2(6,2)-P2* 015’
016=014+2*P*Q15
Z(7,2)=2(7,2)-4*P3* 016"
017=016-08:Z(5,2)=Z(5,2)-4*P3* Q17"
O18=2% P*(06-P*(09):019=014+018
020=019+2*P*010:Z(6,1)=Z(6,1)-4* P3* 020’

O021=019+2*P*020:Z(7,1)=2(7,1)-2*P3* 021’

ZN(6,1)

ZN(2.3)
ZN(2.7)

ZN(2.5)

ZN(4,3)
ZN(4,7)
ZN(4,5)
ZN(6,3)
ZN(6,5)

ZN(6.7)

ZN(1,0)

ZN(3,0)

ZN(7.0)

ZN(5.0)

ZN(1,2)
ZN(1.4)

ZN(1,6)

ZN(3.2)

ZN(7.2)

ZN(5.2)

ZN(3.4)

ZN(7.4)
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022=021-010:Z(5,1)=2(5,1)-2*P3* (22’
023=020+4* P*Q15:7(6,3)=2(6,3)-4* P3* 023’
024=022+4% P*O17:Z(5,3)=2(5,3)-2* P3* 024

025=021+4*P*Q16:7(7,3)=2Z(7,3)-2*P3* (25’

Listing 4

Group 4

Z(4,4)=Z(4 4)-4* P*P*D1 4’
O1=D14*(1+2*P)
02=01-P*DH4:Z(4,6)=Z(4,6)-2*P*P*(Q2’
03=.25%Q2—P*DHA:Z(4,5)=Z(4,5)-P*P*Q3'ZN(1,5)
O4=D14+03:Z(4,7)=Z(4,7)-P*P*Q4'
05=01-P*DV4:Z(6 A)=Z(6,4)-2* P*P*Q5’
06=.25*Q5-P*DVA4:Z(5 A)=Z(5,4)-P*P*Q6'
O7=D14+06:Z(1,4)=Z(7 A)-P*P*QT'
08=03+07

09=P*(OD4-4*D14)
010=08+P*(09:7(6,6)=Z(6,6)—-P*P*Q10'
011=010-01

012=011-06

013=011-03
014=010/4+012:Z(6,5)=2(6,5)-4*P3* Q14
015=010/4'013:Z(5,6)=Z(5,6)-4*P3*Q15'
016=05+014:2(6,7)=Z(6,7)-4* P3* 016’
017=02+015:2(7,6)=Z(7,6)-4*P3* Q17"
018=012+013

019=0D4/16+010/4
020=018/4+019/4:Z(5,5)=Z(5,5)-2* P3* 020’
021=020+06:Z(5,7)=Z(5,7)-2* P3* 021’
022=020+03:2(7,5)=2Z(7,5)-2* P3* 022"

023=021+04:2(7,7)=2(7,7)-2*P3* 023"

ZN(5,4)
ZN(3,6)
ZN(5,6)

ZN(7,6)

ZN(1,1)

ZN(1,3)

ZN(1,7)
ZN(3,1)
ZN(5,1)

ZN(7,1)

ZN(3,3)

ZN(3,5)
ZN(5,3)
ZN(3,7)

ZN(7,3)

ZN(5,5)
ZN(5,7)
ZN(7,5)

ZN(7,7)

Region Two of the transform in two dimensions 15 pro-
cessed 1n the same manner as 1 one dimension using the
equations applicable to the two-dimensional case discussed
previously. In Region Two the W'T transform coelficients are

not discarded but are coded for transmission to the ]

Decoder 1in

the Intra-frame mode. Region Two 1s not used in the Inter-

frame mode of two-dimensional video signals.
Two-Dimensional Edge Processing

A method was previously presented for determination of
modifications near the boundaries of the one dimensional
transform case. Values for scaled coetlicients (the block aver-
age value of eight points 1n the transform), which are outside




US 7,545,988 B2

45

the data space, are required to calculate coetlicient modifica-
tion close by the edges. The criterion for defining such values
was the extrapolation of a slope determined nearby from
available block data values. In the two-dimensional case there
ex1st both edges and corners. The edges can be treated 1n the
same way as the one-dimensional case by considering a 1D
line of block data perpendicular to the edge containing the
unknown block data value outside of the known block data
area. Along the left and right picture edges this line 1s 1n the
horizontal direction. Along the top and bottom edges this line
1s 1n the vertical direction. In both directions two additional
block data values are created outside the picture area adjacent
to every real block data value along the edges.

The four comers of the 2D space have four block data
values that are not 1n a horizontal or vertical line with any
block data values inside the data space. A new method 1s used
for extrapolating these values. FIG. 18 shows the top leit
corner of the rectangular picture area. Blocks labeled A, B, C,
and D are the non-actual corner blocks to be determined by
extrapolation and used for processing blocks labeled 1, 2, 3
and 4 that are 1nside the picture area. The processing results 1n
the prediction of the ac coeflicients for each of those four
blocks.

The ‘A’ block value 1s used only for the four ODx calcula-
tions for Block 1. The ‘B’ block value 1s used for ODx calcu-
lations for Block 2 and the DVxX calculations for Block 1.
Similarly, the *C’ block value 1s used for the ODx calculations
for Block 3 and the DHx calculations for Block 1. Finally, the
‘D’ value 1s used for the ODx calculations for Block 4, the
DVx calculations for Block 3, the DHx calculations for Block
2 and the DIx calculations for Block 1.

The ‘A’ and ‘D’ block values are calculated the same way
that that two olff-edge elements were calculated in the 1-D

case but now done along a diagonal line. The 1-D case to be

used 1s shown m FIG. 106, The ‘D’ cormer block 1s now
calculated as A(4) shown in FIG. 10b. The ‘A’block1n FIG. 18
1s now calculated as A(5) in FIG. 105. The elements A(1),
A(2) and A(3) 1n FIG. 105 correspond 1n the present case to
blocks ‘17, ‘4" and ‘1’ respectively. With reference to FI1G. 18
the equations for the block values are,

:D ’:2*‘1’_1&*‘4’_%*[‘T’+ :11]? H.I].d.

A'=—A2*F P +* [ 1°=-T"].

The final two block values, ‘B” and ‘C’, are calculated by
interpolation of the block values on either side of them. Block
values ‘J” and ‘K’ are used for this purpose. Both ‘J” and ‘K’
were extrapolated from block values within the picture using
the technique 1n FI1G. 106 1in the manner recited above and are
therefore available for use. Specifically,

‘B'=15%[‘4’+J’], and
‘C'=1% 4+ K],

This completes the calculation for the four corner blocks 1n
the upper left corner. Similarly, corner block values can be
calculated at the lower lett, the upper right and the lower right
by appropnately reversing the horizontal, vertical or both
direction(s) of the diagonal line calculations.

What 1s claimed 1s:

1. A wavelorm coding apparatus for input data compres-
s1on and reconstruction of said data using the combination of

an N-band wavelet transtorm (W) and a blocked transform

(BT) to suppress blocking artifacts at block boundaries due to
quantization of block transform coefficients at an encoder and
an N-band inverse wavelet transform (IWT) and an inverse
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blocked transform (IBT) at the decoder used to reconstruct an
output at the decoder being a replica of said input data at the
encoder wherein,

a) said WT and said IWT form an exact reconstruction
transform pair, and said BT and said IBT form an exact
reconstruction patr,

b) input data 1s subdivided into strips 1n a multiple-strip
environment for the one-dimensional case or into square
blocks for the two-dimensional case 1n a multiple-block
environment such that each strip contains K points or
cach block contains K-times-K points where K 1s equal
to two to the Nth power, where N 1s equal to the number
of bands 1n said N-band W', and the total number of
wavelet bands, L, 1s herein equal to N,

¢) said BT has one output transform coeificient being the
scaled average value of the K, for a one-dimensional, or
K-times-K, for two-dimensional, input data points,

d) an N-band W'T centered on said strip or on said block 1s
performed using an input data from said strip or said
block and on an input data required from neighborhood
blocks as defined by the WT to calculate and save the
value of the scaling transform coelficient of the final

band while discarding the analysis coelificients of the N
bands,

¢) an N-band IW'T, using only the scaling transtorm coet-
ficient generated by said centered WT and the scaling
transform coetlicients of neighboring blocks as requ1red
by said IW'T, reconstructs a low-pass filtered version of
said input data of K points for a strip or K-times-K points
for a block,

) said N-band IWT 1s defined to create a sharp cut-oif
low-pass filter response 1n the frequency domain using
the scaling transform coetlicients from the final band of
the WT as mputs consistent with the WT and the IWT
being an exact reconstruction pair,

g) the K-point one-dimensional, or the K-times-K two-
dimensional, low-pass filtered data 1s subtracted from
said 1nput data on a point-by-point basis to obtain a
high-pass filtered version of said input data,

h) said high-pass filtered data 1s applied to said BT that 1n
turn generates as outputs (K-1) ac. transform coetfi-
cients in one dimension or ((K-times-K)-1) transform
coellicients 1n two dimensions,

1) said ac. BT coefficients and said wavelet scaling trans-
form coelficient of the final band are saved as compact
transform domain output set of a transform pair encoder
for one block and then outputs multiple block sets to
subsequent coellicient quantization and encoding-for-
transmission operations of prior art transform compres-
s10n systems,

1) a transform pair decoder recerves said multiple block sets
from said transform pair encoder, each block having one
wavelet scaling transform coefficient and (K-1), one-
dimensional or ((K-times-K)-1) two-dimensional, ac.
block transform coeltlicients as a compact set, applying
said ac. coellicients for one block to an IBT, and apply-
ing said wavelet scaling transform coetlicient for the
same block and additional wavelet scaling transform
coellicients from neighboring blocks as required by the
IWT,

k) an IW'T 1s calculated from said wavelet scaling trans-

form coellicients to reconstruct a low-pass version of the

strip or block of data,

1) an IBT 1s calculated from said ac. block transform coet-
ficients to obtain a high-pass version of the strip or block
of data, and
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m) said low-pass version of the data 1s added, point-by-
point, to said high-pass version of the data to form the
decoder output data for the strip or block.

2. A wavetorm coding apparatus in accordance with claim

1, wherein the BT 1s selected from the group consisting of a
discrete cosine transform, a discrete sine transform, a modi-
fied discrete sine transform, an approximation to any of these
as an integer transform, and a Walsh-Hadamard transform.

3. A wavelorm coding apparatus in accordance with claim
1, wherein the W'T 1s an integer transform.

4. A wavelorm coding apparatus for input data compres-
s10n and reconstruction of said input data using the combina-
tion of an N-band wavelet transform (WT) and a blocked
transform (BT) to suppress blocking artifacts at block bound-
aries due to quantization of block transform coeflicients at an
encoder and an N-band inverse wavelet transform (IWT) and
an mverse blocked transform (IBT) at the decoder used to
reconstruct an output at the decoder being a replica of said
input data at the encoder wherein,

a) saild WT and said IWT form an exact reconstruction
transiorm pair, and said BT and said IBT form an exact
reconstruction pair,

b) an input data 1s subdivided into strips 1n a multiple-strip
environment for the one-dimensional case or 1nto square
blocks for the two-dimensional case 1n a multiple-block
environment such that each strip contains K points or
cach block contains K-times-K points where K 1s equal
to two to the Nth power, where N 1s equal to the number
of bands 1n said N-band W', and the total number of
wavelet bands, L, 1s herein equal to N,

¢) said BT has one output transform coetlicient being the
scaled average value of the K, for one dimension, or
K-times-K, for two dimensions, imnput data points,

d) a Walsh-Hadamard Transform (WHT) BT 1s performed
on said input data for said strip or said block producing
at 1ts outputs one scaled dc. coetlicient and (K-1) WHT
ac. coelficients 1mn one dimension or ((K-times-K)-1)
WHT ac. coefficients in two dimensions,

¢) a blocks processor recetves said scaled dc. coetficient
from one output of satxd WHT and said scaled dc. coet-
ficients from neighboring blocks, all said scaled dc.
coellicients being equal to said final band scaled coelli-
cients of WT's of their respective blocks,

1) said blocks processor employs a predetermined calcula-
tion matrx particular to said WHT and said WT selected
for use to calculate (K-1) for one-dimensional, or ((K-
times-K)-1) two dimensional, WHT modification coet-
ficient 1n response to said scaled dc. coefficient inputs,

o) said WHT modification coelficients from said blocks
processor are applied to the minus input of a subtractor
whereas said ac coelficients from said WH'T are applied
to the plus 1nput of said subtractor the output of which
being modified WHT ac. coellicients,

h) modified WHT ac. coeflicients are applied to a transfor-
mation matrix that converts said modified WHT ac.
transform coeflicients to said ac. BT coeflicients,

1) said ac. BT coelficients and said scaled dc. coefficient
from the same block are saved as a compact transform
domain output set of said strip or block of a transform
pair encoder for one block and output to subsequent
coellicient quantization and encoding-for-transmission
operations of prior art transform compression systems,

1) atransform pair decoder receives said compact transform
domain output set from said transform pair encoder,
cach block having one scaled dc. transform coefficient
being said BT dc. coetlicient if L equals N and being
derived from the IW'T Region II Processor i1 L 1s greater
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than N and (K-1) in one-dimensional or ({(K-times-K)—
1) two-dimensional, ac. BT coelficients as a compact
set, applying said ac. coeflicients for one block to an
inverse transformation matrix, said inverse transforma-
tion matrix performing the inverse operation of said
transformation matrix, producing at its output a set of
WHT ac. coetficients,

k) a blocks processor being identical to said transform pair
encoder blocks processor operates on dc. block trans-
form coetlicients from the present block and neighbor-
hood blocks to produce at 1ts output WHT modification
coellicients 1dentical to said WH'T modification coetti-
cient produced at said transform pair encoder,

1) an adder unit adds said WHT ac. coelficients output by
said inverse transformation matrix and said WH'T modi-
fication coellicient produced by said blocks processor to
provide final WHT coellicients to a subsequent mverse
WHT (IWHT), and

m) an IWHT unit converts said final WH'T transform coet-
ficients from said adder to the data domain output data of
the transform pair decoder for one said strip or block.

5. A wavelorm coding apparatus 1n accordance with claim
4, wherein the BT 1s selected from the group consisting of a
discrete cosine transform, a discrete sine transform, a modi-
fied discrete sine transform, an approximation to any of these
as an integer transform, and a Walsh-Hadamard transform.

6. A wavelorm coding apparatus in accordance with claim
4, wherein the W'T 1s an integer transform.

7. A wavelorm coding system for mnput data compression
and reconstruction of said input data, comprising a transform
pair, said transform pair being the combination of a blocked
transform (BT) and a wavelet transform (W) to suppress
blocking artifacts at block boundaries due to block transform
coellicient quantization at an encoder, and an inverse BT and
an mverse W at a decoder using as input data a combination
of WT and BT coellicients output from said encoder to recon-
struct an output at said decoder, said output being a replica of
said mput data at said encoder, wherein at least one of the
encoder coellicients 1s a WI-type and the remaining encoder
coellicients are BT-types, and said WT and said inverse WT
form a W' exact reconstruction pair, and said BT and said
Inverse BT form a BT exact reconstruction pair.

8. A wavelorm coding system 1n accordance with claim 7,
wherein a zero frequency analysis term of the WT and a zero
frequency term of the BT are calculated identically, both
terms being equal to each other.

9. A wavelorm coding system 1n accordance with claim 7,
wherein one-dimensional input data 1s subdivided 1nto strips
in a multi-strip environment such that each strip contains K
points, wherein K 1s equal to two to the Nth power, and
wherein N equals the number of bands in an N-band wavelet
transform, said transform pair to operate on one of said sub-
divided strips at a time, said operation to borrow certain terms
from neighboring strips as needed for WT and inverse WT
calculations.

10. A wavetorm coding system 1n accordance with claim 7,
wherein two-dimensional input data 1s subdivided into square
blocks such that each block contains K-times-K points,
wherein K 1s equal to two to the Nth power, and wherein N
equals the number of bands in an N-band wavelet transform,
said transform pair to operate on one of said subdivided
blocks at a time, said operation to borrow certain terms from
neighboring blocks as needed for W and inverse W'T calcu-
lations.

11. A wavelorm coding system in accordance with claim 7,
the encoder further comprising a combination of a one-di-
mensional transform pair and a one-dimensional second W,
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and the decoder further comprising a combination of a one-
dimensional inverse WT and a one-dimensional inverse trans-
form pair, wherein the encoder 1s to operate first in a Region
I consisting of N bands of a first WT of the transform patr,
with a strip of K points wherein K 1s equal to two to the Nth
power, and to operate secondly in a Region II consisting of
bands N+1 through band L, wherein only the second WT 1s
operative, the mput data for Region II being band N first WT
scaled analysis coellicients of Region I and the output data for
Region II being all band N+1 through band L second WT
coellicients and band L scaled analysis second W'T coetli-
cients, and an encoder output of the combined transform pair
and second WT being, a) any non-zero frequency first WT
coellicients from Region I, b) all BT coelficients from Region
I that are not replaced by first WT type coellicients 1n the
transform pair design, and c) all second W'T coellicients in
Region II in band N+1 through band L and the band L analysis
scaled second W'T coetlicients, each encoder output to be sent
to the decoder for data reconstruction, wherein the inverse
WT 1s to operate 1 bands L through N+1 using recerved
Region II second W' coelficients to calculate and output
band N Region I scaled analysis coellicients, and wherein the
iverse transform pair 1s to operate 1n Region I using first, the
band N Region I scaled analysis coeflicients recerved from
the mverse W' and secondly, the WT and BT coetlicients
generated in Region I by said transform pair and received as
decoder 1nputs, the outputs of the Region I inverse transiorm
pair being a data reconstruction of encoder mput data.

12. A waveform coding system 1n accordance with claim 7,
the encoder further comprising a combination of a two-di-
mensional transform pair and a two-dimensional second W,
and the decoder further comprising a combination of a two-
dimensional inverse WT and a two-dimensional inverse
transiform pair, wherein the encoder 1s to operate first in a
Region I consisting of N bands of a first WT of the transform
pair, with a block of K-times-K points wherein K 1s equal to
two to the Nth power, and to operate secondly 1n a Region 11
consisting of bands N+1 through band L, wherein only the
second WT 1s operative, the input data for Region II being
band N first WT scaled analysis coeflicients of Region I and
the output data for Region II being all band N+1 through band
L. second WT coeflicients and band L scaled analysis second
WT coeflicients, and an encoder output of the combined
transform pair and second WT being, a) any non-zero ire-
quency first WT coellicients from Region I, b) all BT coetli-
cients from Region I that are not replaced by first WT type
coellicients in the transform pair design, and ¢) all second WT
coellicients 1n Region I 1n band N+1 through band L and the
band L analysis scaled second W'T coellicients, said encoder
output to be sent to the decoder for data reconstruction,
wherein the inverse W 1s to operate 1n bands L through N+1
using received Region II second W'T coetlicients to calculate
and output band N Region I scaled analysis coelficients, and
wherein the 1nverse transform pair 1s to operate 1n Region I
using first, the band N Region I scaled analysis coellicients
received from the inverse WT and secondly, both WT and BT
coellicients generated in Region I by said transform pair and
received as decoder iputs, the outputs of the Region I inverse
transform pair being a data reconstruction of encoder input
data.

13. A wavelorm coding system 1n accordance with claim 7,
wherein the BT 1s selected from the group consisting of a
discrete cosine transform, a discrete sine transform, a modi-
fied discrete sine transform, an approximation to any of these
as an integer transform, or a Walsh-Hadamard transform.

14. A wavetorm coding system 1n accordance with claim 9,
wherein the number of output encoder coetlicients from a
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strip of K 1nput data points in the encoder 1s equal to the
number of the K mput data points, thereby forming a compact
set using the mimmum number of output frequency points for
the number of input data points.

15. A wavelorm coding system 1n accordance with claim
10, wherein the number of output encoder coelficients from a
block of K-times-K input data points in the encoder 1s equal to
the number of the K-times-K 1nput data points, thereby form-
ing a compact set using the mimmum number of output fre-
quency points for the number of input data points.

16. A wavelorm coding system in accordance with claim 9,
wherein the one-dimensional mput data comprises a data
edge having defined input data on a first side of said edge but
no defined mput data on a second side of said edge, said
system to calculate pseudo-W T one-dimensional coellicients
on said second side for said W'T of said transform pair by
extrapolation of WT coetlicients based upon actual input data
near said edge, both the encoder and the decoder to calculate
the pseudo-WT one-dimensional coefficients i1dentically in
accordance with predetermined formulas using said WT one-
dimensional coellicients, said WT coellicients being avail-
able to both the encoder and the decoder without requiring
transmission of additional data from the encoder to the
decoder.

17. A wavetform coding system 1n accordance with claim
10, wherein the two-dimensional input data comprises a data
edge having defined input data on a first side of said edge but
no defined mmput data on a second side of said edge, said
system to calculate pseudo-W'T two-dimensional coefficients
on said second side for said W' of said transform pair by
extrapolation of W coellicients along a line perpendicular to
the edge based upon actual input data near said edge, both the
encoder and the decoder to calculate the pseudo-WT two-
dimensional coelficients identically in accordance with pre-
determined formulas using said W'T two-dimensional coetli-
cients, said WT coellicients being available to both the
encoder and the decoder without requiring transmission of
additional data from the encoder to the decoder.

18. A wavelorm coding system 1n accordance with claim
10, wherein the two-dimensional input data comprises a data
corner having defined two-dimensional input data on an
inside of said corner but no defined mmput data around an
outside of said corner, said system to calculate pseudo-WT
coellicients around said outside of said corner for said WT of
said transform pair by extrapolation of WT two-dimensional
coellicients inside said corner along a line diagonal to two
axes of blocks from inside the corner to outside the corner
based upon actual mput data near said corner, both the
encoder and the decoder to calculate the pseudo-W'T coetli-
cients identically 1n accordance with predetermined formulas
using said WT two-dimensional coetlicients, said WT coel-
ficients being available to both the encoder and the decoder
without requiring transmission of additional data from the
encoder to the decoder.

19. A data compression method comprising:

a) recerving a first subdivided input data ito a transform
pair encoder, wherein the first subdivided input data 1s
one of one-dimensional (1D) strips and two-dimen-
stonal (2D) blocks;

b) supplying the first subdivided mput data to a forward
wavelet transform (W) device;

¢) calculating a forward WT 1n N bands, using the WT
device and the first subdivided mput data;

d) producing at least one W'T frequency output coeltlicient
for each of the 1D strips or 2D blocks, using the WT
device and the first subdivided input data;
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¢) supplying the at least one WT frequency output coetli-
cient to a wavelet reconstruction processor as wavelet
transform coefficient data;

1) transforming the wavelet transform coetlicient data to
generate a modified first subdivided input data having an
equal number of data points as the first subdivided input
data;

o) supplying the modified first subdivided input data and
the first subdivided 1nput data to a subtractor device;

h) substracting the modified first subdivided input data
from the first subdivided input data, using the subtractor
device;

1) supplying a result of the substraction to a forward block
transform (B'T) device;

1)producing a number of BT frequency coelficients as a BT
coellicient output of the transform pair encoder, using
the BT device and the supplied result of the subtraction;
and

k) outputting the at least one WT frequency output coelli-
cient as a WT coellicient output of the transform pair
encoder.

20. A data compression method 1n accordance with claim
19, wherein a zero frequency W'T coelficient and a zero {re-
quency BT coellicient are equal.

21. A data compression method comprising:

a) receiving a first subdivided mnput data into a transform
pair encoder, wherein the first subdivided input data 1s
one of one-dimensional (1D) strips and two-dimen-
stonal (2D) blocks and comprises a number of data
points;

b) supplying the first subdivided input data to a forward
wavelet transform (W'T) device;

¢) producing a number of WT frequency output coetfi-
cients for each of the 1D strips or 2D blocks, using the
WT device and the first subdivided input data;

d) supplying all of the WT frequency output coellicients
except for at least one selected WT frequency output
coellicient, to a wavelet reconstruction processor as
wavelet transform coeflicient data;

¢) transiforming the wavelet transform coellicient data to
generate a modified first subdivided input data having an
equal number of data points as the first subdivided 1input
data;

) supplying the modified first subdivided mnput data to a
forward block transform (B'T) device;

g) producing a number of BT frequency coellicients as a
BT coelficient output of the transform pair encoder,
using the BT device and the supplied modified first
subdivided mnput data; and

h) outputting all of the WT frequency output coelficients as
a W'T coelficient output of the transform pair encoder.

22. A data compression method 1n accordance with claim
19, wherein the at least one selected WT frequency output
coellicient 1s a zero frequency coellicient.

23. A data reconstruction method comprising:

a) recerving a first inut data into a transform pair decoder,
wherein the first mnput data 1s one of one-dimensional
(1D) strips and two-dimensional (2D) blocks, comprises
a number of data points, and further comprises a wavelet
transform (W) coelficient output of a transform pair
encoder and a block transform (BT) coetlicient output of
a transform pair encoder, the WT coelficient output
being at least one WT coetlicient, and the BT coelficient
output being a number of BT coelficients equal to the
number of data points 1n the first input data minus the at
least one W' coefficient;
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b) supplying the BT coetficient output of the first input data
to an mverse block transform (IBT) device;

¢)producing anumber of data points equal to the number of
data points 1n the first input data, using the IBT device
and the supplied BT coellicient output;

d) supplying the WT coellicient output of the first input
data to an inverse wavelet transform (IW'T) device;

¢) producing a number of data points equal to the number of
data points 1n the first input data, using the IWT device
and the supplied W'T coellicient output;

1) supplying the number of data points from the IBT device
to an adder device, as a first adder input;

g) supplying the number of data points from the IWT
device to the adder device, as a second adder 1nput; and

h) adding the data points of the first adder input and the

second adder mput on a point-by-point basis, to form a
final data transform pair decoder output that is a replica

of a data mput to the transform pair encoder.

24. A data reconstruction method 1n accordance with claim
23, wherein the 1inverse BT device 1s replaced by an inverse
T-Matrix device followed by an inverse Walsh-Hadamard
transform (WHT) device.

25. A data compression method 1n accordance with claim
19, wherein the BT device 1s implemented as a Walsh-Had-
amard transform (WHT) device followed by a T-matrix
device.

26. A data compression method comprising:

a) recerving a first subdivided input data ito a transform
pair encoder, wherein the first subdivided input data 1s
one of one-dimensional (1D) strips and two-dimen-
stonal (2D) blocks, and comprises a number of data
points;

b) supplying the first subdivided input data to a forward
Walsh-Hadamard transform (WHT) device;

¢) calculating a forward WH' 1n N bands, using the WHT
device and the first subdivided input data;

d) producing a number of WHT frequency output coelli-
cients for each of the 1D strips or 2D blocks, using the
WHT device and the first subdivided 1nput data;

¢) supplying a WHT zero frequency output coelficient to a
blocks processor, the WHT zero frequency output coet-
ficient being equal to W' zero frequency data;

1) transforming the WH'T zero frequency coellicient data in
the blocks processor to generate a modified set of WHT
frequency output coelficients having a number of data
points equal to one less than that of the first subdivided
input data, the WH' zero frequency coellicient being
omitted from the WH' frequency output coetlicients;

g) supplying the modified set of WHT frequency output
coellicients and the WHT coellicient data having the
zero Irequency coellicient omitted, to a subtractor
device;

h) subtracting the modified set of WH' frequency output
coellicients from the WHT coelficient data having the
zero frequency coellicient omitted, using the subtractor
device;

1) supplying a result of the subtraction to a T-matrix device;

1) producing a number of BT frequency coellicients asa BT
coellicient output of the transform pair encoder, using,
the T-matrix and the supplied result of the subtraction;
and

k) optionally supplying the WHT zero frequency coelli-
cient to a Region II wavelet transform (W'T) device; and

1) optionally outputting the WHT zero frequency coelli-
cient as the WT coelficient output of the transform pair
encoder when the Region II WT device 1s not used; and
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m) optionally outputting all Region II WT coellicients

from the Region II WT device.

27. A data compression method 1n accordance with claim
26, wherein the blocks processor 1s implemented as an inverse
WT device and a second WHT device, using overlay technol-

ogy to combine the two devices, to efliciently reduce t

1C

amount ol arithmetic processing required to implement t.

1C

blocks processor relative to being implemented as the inverse

WT device followed 1n series by the second WHT device.
28. A data reconstruction method comprising:

a) recerving a first input data into a transform pair decoder,
wherein the first input data 1s one of one-dimensional

(1D) strips and two-dimensional (2D) blocks, compris

CS

a number of data points, and further comprises a wavelet
transform (W) coelficient output of a transform pair

encoder and a block transtform (BT) coetlicient output of

a transform pair encoder, the WT coelficient output
being at least one W'T coetlicient, and the BT coefficient
output being a number of BT coetficients equal to the

number of data points 1n the first mnput data minus the
least one W' coeflicient;

at

b) supplying the BT coelficient output of the first input data
from the encoder to an inverse transtormation matrix

(I'T-matrix) device;
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¢) producing a number of frequency data points equal to the
number of points in the first input data, using the IT-
matrix device and the supplied BT coellicient output;

d) supplying an optional Region Il WT coellicient output of
the first input data to an optional Region I inverse wave-
let transform (IW'T) device;

¢) supplying the at least one WT coellicient from the
encoder when the optional Region II 1s not used;

1) supplying the at least one W'T coellicient to a blocks
processor, as WT coelficient data;

o) transforming the W1 coellicient data to generate a modi-
fied WHT coellicient data having a number of frequency
data points on a 1D strip or 2D block, using the blocks
Processor;

h) supplying the frequency data points from the I'T-matrix
device to an adder device, as a first adder 1nput;

1) supplying the modified WHT frequency data points from
the blocks processor to the adder device, as a second
adder 1mnput; and

1) adding the frequency data points of the first adder input
and the second adder input on a point-by-point basis, to
form a final transform pair decoder output that 1s a rep-
lica of a data input to the transform pair encoder.
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It is certified that error appears in the above-identified patent and that said Letters Patent Is
hereby corrected as shown below:

Column 51 — Line 57, replace “inut™ with --input--.

Signed and Sealed this

Eighteenth Day of August, 2009

David J. Kappos
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UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. : 7,545,988 B2 Page 1 of 2
APPLICATION NO. :11/161571

DATED : June 9, 2009

INVENTOR(S) : George William Meeker

It is certified that error appears in the above-identified patent and that said Letters Patent Is
hereby corrected as shown below:

In column 23, line 15, “A3=(5*n/16)” should read, --A3=COS(5*n/16)--
In column 23, line 27, “.513280 should read, -- —.5132&80--

In column 26, line 48, “coefficient called A(1)” should read, --coefficient called A(1)--

In column 29, line 20, the formula should read.
--A(5)=—M2 * A(2) + (M2-M1) * A(3) + (1 + M1) * A(4)--

In column 31, line 33, the left side of the formula should read, --CD(M,N) =--

In column 34, lines 33 & 34 should read.
--FC4 =P * P * (A(M-1,N-1) + AM+1,N+1) — AM-1,N+1) — A(M+1,N—-1))
+ AC(M,N,3)--

In column 34, starting on line 35 the four formulas should read,
-BR(M1 -1,N1-1)="%* (FC1 + FC2 + FC3 + FC4)
BR(M1 - 1,N1) =% * (FC1 —FC2 + FC3 — FC4)
BR(MI1,N1-1)="%*(FCIl + FC2 —FC3 — FC4)
BR(MI,N1)="% *(FC1 —FC2 — FC3 + FC4)--

In column 34, starting on line 46 the four formulas should read,
--CR(M1 -1,N1-1)="%*(FC1 + FC2 + FC3 + FC4)
CR(M1 - 1,N1)="%*(FCl —FC2 + FC3 — FC4)
CR(MI,N1-1)="%*(FC1 + FC2 —FC3 - FC4)
CR(MI,\NI1)="%* (FC1 —FC2 —FC3 + FC4)--

In column 34, starting on line 57 the four formulas should read,
--DR(M1 - 1I,N1 -1)="% *(FCI + FC2 + FC3 + FC4)
DR(M1-1,N1) =2 * (FC1 —FC2 + FC3 — FC4)
DR(MI,N1-1)="'2 * (FCI1 + FC2 — FC3 — FC4)
DR(MI1,N1) ="' * (FC1 —FC2 — FC3 + FC4)--

In column 35, line 44, delete “orthogonal”

In column 37, line 49, “Aj=1/81 927 should read, --Aj=1/8192--
In column 37, line 57, the formula should read,

--7(0,6) = Z(0,6) + Aj*[-1280*CO1 + 128*C0O2]--
In column 37, line 66, the formula should read.

--7(6,0) = Z(6,0) + Aj*[-1280*RO1 + 128*RO2]--



UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. : 7,545,988 B2 Page 2 of 2
APPLICATION NO. :11/161571

DATED : June 9, 2009

INVENTOR(S) : George William Meeker

It is certified that error appears in the above-identified patent and that said Letters Patent Is
hereby corrected as shown below:

In column 38, line 14, the formula should read.
--7(6,6) = Z(6,6) + Aj*[-200*DI4 + 20*DH4+20*DV4-2*0D4]--

In column 40, line 4, the formula should read.
--X(7,5)=X(7,5) - P*P*[CR(11,10) + CR(13,12) — CR(11,12) — CR(13,10)]--

In column 41, line 33 the five entries for should read, --ZN(3,3) —200 20 20 —2--
In column 41, lines 41 and 42, it must be subtracted added from™ should read,
--1t must be subtracted from--

In column 42, line 32, the second formula on this line should read, --Z(1,1) =
Z(1,1) — 2*P3*Q25--

In column 43 line 11, the second formula should read, --Q19 = Q14 + Q18.--

In column 44, line 15, the formula should read, --Q1 = DI4 * (1 + 2*P)--

In column 44, line 20, the first formula should read, --Q4 = DI4 + Q3--

In column 44, line 26, the first formula should read, --Q7 = DI4 + Q6--

In column 44, line 29, the formula should read, --Q9 = P*(0OD4 — 4*DI4)--
In column 44, line 40, the first formula should read, --Q15 = Q10/4 + Q13--

Signed and Sealed this

Seventeenth Day of November, 2009

David J. Kappos
Director of the United States Patent and Trademark Office
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