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(57) ABSTRACT

Disclosed 1s a method and system adapted to receive an input
signal from a far end transmaission, to take 1n a near end return
signal, and to inject into the return signal, prior to sending the
return to the far end, a corrective signal whereby, for example,
echoes 1n the return signal may be reduced or cancelled. A
first exemplary embodiment includes one or more adaptive
infinite impulse response (I1IR) filters and one or more adap-
tive finite-itmpulse response filters (FIR) filters running in
parallel each having an output that may be selected as the
corrective signal based on filter performance determinations.
A second exemplary embodiment includes an adaptive FIR
filter outputting the corrective signal where the adaptive FIR
filter has selected for it, based on filter performance determi-
nations, an output of one or more adaptive IIR filters or a
conditioned return signal selected as a reference.
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ECHO CANCELLATION USING ADAPTIVE
IIR AND FIR FILTERS

FIELD OF THE INVENTION

The present 1nvention relates to methods and systems of
echo cancellation and particularly to method and systems of
achieving echo cancellation using an adaptive Infinite
Impulse Response (1IR) filter and an adaptive Finite-Impulse

Response (FIR) filter.

BACKGROUND

In transmission or communication system, signals origi-
nating from a far end of a communication circuit are recerved
at a near end of the circuit. The received signals, either elec-
trically or acoustically, may find their way 1nto the return path
along with near-end 1nput. Far-end reception of the near-end
input may include an attenuated and delayed reflection, 1.e.,
an echo, of the original far-end input signals. In telephone
systems, whether wired or wireless, these echo phenomena
can make a conversation unintelligible. In data communica-
tion systems, again whether wired or wireless, such echoes
can cause errors in transmission or otherwise degrade
throughput performance.

Adaptive filters are used i1n numerous applications to
remove undesired frequency content from a signal and are
used 1n telecommunication systems as echo cancellation sys-
tems to remove from a signal echoes that may arise as a result
of the reflection and/or unwanted coupling of input signals
back to the originator of the input signals. For example,
echoes occur 1n 1nstances where signals that were emitted
from a loudspeaker are then received and retransmitted
through a microphone, 1.e., acoustic echo, or when retlections
of a far-end signal are generated in the course of transmission
along wiring junctions where impedance mismatch occur,
1.e., line echo.

Presently, an adaptive finite-impulse response (FIR) filter
may be used to reduce or eliminate the echo where the echo
cancellation characteristics are defined in the International
Telecommunication Union-Standardization Sector (ITU-T)
Recommendations (G.165 and (G.168 and the contents of each
of the foregoing ITU Recommendations being incorporated
herein by reference as if set forth 1n full. FIG. 1 1llustrates a
tfunctional block diagram of an echo cancellation circuit 150
interposed between the far end and the near end of a telecom-
munication system 100 where the echo cancellation circuit
operates at a near end 102. The near-end mput 130 to return
signal 312 1s shown as combining with a near-end echo signal
122 represented by the far-end input signal 110 as filtered by,
that 1s, as attenuated and delayed by, the z-domain echo
transter function 120, H(z). The resulting return signal 312 1s
represented then as a linear combination of the near-end input
signal 130 and the near-end echo signal 122.

Accordingly, when a digital representation of the echo
transier function 1s in the form of an adaptive FIR 156, and the
gains are adjusted to mimic the echo transier function 120,
when the far-end mput signal 110 1s filtered by the adaptive
FIR 156, the resulting signal 158 may be differenced with the
return signal 132 to cancel the echo from the return line signal
132. As 1illustrated i FIG. 1, to accomplish this canceling
elfect, the post-cancellation return line signal 140 1s directed
into a nonlinear processing module 152 that may pre-filter
background or ambient noise and establish a threshold above
which little or no adaptation of the IIR filter 1s permitted. The
threshold logic 1s us used to address the double talk situations
where the return signal may have both near-end mmput and
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echo 1 temporal proximity. If the pre-filtered return line
signal 1s below the threshold, 1t may be used, at each step k, as
an error signal 154, ¢,, to drive the adaptation of the gains the
FIR filter 156. The FIR filter may require several delay states
with each output or input state being tapped, multiplied by a
gain and summed. The gains for the FIR filter may be chosen
to represent the most likely echo transter function 120, H(z),
and subsequently, these gains may be adjusted by relation-
ships driven by the error signal, e, . L.east-mean-square (LMS)
adaptive algorithms are commonly implemented 1n adaptive
cancellation devices to adjust the gains of the adaptive FIR
filter. A FIR filter may be represented as

L
H@) = ) 2"
n=0

A typical rule of adaptation or adjustment of the FIR filter
gains 1s to use the product of the error signal 154, the normal-
1zed input signal, and a step size, or adapting gain, 3, to adjust
the gains. For example, for each filter coelficient, n, where
n=0,1, 2,...L:

Py g1 =P it P lR) X0 1%y e [2]
FIR filters typically require a long tap delay to model efifec-
tively an echo return path. FIR filters, while stable represen-
tations of all zero transifer functions, are typically slow to
adapt, require more memory than recursive filters memory,
and, due to the number of taps, can be computationally cum-
bersome.

With certain types of input signal, such as human speech,
are characterized by the dominance of distinct peaks followed
by a long decay over time. A majority of the computation 1s
devoted to FIR coeflficient update on the long decay portion of
the signal, which actually contributed little significance to the
actual echo energy. In addition, performing aggressive adap-
tive filtering on these low energy decays actually causes error
in estimation 1n many types of adaptive FIR filters, e.g. nor-
malized LMS filters, and degrades the overall echo cancella-
tion performance.

Infinite 1mpulse response (I1IR) filters, or recursive filters,
are implemented forms of pole-zero transier functions that do
not require a long tap delay. Typically, IIR filters are used to
numerically mimic very specific echo return paths in which
stability of the pole-zero transfer function can be guaranteed
during adaptation. In addition, the poles must be properly
represented numerically and thus practical embodiments in
digital signal processing require a high degree of precision in
implementation because small bit errors can cause large filter
errors including instability. Methods of adaptation mecha-
nisms are known to those of ordinary skill in the art and are
found described 1n Adaptive Signal Processing, by Bernard

Widrow and Samuel D. Stearns, Prentice-Hall, Inc., Engle-
wood Clitls, N.J. 1985, particularly pages 99-101 and 154-

161.

Accordingly, there remains a need for the rapid conver-
gence of an IIR filter and the stability of an FIR filter to be
applied to echo cancellation. The present invention, 1n 1ts
several embodiments provides echo cancellation using an

adaptive IIR filter and an adaptive FIR filter.

SUMMARY

The mvention, 1 1ts several embodiments, provides a
method and system adapted to receive an input signal, to
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receive a return signal, and to mject into the return signal a
corrective signal, which by way of exemplary application,
appreciably cancels echoes in commumnication systems. A
first exemplary system includes a return signal conditioning
module adapted to receive the return signal and output a
conditioned return signal and an adaptive IIR filter adapted to
receive the iput signal, wherein the adaptive IIR filter 1s also
adapted to receive one or more gain adjustments from an IIR
gain adaptation mechanism that itself 1s adapted to recerve an
IIR filter error signal dertved from the difference of the adap-
tive IIR filter outut and the conditioned return signal. The first
exemplary embodiments also includes an adaptive FIR filter
that 1s adapted to receive the input signal, wherein the adap-
tive FIR filter 1s also adapted to recerve one or more gain
adjustments from 1ts FIR gain adaptation mechanism that
itself 1s adapted to recetve a FIR filter error signal that is
preferably derived from the difference of the adaptive FIR
filter output and the conditioned return signal. In addition, the
first exemplary embodiment includes a selector, or selector
subsystem or selection module, that 1s adapted to receive the
IIR filter error signal and the FIR filter error signal and
adapted to select the corrective signal from the FIR filter
output and the IIR filter output preferably based one or more
derived performance measures. The exemplary first embodi-
ment may include one or more adaptive IIR filters and one or
more adaptive FIR filters from which the corrective signal
selection 1s made.

A second exemplary system includes: a nonlinear process-
ing module adapted to receive the return signal and output a
conditioned return signal and an adaptive IIR filter that 1s
adapted to recerve the mput signal, wherein the adaptive I1IR
filter 1s also adapted to recerve one or more gain adjustments
from its IIR gain adaptation mechanism that itself 1s adapted
to receive an IIR filter error signal derived from the difference
of the adaptive IIR filter output and the conditioned return
signal. The second exemplary system embodiment also
includes an adaptive FIR filter that 1s adapted to receive the
input signal and output the corrective signal, wherein the
adaptive FIR filter 1s also adapted to recetve one or more gain
adjustments from 1ts FIR filter gain adaptation mechanism
that itself 1s adapted to receive a FIR filter error signal that 1s
preferably derived from the difference of the corrective signal
and a signal preferably selected from either the adaptive FIR
filter output and the conditioned return signal preferably
based one or more derived performance measures.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention 1s illustrated by way of example and
not limitation in the figures of the accompanying drawings,
and 1n which:

FIG. 1 1s a functional block diagram of the prior art;

FIG. 2 1s a functional block diagram of an exemplary
embodiment of the present invention; and

FI1G. 3 1s a functional block diagram of another exemplary
embodiment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

Adaptive IIR filters have been long prevalent in modeling
acoustic signals, particularly due to their effectiveness 1n
mimicking specific decaying behavior. The use of one or
more adaptive IIR filters 1n echo canceling applications, to the
exclusion of other filter structures, 1s not done due to the wide
varying range ol conditions 1n the common echo return paths.
Nevertheless, these filters offer many advantages that are
desired 1n echo cancellation when combined with adaptive

FIR filters.
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FIG. 2 illustrates an exemplary embodiment of the present
invention as an echo canceling device 200 where the mput
signal 110, x, 1s sent both to an adaptive IIR filter 210, F (z),
and an adaptive FIR filter 220, G,(z). The adaptive FIR filter
220, G,(z), may be represented as the a sum of L taps
weighted by adjustable weights or one or more delay states
each having a feed-forward gains, g, , forn=0, 1,2, ... L. For
example, at each time step, k, and for L+1 coellicients, the
adaptive FIR filter 220, G,(z), may be represented as:

L
Ge(2)= ) gni- T
n=0

The adaptive IIR filter may be represented with poles and
zeros or feed-forward gains, b,, for n=0, 1, 2, . . . L, and
teedback gains, a_,forn=1, 2, ...L. Forexample, at each time
step, k, and for L+1 feed-forward coelficients and L. feedback
coellicients, the adaptive IIR filter 210, F,(z), may be repre-
sented as:

L 4]
bn,k ] Z_H
0

H=

Fi(2) =

L
1 + Z U -

n=1

While one adaptive FIR filter and one adaptive IIR filter
have been illustrated by example in FIG. 2, the present
embodiment 1s readily extendable to more than one adaptive
FIR filter having an adaptation mechanism and more than one
adaptive IIR filter having an adaptation mechanism.

Both adaptive filters 210, 220 have coelficients that may be
adjusted, or adapted, during the course of the operation of the
echo canceling device 200. The return signal 132 1s sent
through nonlinear processing (NLP) module 230 for condi-
tioning with the NLP module preferably executing functions
including line noise filtering and a double talk threshold test-
ing. The output of the adaptive IIR filter 212 1s subtracted
from the conditioned return s1ignal 232 and provided as an I1IR
filter error signal 214, e, to the adaptive 1R filter adaptation
mechanism 216. Similarly, the adaptive FIR filter 220 gener-
ates an output signal 222 using the far end mput signal 110 as
input. The adaptive FIR filter output 212 1s subtracted from
the conditioned return signal 232 and provided as an FIR filter
error signal 224, e, to the adaptive FIR filter adaptation
mechanism 226. Preterably, the IIR error signal 214, e, 1s
used to assess the real time performance of the FIR filter and
the FIR error signal 224, e, 1s used to assess the real time
performance of the IIR filter. The derived performance mea-
sures are preferably used to select, from the outputs of the
adaptive filters, a signal to inject into the return signal path 1n
order to cancel the echo.

Derived performance measures may also require the return
signal. The Echo Return Loss Enhancement (ERLE) 1s typi-
cally defined as the amount of echo signal reduction between
the echo signal, e.g., y,, and the error signal, e,=y,-y,. So, for
example, the ERLE(dB) may be calculated for K time steps
according to:
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2
ERLE(B) = mmg{E[y ) ]}

E(e*(k)]

Poor reductions 1n the error signal tend to indicate poor fits
to the echo signal and may 1indicate where a filter 1s behaving,
erratically, and for the IIR filters, may be working with an
unstable set of coetlicients.

Other performance measures that may establish a perfor-
mance-based selection rule include the magnitude of filter
coellicient adjustments over time steps. For example, an indi-
cation of an unstable adaptation mechanism may be discerned
from the time history of the adjusted coefficients indicating
variations inconsistent with settling into a best fit.

On a performance basis, such as, but not limited to, the
ERLE, the IIR filter output 212 or the FIR filter output 222 1s
selected and used as the echo signal estimate y, 262, which is
presumed the signal having the best estimate of the echo
signal 122, v,, (FIG. 1) and accordingly subtracted from the
return signal 312 to yield the near-end input signal estimate
270, r,. The IIR error signal 214, ey, may be used to assess
and detect the state of the IIR filter 210 stability, by for
example the mean squared error algorithm. Should 1nstability
of the adaptive IIR filter 210 be detected, the switch 260 1s
preferably thrown to select the FIR filter output 222 as the
echo signal estimate y, 262. With the selection of the FIR
filter output 222, the IIR filter 1s preferably reset and may use
a new set of gains selected from a matrix having 1nitial gain
sets stored 1n constituent vectors and the IIR adaptation step
size may be adjusted. Additional noise filtering may be
applied to the estimated input signal as well preferably prior
to sending the estimated input signal 270, r,. to the far end.

Preferably, the FIR adaptation mechanism 226 may also be
used to determine the stability of the adaptive IIR filter 210
and 1ts adaptation mechanism 216. For example, the stability
detector 240 may continually monitor 248 the relative
changes in the filter coetficients of the adaptive FIR filter and
its ERLE to determine that the FIR adaptation mechanism
226 has become stable or otherwise self-adjusting in very
small and consistent steps. Concurrently, the stability detec-
tor 240 1s preferably provided the relative changes 246 in the
IIR filter gain coellicient values. I the IIR adaptation mecha-
nism 216 1s updating its coellicients wildly and producing,
varying ERLE while the adaptation mechanism of the FIR
226 has settled 1nto a set of gain values consistent over time,
the adaptive 1IR filter 1s preferably reset. The stability detec-
tor 240 may use ERLE and or other performance measures to
assess a preferred filter output as the corrective signal 262 to
subtract form, or inject into, the return signal 132. The stabil-
ity detector 240 may be included 1n a switching mechanism,
or selector subsystem or selector, to effect the selection of the
corrective signal or the switching mechanism may be a sepa-
rate module 260.

Preferably, the selection of one of the outputs 212, 222 of
the adaptive filters 210, 220, F,(z) and G,(z), 1s tied 244 to an
increase in the step size, or 3, or the value of the adapting gain,
in the adaptation mechanism of the unselected filter and 1s
also preferably tied 244 to a decrease in the step size, {3, or
adapting gain value, 1n the adaptation mechanism of the
selected filter. These step sizes are preferably stored in a table
of adapting gains 250. Accordingly, a new adapting gain for
the adaptive FIR adaptation mechanism 254 and a new adapt-
ing gain for the adaptive I1IR adaptation mechanism 252 may

be provided should a selection 242 be sent to throw the switch
260.
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The adaptive FIR filter adaptation mechanism 226 prefer-
ably has a set of initial gains. The gains may stored 1n a table
250 as a vector of gains where a matrix of these gain vectors
may provide for the selection of more than one 1nitial set of
filter gains. The 1nitial set of gains may be adjusted at each
time step according to an adaptation process. For example,
cach FIR filter coellicient may increased or decreased by
adding to the last coelficient value the product of the step size,
p, the error signal, e , the normalized far-end input signal,
x./Xx . In addition, the adaptation mechanism 226 may be
halted or the step size reduced temporarily should the double
talk threshold test on the return signal 132, r,+y, detect a
double talk state (DT,) 234.

The adaptive IIR filter adaptation mechanism 216 also
preferably has a set of mitial gains. As with the adaptive FIR
filter 220, the gains may stored as a vector of gains where a
matrix of these gain vectors may provide for the selection of
more than one 1nitial set of filter gains from a table 250. The
initial set of gains may be adjusted at each time step according
to an adaptation process. Algorithms for recursive adaptive
filters preferably include the LMS algorithms, hyperstable
adaptive recursive filter algorithms, and sequential regression
algorithms. For a minimal number of executions, the LMS
algorithms are presently preferred. In addition, the adaptation
mechanism of the IIR may be halted or the step size reduced
temporarily should the threshold test on the return signal,
r,+vy, detect a double talk state (DT, ) 234.

FIG. 3 1llustrates an exemplary functional block diagram of
an alternative embodiment 300 of the present invention. In
this example, the far-end input signal 110, x,, 1s provided to
both the adaptive FIR 320, G,(z), and the adaptive 1IR 310,
F.(z). The output of the adaptive FIR filter 322, vy,, is pre-
sumed the best estimate of the echo signal 122 and subtracted
from the return signal 132, r, +v,, to yield the estimated 1input
signal 370, r,. Additional noise filtering may be applied to the
estimated 1nput signal 370 as well prior to sending the esti-
mated mput signal to the far end.

The return signal 132 having both the near-end mput sig-
nal, r, and an echo signal, y,, 1s provided to a nonlinear
processing module 330 for conditioming where the return
signal 132 1s preferably filtered for noise and a double talk
threshold test1s preferably applied. The output of the adaptive
IIR filter 312 1s subtracted from the conditioned return signal
332 yielding the 1IR filter error signal 312, e, where the 1IR
filter error signal 1n turn drives, 1n part, the IIR adaptation
mechanism 316. Preferably the IIR mechanism 316 uses an
LMS algorithm taking 1n the far-end input signal 110, x,, and
the IIR filter error signal 312, e, and other adaptation algo-
rithms for recursive filters may be used instead or 1n combi-
nation such as for example hyperstable adaptive recursive
filter algorithms and sequential regression algorithms. By this
adaptive IIR filter stage 302, the echo canceller 300 prepares
the adaptive 1IR filter 310 as an echo model reference for the
adaptive FIR filter 320. Accordingly, more than one adaptive
IIR filter may be used where the selection of the reference for
the adaptive FIR filter 320 1s based on determined perior-
mance characteristics of all of the adaptive IIR filters.

The adaptive IIR filter output 312 1s subtracted from the
FIR filter output 322 yielding the FIR filter error signal 324,
es,, where this FIR filter error signal 322 in turn drives, 1n
part, the FIR adaptation mechamism 326. The FIR adaptation
mechanism 326 preferably uses an LMS algorithm taking in
the far-end 1nput signal 110, x,, and the FIR filter error signal
324, e , as described above and other adaptation algorithm
may be used instead or in combination. The adapting gains, or
step sizes, [, of the FIR adaptation mechanism 326 are prei-
erably drawn 352 from a table 350 where larger adapting
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gains may be used for the FIR adaptation mechanism 326
when the adaptive IIR filter 310 1s used as the echo reference
to aggressively drive the adaptive FIR 320 to converge, that 1s
to drive the FIR filter error signal 324, e, to zero. Accord-
ingly, a stability detecting module 340 1s preferably used to
monitor the IR filter error signal 312, e, , and monitor 344
the adjustments to the IIR filter gains as generated by the IIR
adaptation mechanism 316. Once the stability detecting mod-
ule has determined the IIR filter 310 1s processing 1n a stable
fashion typically driving the IIR filter error signal 314, e , to
or near zero and consistently sustaiming this level. Preferably
based on the determinations 342 of stability detecting module
340, the step sizes for the FIR adaptation mechanism 326
preferably provided by the adapting gains table 350 may be
increased 352 and the step sizes for the IIR adaptation mecha-
nism 315 preferably provided by the adapting gains table 350
may be increased 354 may be decreased.

Preferably based on a double talk state (IDT,) 334 provided
by a nonlinear processing module 330 having double talk
threshold-based detection, both the IIR adaptation mecha-
nism 316 and the FIR adaptation mechanism 326 preferably
reduce or halt their respective adaptation mechanisms should
a double talk state 334 be signaled by the nonlinear process-
ing module 330. In addition, the IR error signal 314, e, 1s
preferably momitored for stability using for example the mean
squared error compared with a stability threshold. In addition,
continued large adjustments of the IIR gains may be provided
344 to the stability detection module 344 by the 1IR adapta-
tion mechanism 316 for determining the stability of the IIR
adaptation mechamsm. A selector subsystem may include
both the stability detection module 430 and a switch 360 or
the selector subsystem may be distributed within the system.
I1 the mstability threshold 1s achieved, the stability detection
module 340 preferably signals 342 the switch 360 so the
output of the FIR filter 322 1s subtracted from the conditioned
return signal 332 and the IIR gains are reset and may be
supplied a new set of gains that are selected from a matrix
having gains represented 1n vectors. Once the I1IR 1s reset, the
switch 360 may reset to dertve the FIR error signal from the
IIR output. In addition, the IIR adapting gain may be selected
from a table 350 having values lower 1n step size than that
previously used in the unstable event.

The words used 1n this specification to describe the inven-
tion and 1ts various embodiments are to be understood not
only 1n the sense of theirr commonly defined meanings, but to
include by special defimition 1n this specification structure,
material or acts beyond the scope of the commonly defined
meanings. Thus 1f an element can be understood 1n the context
of this specification as including more than one meaning, then
its use 1n a claim must be understood as being generic to all
possible meanings supported by the specification and by the
word itself.

Many alterations and modifications may be made by those
having ordinary skill in the art without departing from the
spirit and scope of the invention and its several embodiments
disclosed herein. Therefore, it must be understood that the
1llustrated embodiments have been set forth only for the pur-
poses of example and that 1t should not be taken as limiting the
invention as defined by the following claims.

We claim:

1. A method comprising: generating a {irst finite-impulse
response (FIR) error signal by differencing a conditioned
return signal and an input signal filtered by a first adaptive FIR
filter, wherein the first adaptive FIR filter comprises at least
one feed-forward gain adapted to be adjusted via a first FIR
adaptation mechanism and wherein the first FIR adaptation
mechanism 1s adapted to receive the generated first FIR error
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signal; generating a first infinite impulse response (I1IR) error
signal by differencing the conditioned return signal and the
input signal filtered by a first adaptive IIR filter wherein the
first adaptive IIR filter comprises at least one feed-forward
gain and at least one feedback gain adapted to be adjusted via
a first IIR adaptation mechanism and wherein the first I1IR
adaptation mechanism 1s adapted to receive the generated first
IIR error signal; and selecting a signal from a group of filtered
input signals comprising the input signal filtered by the first
adaptive FIR filter and the mput signal filtered by the first
adaptive IIR filter, wherein the conditioned return signal 1s a
return signal tested to determine a double talk state.

2. The method as claimed 1n claim 1 wherein the selection
1s based on a group of error signals comprising the generated
first IIR error signal and the generated first FIR error signal.

3. The method as claimed 1n claim 1 wherein the selection
1s based on magnitudes of first I1IR filter gain adjustments over
a period of time and magnitudes of first FIR filter gain adjust-
ments over a period of time.

4. The method as claimed 1n claim 1 further comprising the
step of subtracting the selected signal from a return signal.

5. The method as claimed in claim 1 wherein the first FIR
adaptation mechanism has at least one first FIR adapting gain,
or first FIR gain adjustment step size, that 1s dependent on the
selection and wherein the first IIR adaptation mechanism has
at least one first IIR adapting gain, or first IIR gain adjustment
step size, that 1s dependent on the selection.

6. The method as claimed 1n claim 1 wherein the condi-
tioned return signal 1s a return signal subjected to noise {fil-
tering.

7. The method as claimed 1n claim 1 wherein the first IIR
adaptation mechanism and the first FIR adaptation mecha-
nism are adapted to recerve the determined double talk state.

8. A system adapted to receive an input signal, to receive a
return signal, and to 1nject 1nto the return signal a corrective
signal, the system comprising: a return signal conditioning,
module adapted to receive the return signal and output a
conditioned return signal; a first adaptive infinite impulse
response (IIR) filter adapted to recerve the iput signal,
wherein the first adaptive IIR filter 1s further adapted to
receive one or more gain adjustments from a first IIR gain
adaptation mechanism, and wherein the first IIR gain adap-
tation mechanism 1s adapted to receive a first I1IR filter error
signal derived from the difference of an output of the first
adaptive IIR filter and the conditioned return signal; a first
adaptive fimite-impulse response (FIR) filter adapted to
receive the input signal, wherein the first adaptive FIR filter 1s
turther adapted to recerve one or more gain adjustments from
a first FIR gain adaptation mechanism, and wherein the first
FIR gain adaptation mechanism 1s adapted to recerve a first
FIR filter error signal derived from the difference of an output
of the first adaptive FIR filter and the conditioned return
signal; and a selector adapted to recerve the first IIR filter error
signal and the first FIR filter error signal and adapted to select
the corrective signal from a group of filter outputs comprising
the first FIR filter output and the first IIR filter output based on
a derived performance measure, wherein the first FIR adap-
tation mechanism and first IIR adaptation mechanism are
farther adapted to receive a double talk state indicator and
cifect a change 1n their adapting gains based on the recerved
double talk state indicator.

9. The system as claimed 1n claim 8 further comprising: a
nonlinear processing module 1s adapted to condition the
return signal and determine and output a state of double talk;
wherein the first IIR adaptation mechanism 1s further adapted
to recerve the double talk state indicator and effect a change in
an IIR adapting gain based on the received double talk state
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indicator; and wherein the first FIR adaptation mechanism 1s
turther adapted to receive the double talk state indicator and
elfect a change 1n an FIR adapting gain based on the recerved
double talk state indicator.

10. The system as claimed 1n claim 9 wherein the nonlinear
processing module 1s further adapted to condition the return
signal by noise filtering.

11. The system as claimed 1n claim 8 wherein the first FIR
adaptation mechamism has at least one first FIR adapting gain,
or first FIR gain adjustment step size, that 1s dependent on the
selection of the corrective signal and wherein the first I1IR
adaptation mechanism has at least one first IIR adapting gain,
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or first IIR gain adjustment step size, that 1s dependent on the
selection of the corrective signal.

12. The system as claimed in claim 8 wherein the selector
1s Turther adapted to recerve a plurality of magnitudes of first
IIR filter gain adjustments over a period of time and a plurality
of magnitudes of first FIR filter gain adjustments over a
period of time.

13. The system as claimed in claim 8 wherein the selector
1s Turther adapted to recerve a plurality of magnitudes of first
IIR filter gains over a period of time and a plurality of mag-
nitudes of first FIR filter gains over a period of time.

¥ o # ¥ ¥



	Front Page
	Drawings
	Specification
	Claims

