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(57) ABSTRACT

A measuring mstrument includes a transducer for measuring
the depth of liguid and a transducer for measuring a physical
parameter that causes 1nterference error. A calibration poly-
nomial 1s used to correct the output signal. The calibration
polynomial 1includes the signal generated by the transducers
as independent variables and the output signal as the depen-
dent variable. The calibration polynomial 1s formed by a
correction polynomial having at least one primary measure-
ment signal and at least a first interference related signal as
independent variables and a calibrated signal as a dependent
variable. To form the calibration polynomial, a preliminary
calibration polynomial including the primary independent
variable and at least one interference related independent
variable 1s developed. A plurality of data sets 1s generated
from a test fixture. This data i1s used to eliminate the least
significant terms of the preparatory calibration polynomial
and to add the most significant cross terms.
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MEASURING APPARATUSES AND METHODS
OF USING THEM

BACKGROUND OF THE INVENTION

This invention relates to measuring apparatuses and meth-
ods of using them such as for example apparatuses for mea-
suring physical parameters, such as pressure, flow rates of
liquids, chemical organic vapor concentrations and tempera-
ture.

Commonly, measuring mstruments are affected by noise,
nonlinearity and interference. Noise i1s related to random
error—differences between the measured physical parameter
value and the actual physical parameter value that cannot be
corrected by additional imnformation. Nonlinearity 1s a sys-
tematic error that arises from assuming a linear response of
the mstrument. Many transducers have an approximate math-
ematical linear relationship between 1ts electrical signal volt-
age output and the measured physical parameter value. This
linear relationship can greatly simplity the data processing of
the mstrument. There are trade oifs between ease of data
processing and precision 1n the design of such instruments. I
accuracy and precision are more important than ease of data
processing for a given application, then these nonlinear errors
must be considered and treated. Additional information con-
cerning these nonlinearities can be used to correct the mea-
sured physical parameter value. Interference 1s another sys-
tematic error that arises from the influences of other physical
parameters on the measured signal. Information on these
other physical parameters can be used to correct the original
measured physical parameter value. This patent 1s mainly
concerned with treatment of these last two error contribu-
tions: nonlinearity and interference.

For example, 1n one type of measuring apparatus, the depth
of water 1s measured by sensing the pressure at the bottom of
the water with a pressure sensor. The pressure sensors inthese
istruments are transducers that convert pressure to voltage.
This pressure sensor has a voltage signal output which can be
converted to a pressure signal value which can be further
translated 1nto a depth measurement by converting the pres-
sure 1nto units of depth. In some nstruments, the depth mea-
surement 1s used to determine the velocity of flow as i U.S.
Pat. No. 5,275,042 or average velocity as 1in U.S. Pat. No.
5,371,686. Due to natural electrical “white noise” which 1s
not predictable from additional information, the measured
pressure parameter value has a noise contribution to the mea-
surement error. These sensors are further assumed to have a
linear mathematical relationship between the actual pressure
and signal voltage output. Since this relationship 1s only
approximate, the measured pressure parameter value has a
nonlinear contribution to the measurement error. These sen-
sors are also affected by temperature, another physical
parameter. The measured pressure parameter value has an
interference contribution to the measurement error.

In another type of sensor, chemical organic vapor concen-
trations are sensed by a tin oxide bead that varies 1ts resistance
to current as a function of organic vapor level changes due to
competition between the organic vapor and oxygen 1n the air.
The organic vapors reduce the tin oxide to metallic tin;
whereas, the oxygen oxidizes the tin back to tin oxide. Tin and
tin oxide have different electrical resistances. In this type of
transducer, the measurement 1s aiffected by temperature and
humidity. Temperature and water vapor in the air influence
the resistance of the tin oxide bead. This effect 1s used in
several other types of instruments such as for example 1n an
analyzer of water for organic impurities as described 1n U.S.
Pat. No. 6,123,904. The above two examples are provided for

10

15

20

25

30

35

40

45

50

55

60

65

2

illustration since there are many different sensors 1n many
different types of apparatuses that are atlected by noise, non-
linearity and interference. The accuracy and precision of
these sensors 1s reduced because the output signal voltage 1s
also affected by other physical conditions such as temperature

or humidity.

It 1s known to improve the precision of measurements by
using higher-order, multivariant polynomial calibration
curves to correct the measurements for nonlinearity and inter-
terence. It 1s also known to obtain the optimum coelficients of
terms 1n the polynomial calibration curve by any of several
methods including the least squares regression method. Com-
monly, the calibration curve 1s applied to measurements
through a microcontroller.

In the prior art use of polynomial calibration curves, the
general form of the polynomial such as the number of terms
and the degree of the terms must be selected before the coet-
ficients can be determined. Although the general form of the
polynomial greatly influences the precision obtained from the
use of the calibration polynomial, no completely satisfactory
automatic approach for some calibration needs 1s known.

SUMMARY OF THE INVENTION

Accordingly, it 1s an object of the mvention to provide a
novel measuring system and method of using it.

It 1s a further object of the invention to provide a novel
technique for calibrating measuring systems.

It 15 a still further object of the invention to provide a novel
calibration system.

It 1s a still further object of the invention to provide a
systematic technique for providing a calibration polynomaal.

In accordance with the above and further objects of the
invention, a measuring mstrument for measuring at least a
first value includes at least one sensor or transducer for gen-
erating a first signal representing the first value or parameter
and at least one other sensor for generating a second signal
representing a value or parameter that may interfere with the
measurement of the first value, create error or otherwise cause
the first value to be tnaccurate or imprecise. There may be one
or a plurality of such sensors that sense values to be measured
and one or a plurality of sensors or transducers to measure
values that may interfere, create error or otherwise cause the
value or values being measured to be inaccurate or imprecise.
The sensor or sensors for sensing the value or values being
measured will hereinaiter be referred to as the primary sensor
or transducer or primary sensors or transducers and the value
or values being measured will heremnatter be referred to as the
primary value or values. The sensor or sensors measuring the
value or values that may interiere, create error or otherwise
cause the value being measured to be inaccurate hereinatter 1s
referred to as a secondary sensor or sensors or a secondary
transducer or transducers. A signal provided by the primary
sensor or transducer 1s referred to in this specification as a
primary measurement signal. The signal resulting from cor-
rection of a primary measurement signal 1n accordance with
the methods described herein 1s referred to hereinatfter as a
calibrated signal.

In this specification, the word ‘““value” and the word
“parameter” each mean any physical characteristic that may
be sensed such as for example the depth of water or pressure
or temperature or intensity of energy. The word “value”
herein 1includes not only values that are to be used or under-
stood by a person but also values of interference that may
interfere with values that are to be used. For example, the
value to be measured may be pressure as measured by a
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pressure sensor and an interference related value may be
temperature which alters the signal provided by the pressure
SEensor.

The measuring 1nstrument may iclude a microcontroller
for correcting the primary measurement signal to provide the
calibrated signal. Hereinaiter, the values that may interfere
with this signal are referred to as iterference related values
and the signals generated by a secondary sensor or transducer
from the interference related values are referred to as inter-
terence related signals. The microcontroller or other appara-
tus for correcting the signals includes a correction polynomaial
or correction curve heremnafter referred to as a criteria-opti-
mized correction polynomial or curve or as a criteria-opti-
mized calibration curve or polynomial. In this specification,
the words “criteria-optimized correction polynomial” or “cri-
teria-optimized correction curve” or “criteria-optimized cali-
bration curve” or “criteria-optimized calibration polynomial™
means a relationship formed using a special procedure
described heremnatter The criternia-optimized correction poly-
nomial or criternia-optimized correction curve includes the
interference related signals and the uncorrected value of inter-
est as independent variables and the corrected value to be
measured as indicated by the calibrated signal as a dependent
variable.

The microcontroller 1s connected to recerve the primary
measurement signal and one or more interference related
signals. This enables the microcontroller to correct the pri-
mary measurement signal for the iterference to provide the
calibrated signal representing the corrected value of interest.
In one embodiment, the measuring instrument 1s an apparatus
for determining the volumetric rate of flow of a liquid within
a flow bed. For this purpose, 1t includes apparatus for deter-
mimng the average rate of flow of the liquid 1n the flow bed
and the primary sensor 1s a pressure sensor positioned at the
bottom of a flow path for the liquid. Thus the primary mea-
surement signal 1s related to the depth of the liquid. An inter-
terence related sensor 1s a temperature measuring sensor 1n
this embodiment.

In this embodiment, the criteria-optimized correction poly-
nomial has the signals from the pressure sensor and tempera-
ture sensor as independent variables and depth as a dependent
variable. The volumetric flow rate 1s calculated by the micro-
controller by multiplying the depth by the average tlow veloc-
ity of the water. In the preferred embodiment, the average
flow velocity 1s determined by transmitting an ultrasonic sig-
nal mto the liquid 1n the flow bed; receving reflected ultra-
sonic signals; and utilizing the signals to calculate an approxi-
mate average velocity. The approximate average velocity 1s
calculated by performing a Fourier transform on the digital
signals and averaging certain of the coelficients of the Fourier
transform as described 1n U.S. Pat. No. 5,371,686; the disclo-
sure of which 1s incorporated herein by reference.

In one embodiment, the procedure for forming the criteria-
optimized correction polynomial or criteria-optimized cor-
rection curve includes the steps of forming a preparatory
calibration polynomial with a plurality of independent vari-
ables. One of the independent variables referred to hereinatter
as a primary independent variable 1s the primary measure-
ment signal. The other independent variables are the interfer-
ence related signals. The dependent variable refers to the
sought after measured value such as for example the primary
signal corrected for interference and nonlinearity from a pres-
sure sensor. This signal 1s referred to as the calibrated signal
in this specification although the calibrated signal may be
turther modified such as by being converted to a digital signal
from an analog signal or by being operated upon by other
components of the circuit to make 1t suitable for other opera-
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4

tions significant to the operation of the mstrument. If this
pressure sensor 1s used to indicate the depth of a liquid 1n
which the pressure sensor 1s immersed, then the dependent
variable 1s the depth of the liquid since the pressure multiplied
by a constant reflecting the water density 1n the units being
utilized provides a signal indicating the depth of the liqud.

The preparatory calibration polynomial includes as its
terms the independent variables raised to a degree that 1s
selected by critenia relating to the accuracy and precision
desired or needed 1n the dependent variable for the applica-
tion of the measuring instrument. The accuracy and precision
may be selected because 1t 1s important to the usefulness of
the instrument or the needs of the final procedure using the
instrument. For example, a surgical instrument may require a
certain procedure or not be usable for safety reasons. In this
case, the safety of the patient 1s the criteria determining the
precision of the mstrument. On the other hand, the precision
may be selected 1n view of the equipment that 1s to be used.
The higher the degree of the independent variables and the
number of cross terms, the larger the memory of the micro-
controller or other apparatus or techniques used. Accordingly,
il the size of the memory 1s limited then the degree of the
independent variables will be limited even though that will
have an adverse effect on the accuracy of the final measure-
ment. In the preferred embodiment, the criteria can be the size
of the memory or speed of a microcontroller.

Once the highest degree of the independent variables has
been selected, a preparatory or working polynomaial 1s formed
including a plurality of terms. Each term has only one of the
independent variables 1n 1t but the preparatory correction
polynomial includes lower-degree variables. In the preferred
embodiment, the preparatory correction polynomial prepared
at this point of development includes terms having at least
some of the lower degree variables. In the preferred embodi-
ment, one or all of the independent vaniables of all degrees
from the highest selected degree to the first degree are
included. For example, if the fourth degree were to be selected
for temperature then a variable, C,T*, would have a coeffi-
cient, C,, and all of the lower degree of temperature such as
T2, T* and T have corresponding coefficients C,, C, and C,.

At this point i the development of the correction polyno-
mial, no terms have multiple independent variables as part of
them. Terms that include the product of two or more indepen-
dent variables are hereinatter referred to as cross terms. In this
specification, the degree of the variable refers to the power to
which the varniable 1s raised so that for example, the degree of
T is 4.

After the dependent variable, the independent variables
and their degree have been chosen, some cross terms are
added to the preparatory correction polynomaial and the coet-
ficients are evaluated using any known method such as the
well known method referred to as the least squares regression
method. The coellicients are determined using data obtained
from a test arrangement that includes primary and secondary
sensors. The cross terms that are added at this point preferably
include only lower degree independent variables. Any arbi-
trary number of cross terms may be selected including none
but 1t 1s desirable to select no more than half of the possible
cross terms at this point. After the general form of the vari-
ables has been obtained including the dependent, indepen-
dent variables and the cross terms with the selected degree of
the variables, the coellicients are evaluated.

The coellicients are evaluated using data obtained from a
test arrangement. An mstrument designed to use the correc-
tion polynomial to obtain calibrated signals may serve as the
test arrangement or a special test arrangement may be used. In
either case, a primary and at least one secondary transducer
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are used to sense the primary value and the interference
related value or values as the primary value 1s varied 1n a
measurable manner to permit the calibrated signal to be deter-
mined. Each set of data comprising the primary value, inter-
ference related value and corrected value 1s obtained and
collectively they are compiled 1into a data base used in testing
the terms of the preparatory correction polynomials. For
example, a pressure transducer may be the primary transducer
and a thermistor may be a secondary transducer and the depth
of the primary transducer may be the dependent variable.
Data may be gathered by locating the transducers at a known
depth 1n a body of water and the coetlicients of a correction
polynomial for depth may be found using any suitable method
such as the least squares regression method. The preparatory
correction polynomial at this point in 1ts development 1s
referred to 1n this specification as a first-stage preparatory
correction polynomial.

After the first-stage preparatory correction polynomaial has
been formed, second-stage and third-stage preparatory cor-
rection polynomials are formed leading to a final step of
arriving at the correction polynomial that 1s to be used to
calculate the calibrated signal. The second-stage preparatory
correction polynomials result from the elimination of terms
that provide the least improvement to the precision of the
measurement and the third-stage correction polynomials
result from the addition of cross terms that provide the great-
est improvement on the precision of the measurement.

In the preferred embodiment, the second and third-stage
preparatory correction polynomials are alternately formed
until second-stage and third-stage preparatory correction
polynomials are substantially the same. At this point, a term
that was eliminated from a second-stage preparatory correc-
tion polynomial 1s added to form a third-stage preparatory
polynomial or a term that was added to form a third-stage
preparatory correction polynomial 1s removed to form a sec-
ond-stage correction polynomial. At this point 1n the devel-
opment of the correction polynomial, the polynomial 1s said
to be self-consistent. In the preferred embodiment, this seli-
consistent correction polynomial i1s used 1n the measuring
instrument to form the calibrated signal from the values
sensed by the instrument.

To form a second-stage preparatory correction polynomaial,
cach term of the first-stage preparatory polynomaial 1s tested
and the term that improves the precision of the measurement
the least using the data from the data base, a plurality of data
sets 15 eliminated from the second-stage correction polyno-
mial. A series ol second-stage correction polynomials are
formed by eliminating terms that improve the precision of the
measurement the least. In the preferred embodiment, terms
are eliminated until the selected criteria are met. For example,
terms may be eliminated until the polynomaial 1s usable 1n the
s1ze ol the memory chosen for the microcontroller or until the
third-stage preparatory correction polynomial formed by
climinating terms that improve the precision of the instrument
the least and adding terms that improve the precision the most
becomes seli-consistent. In the preferred embodiment, the
series ol second-stage correction polynomials are not con-
secutive but alternates with the formation of third-stage cor-
rection polynomials.

To determine which term improves the precision of the
measurement the least when forming a second-stage prepa-
ratory correction polynomuial, a series of trial correction poly-
nomials are formed. A trial polynomial 1s formed by elimi-
nating a term from the first-stage correction polynomaal,
determining the coetficients with the term removed to obtain
a trial correction polynomial and determining that the trial
correction polynomial improved the precision of the mea-
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6

surement less than other trial correction polynomials being
considered. These trial polynomials are compared to deter-
mine which trial polynomial provides the most precise and
accurate determination of the dependent variable. That trial
correction polynomial becomes a second-stage preparatory
correction polynomial which may result 1n a final second-
stage preparatory correction polynomial except for one or
more possible third-stage correction polynomials formed by
adding terms 11 the criteria 1s met or if the correction polyno-
mial becomes self consistent.

In the preferred embodiment, each of the second-stage
preparatory correction polynomials 1s selected from a com-
parison of every trial second-stage polynomial formed from
climination of every cross term from one other first or third-
stage preparatory polynomial. However, it 1s possible to
obtain good results by eliminating terms that include only one
independent variable in addition to cross terms and to form
and consider trial correction polynomials formed by elimi-
nating terms to other second-stage correction polynomials
and/or to form fewer trial correction polynomials for com-
parison by not forming trial polynomials by elimination of
cach cross term but only select some of the cross terms to be
climinated to form a trial polynomaial.

In the preferred embodiment, second-stage trial correction
polynomials are compared by calculating the dependent vari-
able several times for each trial correction polynomial using
a plurality of different data sets. Deviation between the cal-
culated value and the actual value 1s determined for each trial
polynomial at each of the plurality of data sets and a com-
parison made using these results. In the preferred embodi-
ment, several measurements are made at each preset value for
the dependent variable. For example, in the case in which
pressure and temperature are the independent variables and
the depth under water 1s the dependent variable, several mea-
surements of pressures and temperatures are made with the
test apparatus at known depths 1n generating the data base.
Each trial correction polynomial 1s used to calculate depth
from the values of pressure and temperature 1n the data base
and the calculated values of depth are compared to the mea-
sured values from the data base at a plurality of data sets from
the data base. A data set in this specification 1s a set of
measurements at different depths, temperatures and pres-
sures. Several sets are obtained for each correction polyno-
mial and each trial correction polynomial 1s tested with sev-
eral sefts.

In the preferred embodiment, the maximum deviation from
the plurality of data sets for each trial correction polynomaial
1s taken as the standard to be used 1n determining which term
will be discarded although any other value directly related to
the disagreement error and reflecting the effect of the term on
improving the precision or the measurement such as a value
within ten percent of the maximum deviation could be used.
The average of the maximum deviations for each trial correc-
tion polynomial 1s calculated and this 1s used to determine the
trial correction polynomial that causes the lowest average
maximum deviation. The second-stage trial correction poly-
nomial that causes the lowest average maximum deviation 1s
taken as a second-stage correction polynomial. Although the
average maximum deviation 1s used as the comparison stan-
dard 1n the preferred embodiment, any other indicator of the
central tendency of the deviations such as for example the
mean deviation could be used for this selection provided 1t
results 1n a correction polynomaial that provides a more pre-
cise and accurate measurement.

To increase the precision of measurement, new cross terms
are added to the second-stage preparatory correction polyno-
mials one by one at a time to form trial third-stage preparatory
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correction polynomials. Each trial third-stage preparatory
correction polynomial includes all of the terms of a second-
stage preparatory polynomial with one added cross term. The
trial third-stage correction polynomials are each evaluated
and the cross term that improves the precision of the mea-
surement the most are lett 1n the final third-stage preparatory
polynomial. Each time a cross term 1s added, the coetlicients
of all of the terms are optimized and the disagreement errors
are found. When all of the disagreement errors have been
found, a central tendency value such as the average maximum
deviation 1s determined for the disagreement errors. The cross
term that provides the lowest average deviation in a trial
third-stage correction polynomial 1s added permanently. The
polynomials obtained with the above procedure may be used
to calibrate a measuring mstrument. Thus, measuring instru-
ments may be economically made and nevertheless provide
high precision.

From the above summary 1t can be understood that the
instrument of this invention and the method of using it has
several advantages, such as for example: (1) 1t can be more
casily calibrated; (2) some aspects of 1t are more easily auto-
mated; and (3) 1t can provide more precise operation.

SUMMARY OF THE DRAWINGS

The above noted and other features of the invention will be
better understood from the following detailed description
when considered 1n connection with the accompanying draw-
ings, in which:

FIG. 1 1s a block diagram of an apparatus for preparing a
calibration curve 1n accordance with an embodiment of the
imnvention;

FIG. 2 1s a block diagram of a criteria-optimized instru-
ment 1n accordance with an embodiment of the invention;

FIG. 3 1s a flow diagram of a process for obtaiming a
criteria-optimized polynomial or curve;

FI1G. 4 1s a flow diagram of a subprocess for forming a first
stage polynomial used 1n the process of FI1G. 3;

FIG. 5 1s a tlow diagram of a subprocess for selecting the
best trial second stage polynomial used 1n the process of FIG.
3.

FIG. 6 1s a flow diagram of a process for performing
another step of the process of FIG. 3 when applied to a
pressure sensor used to determine the depth of the water 1n
which i1t 1s immersed;

FI1G. 7 1s a more detailed tlow diagram of a portion of the
flow diagram of FIG. 6; and

FIG. 8 1s a block diagram of a volumetric velocity flow
meter 1n accordance with an embodiment of the invention.

DETAILED DESCRIPTION

In FIG. 1, there 1s shown a block diagram of a system 10 for
generating a calibration curve or polynomial having a pri-
mary transducer 18, a secondary transducer 16, a calibration
microcontroller 14 and an input output apparatus 12. The
calibration curve formed by the system 10 1s an optimized
correction polynomial sometimes referred to as an optimized
calibration curve or polynomial formed by the process
described herein. The calibration microcontroller 14 1s elec-
trically 1n circuit with the primary transducer 18, the second-
ary transducer 16 and the input output apparatus 12. The
calibration microcontroller 14 obtains readings from the pri-
mary transducer 18 and the secondary transducer 16 and
generates a calibration curve under the control of the mput
output apparatus 12. The calibration curve may then be trans-
terred to other apparatus through the mput output apparatus
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12 or used to obtain a more precise output from the primary
transducer 18 1n a manner to be described 1n greater detail
hereinafter.

The primary transducer 18 1s intended to generate a signal
representing a value of interest 1n some applications. The
secondary transducer 16 1s an interference related value. It 1s
used to correct the reading from the primary transducer 18 to
correct for mterference related intluences. The value that 1s
sensed by the primary transducer 18 1s the primary value. The
clectrical signal generated by the primary transducer 18 is
referred to as the primary measurement signal and after 1t 1s
corrected for nonlinearity and interference by the correction
polynomial, 1t 1s referred to as the calibrated signal. Because
changes 1n environment atfect the primary measured signal,
these changes are interference values. The primary values and
interference values may be considered points of stimulation.
The interference related signals from the secondary trans-
ducer 16 are referred to as secondary because they are not
used directly for the purpose of obtaining measurement sig-
nals but are only used for removing error from the reading of
the primary transducer 18, which 1s used for these purposes of
obtaining measurement signals.

For example 1n the preferred embodiment, the system 10
generates a calibration curve for depth of a liquid to be used
in a measuring mstrument that measures depth and average
velocity through a known flow bed and determines volumetric
flow rate. In this instrument and 1n the system 10, the primary
transducer 18 1s a pressure sensor that responds to pressure by
generating an electrical voltage. The primary transducer 18 1s
positioned at the bottom of the flow bed 1n the mstrument and
1s positioned at different known depths of liqmud 22 1n a
container 20 1n the system 10. The secondary transducer 16 1s
a thermistor that generates voltage in response to temperature
of the liquid 22. Temperature 1s interference 1n the instrument
since 1t changes the voltage response to pressure of the pri-
mary transducer 18.

In the preferred embodiment, the system 10 generates a
plurality of sets of data correlating depth of liquid, tempera-
ture and voltage output of the primary transducer 18. The
depth measurement 1s a primary value thatresults 1n a primary
measurement signal. Each set of data includes a plurality of
readings of voltage output from the primary transducer 18,
which are primary measurement signals and temperature of
the liquid 22 which 1s an interference related value at different
depths of the primary transducer 18. For example, the liquid
22 can be brought to a particular temperature by a temperature
control device 36 and the depth of the primary transducer 18
in the liquid 22 can be changed by removing liquid from the
container 20 or the liquid above the primary transducer 18 can
be changed by changing the depth of the primary transducer
18. The voltage output from the primary transducer 18 can be
read and recorded in the calibration microcontroller 14 at
cach depth of the primary transducer 18 and then the liquid 22
brought to a different temperature and the depth changed
again to take readings to generate and record a set of depth,
temperature voltage data at different temperatures and
depths. This process can be repeated to generate and record
several sets of data.

The data sets are obtained by obtaining a series of output
values from one of a first of a primary transducer 18 and a
secondary transducer 16 while the one of the first of a primary
transducer 18 and secondary transducer 16 1s at a first stimuli
point and the other of the primary transducer and secondary
transducer 1s subject to said series of other stimulating points.
A series of output values, each at a different stimuli value of
a series of stimul1 values are obtained from the primary and
secondary transducers. The primary independent variable 1s
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obtained from the primary transducer 18. In this specification,
the words “stimulating point” mean a value of the indepen-
dent vaniable. For example, 1n forming a data set in which
water level 1s the dependant variable, the different levels at
which the pressure sensor 18 1s located are each stimulating
points and the different temperatures for measurement are
stimulating points.

The data sets are used to eliminate the least significant
terms of the preparatory calibration polynomial by eliminat-
ing one term at a time of the preparatory polynomial. The
coellicients of the remaining terms are determined and the
maximum deviation determined until the maximum deviation
has been determined for several of the terms. The terms that
increase the maximum deviation the most are permanently
climinated. After the least significant terms have been elimi-
nated from the calibration polynomaial, cross terms are added
one at a time, the coetlicients for the polynomial each time a
cross term 1s added are determined and the maximum devia-
tion 1s determined. The cross terms having the most effect on
the maximum deviation are permanently added.

The primary value 1s the value sensed by the primary trans-
ducer 18. In this example, the primary value 1s depth of the
liquid. The electrical signal generated by the primary trans-
ducer 18 1s referred to as the primary measurement signal and
after 1t 1s corrected for nonlinearity and interference by the
correction polynomuial 1t 1s referred to as the calibrated signal.
Because changes 1n temperature affect the pressure readings,
temperature changes are interference values. The secondary
transducer 16 measures the temperature and the signals from
the thermistor 16 are interference related signals. Signals
from the secondary transducer 16 are referred to as secondary
because they are not used directly for the purpose of obtaining
depth of the water nor average velocity of the water 1n the flow
stream but for removing interference from the reading of the
primary transducer 18, which 1s used for these purposes.

The calibration microcontroller 14 obtains readings of out-
put voltage from the pressure sensor 18 at a plurality of data
points which, 1n the preferred embodiment, are levels of water
or other pressure inducing means. It also obtains readings of
temperatures at which the readings of the level of water are
obtained. It also recetves or generates a general form of poly-
nomial to serve as the framework of a model. While a cali-
bration microcontroller 1s referred to mn FIG. 1 and in the
description of FIG. 1, these functions may be performed
manually or by a microcontroller or microprocessor or used
for other purposes as well as for calibration.

In the preferred embodiment, the polynomial consists of
terms having temperature as an independent variable, terms
having pressure as an independent variable and cross terms
that are the product of temperature and pressure. The degree
of the variables (powers or exponents) 1s selected 1n accor-
dance with the precision needed and the microcontroller
memory available. Coetlicients of the starting polynomial are
determined from the data sets using any appropriate tech-
nique. In the preferred embodiment, the well known least
squares regression method 1s used as described 1n “Data
Reduction and Error Analysis For The Physical Sciences”,
Chapters Eight and Nine, Pgs. 134-186. McGraw-Hill Book
Company, New York, 1969. After these coellicients are found,
the least significant cross terms are eliminated and the most
significant cross terms that are within the design criteria are
added 1n a manner described hereinatter. This polynomaial 1s
used to calibrate the measuring instrument.

In FIG. 2, there 1s shown a block diagram of a measuring,
instrument 30 having a control and computation system 48, a
first sensor 18, a second sensor 16, a third sensor 17 and an
information input/output system 49. The first sensor 18 1s the
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primary transducer that senses the value to be measured, and
in the preferred embodiment, transmits an electrical signal to
the control and computation system 48. This signal may be
subject to distortion due to the environment. There may be
several different sources of interference such as temperature
changes, electromagnetic fields or other types of radio fre-
quency interference, environmental effects such as vibrations
or moisture. The second and third sensors are interference
transducers that measure the interference related sources
separately. These interference signals from the second sensor
16 and the third sensor 17 are also transmitted to the control
and computation system 48. In the preferred embodiment, the
control and computation system 48 includes a microproces-
sor that contains a calibration curve or polynomial which 1s a
criteria-optimized polynomaal.

With this arrangement, the imnputs to the control and com-
putation system 48 result 1n a more precise signal that may be
read out by the iformation mput/output system 49. In the
preferred embodiment, the criternia-optimized mstrument 30
1s a depth measuring system in which the first sensor 18 1s a
pressure sensor. This pressure sensor at the bottom of a tflow
stream 1s subject to pressure from the head of liquid in the
flow stream and converts 1t to an electrical signal that i1s
transmitted to the control and computation system 48. In the
preferred embodiment, only one interference sensor 1s used.
This sensor 1s the second sensor 16, which detects tempera-
ture. The temperature 1s used to correct for variations and the
signal output from the first sensor 18 through the use of the
criteria-optimized polynomial recorded 1n the microproces-
sor within the control and computation system 48.

In FI1G. 3, there 1s shown a tlow diagram 24 of a method for
forming a criteria-optimized polynomial for use 1n calibrating
a criteria-optimized mstrument having as its principal steps
the step 26 of forming a first-stage preparatory calibration
polynomial, the step 56 of eliminating one term at a time from
the first or third stage polynomial to produce a set of trial
second stage polynomials, the step 60 of selecting the best
second-stage preparatory calibration polynomaial, the step 66
of forming third-stage preparatory calibration polynomials
and the step 67 of selecting the best trial second stage poly-
nomial as shown more completely 1n FIG. 4.

The step 66 of forming third stage preparatory calibration
polynomials 1s performed only if a step 118 of determining
whether a term was eliminated that had been previously
added. If a term was eliminated that had been previously
added, the polynomial 1s self-consistent as shown at step 78
and the formation of the calibration polynomial 1s complete.
Similarly, the program 24 returns to the step 56 of eliminating
one term at a time from the first or third stage polynomial to
produce a set of trial second stage polynomials only 11 a step
120 of determiming that a term was not eliminated that had
been previously added. If a term was eliminated that had been
previously added, the polynomaial 1s self consistent as shown
at step 78 and the calibration curve has been determined.

Since the first-stage polynomial formed in step 26 may
have many terms, a set of many trial second-stage preparatory
polynomials 1s formed 1n step 56—one for every term elimi-
nated. For example, if the first-stage polynomial includes
three terms, then the set of trial second-stage preparatory
polynomials includes three polynomials. As a further
example, if the first-stage polynomial were: y=C,X*+C X"+
C,XT, then the complete set of trial second-stage preparatory
polynomials would be: y=C,X*+C.XT, y=C,X+C,XT and
y=C,X+C,X".

To select the most significant cross terms to be added to the
preparatory second-stage polynomial, the process includes
the step 66 of adding one new cross term from a list generated
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in step 84 (FIG. 4) to the second-stage polynomial to form a
third-stage trial polynomial and the step 67 of selecting the
best trial polynomial. The set of third-stage trial polynomaials
1s formed by adding one cross term from the list from step 84
(FI1G. 4) to the second-stage polynomial. As an example, 1 the
list from step 84 (F1G. 4) contained three cross terms, then the
set of third-stage trial polynomials would include three poly-
nomials. As a further example, 11 the list of cross terms
includes the cross terms: X-T, X*T? and X°T and if the sec-
ond-stage polynomial is: y=C,X+C,X?, the complete set of
third-stage trial polynomials would contain: y=C,X+C, X"+
C.X°T, y C,X+C, X*+C, X°T? and y=C, X+C,X*+C; X°T.
The process 1n step 66 in FIG. 3 of selecting the best third-
stage trial polynomial 1s expanded in the process 60 as
explained in greater detail later in FIG. 5. The process 60 1n
FIG. 5 can be applied to the selection of both second-stage
and third-stage trial polynomaals.

More specifically, the precision of measurements in a mea-
suring instrument 1s increased while staying within a selected
criteria by adding new cross terms to form third-stage prepa-
ratory correction polynomials. The cross terms that are added
are selected from a set of all possible cross terms that can be
formed from the independent variables 1n the first-stage pre-
paratory correction polynomials except cross terms that were
initially selected to be part of the first-stage preparatory cor-
rection polynomial. Terms that were selected to be part of the
original first-stage preparatory correction polynomial remain
in the second and third preparatory correction polynomials
unless they are eliminated 1n forming a second-stage prepa-
ratory polynomial as described above.

Each of the cross terms that are considered for addition to
the first-stage preparatory polynomial 1s added to a second-
stage preparatory correction polynomial as shown in step 66
of FIG. 3 as one step leading to a third-stage trial correction
polynomuial. In the preferred embodiment, the cross terms are
added one by one, and after the coelficients of the polynomaial
are optimized to form a third-stage trial correction polyno-
mial, are then evaluated to select the cross terms that improve
the precision of the measurement in a procedure analogous to
the procedure used to eliminate terms from the second-stage
preparatory correction polynomial as described above.

In the preferred embodiment, the cross terms that are added
to form trial correction polynomials are: (1) cross terms not in
the first-stage preparatory correction polynomial; and (2)
cross terms that include an independent variable of lower or
equal degree to the highest degree of the independent variable
in the first-stage preparatory correction polynomial. For
example, 1I the highest degree on one of the independent
variables is T?, cross terms are added to the extent necessary
to provide a cross term that includes one or more of the
independent variables T*, T°, T and T but not T° in the
preferred embodiment although it 1s possible under some
circumstances to include an independent variable of a higher
degree. The selection of lower degrees of the independent
variables to form cross terms 1s done for each independent
variable in the preferred embodiment. In the preferred
embodiment, only one new cross term 1s included 1n the trial
polynomial although more than one could be 1included.

Each time a cross term 1s added, the coefficients of all the
terms are evaluated and the disagreement errors are found as
described in connection with the development of second-
stage preparatory correction polynomials. When all of the
disagreement errors have been found, a central tendency
value such as the average maximum deviation 1s determined
tor the disagreement errors. The cross term that provides the
lowest average deviation 1n a trial third-stage correction poly-
nomial 1s added permanently. Thus, cross terms having inde-
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pendent variables 1n them lower than the highest order inde-
pendent variable in a term having only one independent
variable and which improves the precision of the measure-
ment are permanently added to the preparatory correction
polynomial. Cross terms are added until the preparatory cor-
rection polynomials are self consistent or all of the cross
terms with independent variables having degrees equal to or
lower than the highest degree of an independent variable 1n
the first-stage preparatory correction polynomial have been
considered.

While the preferred embodiment only includes cross terms
having independent variables with degrees lower than the
independent variables 1n the first-stage preparatory correction
polynomial, this 1s not absolutely necessary. If the design
criteria 1s better met by adding cross terms with higher degree
variables or terms with only one independent vaniable, these
terms may be evaluated by the procedure herein, selected
alter evaluation and added 11 they meet the selected criteria.
Thus, 1f the criteria are a limit on the amount of memory
required by a correction polynomial and a larger capacity
memory 1s provided, new terms for addition to the correction
polynomial may be evaluated by this procedure.

In the preferred embodiment, the process 24 continues the
steps 36, 60, 118, or 66, 67 and 120 until a term 1s eliminated
that was previously added, indicating that the polynomuial 1s
self consistent. While the language optimized calibration
curve 1s used 1n this specification, the calibration curve need
not be pertectly or completely developed into the most effec-
tive form to be considered an optimized calibration polyno-
mial to be within the scope of this invention. The steps 60 and
66 nced not be carried out to any fixed point since they make
incremental improvements at each step. Moreover, the elimi-
nation of the least significant terms need not be alternated
with the step of adding significant terms nor need the same
number of terms be eliminated as added and only one of the
processes ol eliminating terms of lower significance of add-
ing terms ol more significance may be used. However, 1n the
preferred embodiment, the steps of eliminating a term of low
significance and adding a term of high significance are alter-
nated and the repetitive process 1s continued until a term 1s
climinated that was added during the step 1n which terms are
added or a term 1s added that had been earlier eliminated. At
this point, the calibration curve 1s said to be self consistent.

In FIG. 4, there 1s shown a tlow diagram 26 of a process for
forming the preparatory polynomial including the step 38 of
choosing the maximum degree of independent variables suit-
able for the criteria and choosing the number of terms of the
polynomial in accordance with the criteria, the step 84 of
generating a list of all possible cross terms, the step 28 of
obtaining a data base (see FIG. 6) and the step 27 of combin-
ing all powers of the primary independent variable up to the
degree of the polynomial and a few of the lower-power cross
terms into the first-stage preparatory polynomial. The first-
stage preparatory polynomial could also contain no cross
terms, especially 11 the user 1s unsure about the ranking of
their significance, since this process would automatically
include them according to their significance.

The selection of the maximum degree of the independent
variables and the number of terms of the polynomaial gener-
ally involves a compromise between the complexity of the
equipment, the size of the memory to be used and the preci-
sion of the measurements to be obtained. The precision of
measurement increases with an increase 1n the number of
terms, the degree of the variables and the number of cross
terms. On the other hand, 1n embodiments implemented by a
microcontroller, an increase in the number of terms, the
degree of the variables, and the number of cross terms require
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an increase 1n the complexity and the size of memory. In the
preferred embodiment, a microcontroller 1s used although the
processes described herein 1n this specification can be per-
formed by hand without the use of a microcontroller.

Once the highest degree of the independent variables has
been selected, a first-stage preparatory or working polyno-
mial 1s formed 1ncluding a plurality of terms. Some of these
terms 1nclude powers of independent variables and others are
cross terms including a product of two or more independent
variables as shown at step 84. Terms that include the product
of two or more independent variables are herein referred to as
cross terms. The coetlicients for the terms are selected using
any known curve fitting method such as the well known least
squares regression method. In the preferred embodiment, one
or all of the independent variables of all degrees from the
highest selected degree to the first degree are included. For
example, 1f the fourth degree were to be selected for tempera-
ture, then a variable, C,T* would have a coefficient, C_, and all
of the lower powers of temperature such as T°, T* and T" have
corresponding coelficients C, C, and C,.

In FIG. 5, there 1s shown a flow diagram of a process 60 of
selecting the best trial polynomial comprising the step 58 of
determining optimum coellicients of the terms of the trial
polynomial by fitting the polynomial to one data set within the
data base, the step 61 of determining the deviation or dis-
agreement error between the dependent value of polynomaial
obtained 1n step 58 and the corresponding dependent data
value for each stimulating point in the data set and the step 62
of finding the deviation with the maximum absolute value for
that particular data set. The steps 58, 61 and 62 are repeated
for every data set within the data base as shown at step 63.

After completing the analysis of the data base, the average
value of all of the maximum deviations for all data sets within
the data base 1s determined in step 64. The value of the
average maximum deviation 1s related to the rank of signifi-
cance for that particular trial polynomial. The steps 38, 61, 62
and 64 are repeated as shown at step 63 for the next trial
polynomial 1n order to determine 1ts rank of significance. This
process 1s continued until all trial polynomials have been
ranked 1n significance. After all of the trial polynomials have
been ranked, the trial polynomial with the lowest value for the
average maximum deviation 1s selected as the best polyno-
mial as shown at step 65. This trial polynomial has the least
deviation or disagreement error with the data base. The pro-
cess 60 applies the same to both second-stage and third-stage
trial preparatory calibration polynomials.

To determine which term improves the precision of the
measurement the least when forming a second-stage prepa-
ratory correction polynomaial, a series of trial correction poly-
nomials are formed. A trial polynomial 1s formed by elimi-
nating a term from the first-stage correction polynomaal,
determining the optimum coelficients with the term removed
to obtain a second-stage trial correction polynomial and
climinating second-stage trial correction polynomials that
improved the precision of the measurement less than other
second-stage trial correction polynomials being considered.
These trial polynomials are compared to determine which
trial polynomial provides the most precise determination of
the dependent variable. The second-stage trial correction
polynomial that provides the most precise measurement
becomes a second-stage preparatory correction polynomaal,
which may result 1n a final second-stage preparatory correc-
tion polynomial except for one or more possible third-stage
correction polynomials formed by adding terms 11 the criteria
1s met or the correction polynomial becomes self consistent.

In the preferred embodiment, each of the second-stage
preparatory correction polynomials 1s selected from a com-
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parison of every trnial second-stage polynomial formed from
climination of every cross term from one other first or third-
stage preparatory polynomial. However, 1t i1s possible to
obtain good results by eliminating terms that include only one
independent variable in addition to cross terms and to form
and consider trial correction polynomials formed by elimi-
nating terms from other second-stage correction polynomaials
and/or to form fewer trial correction polynomials for com-
parison by not forming trial polynomials by elimination of
cach cross term but only select some of the cross terms to be
climinated to form a trial polynomaial.

In the preferred embodiment, second-stage trial correction
polynomials are compared by calculating the dependent vari-
able several times for each trial correction polynomial using
a plurality of different data sets. Deviation between the cal-
culated value and the actual value 1s determined for each trial
polynomial at each of the plurality of data sets and a com-
parison made using these results. In the preferred embodi-
ment, several measurements are made at each preset value for
the dependent variable. For example, in the case in which
pressure and temperature are the independent variables and
the depth under water 1s the dependent variable, several mea-
surements of pressures and temperatures are made with the
test apparatus at known depths 1n generating the data base.
Each trial correction polynomial 1s used to calculate depth
from the values of pressure and temperature 1n the data base
and the calculated values of depth compared to the measured
values from the data base at a plurality of data sets from the
data base. A data set 1n this specification 1s a set of measure-
ments at different depths, temperatures and pressures. Several
sets are obtained for each correction polynomial and each
trial correction polynomial 1s tested with several sets.

In the preferred embodiment, the maximum deviation from
the plurality of data sets for each trial correction polynomaial
1s taken as the standard to be used 1n determining which term
will be discarded although any other value directly related to
the disagreement error and reflecting the effect of the term on
improving the precision or the measurement such as a value
within ten percent of the maximum deviation could be used.
The average of the maximum deviations for each trial correc-
tion polynomial 1s calculated and this 1s used to determine the
trial correction polynomial that causes the lowest average
maximum deviation. The second-stage trial correction poly-
nomial that causes the lowest average maximum deviation 1s
taken as a second-stage correction polynomial. Although the
average maximum deviation 1s used as the comparison stan-
dard 1n the preferred embodiment, any other indicator of the
central tendency of the deviations such as for example the
mean deviation could be used for this selection provided 1t
results 1n a correction polynomaial that provides a more pre-
cise measurement.

In FIG. 6, there 1s shown a flow diagram of the process 28
for obtaining a plurality of data sets including the step 88 of
placing the pressure transducer or sensor and thermistor in a
water bath 1n which its temperature and water level are con-
trolled, the step 90 of setting the temperature of the water bath
and the water level to some chosen 1nitial condition and the
step 122 of recording the water level, temperature and voltage
at a plurality of water levels and temperatures to form a data
set, and the step 128 of continuing with additional data sets by
repeating on different days or with different sensors after the
data set 1s complete. After each data set 1s complete, the
decision step 126 returns to step 88 unless all data sets have
been collected. It all data sets have been collected, the data
base 1s complete as shown at step 124.

In FIG. 7, there 1s shown a flow diagram of the step 122 of
recording the water level, temperature and voltage at a plu-
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rality of water levels and temperatures to form a data set (FIG.
6) having the substep 92 of waiting until level and tempera-
ture have stabilized, the substep 94 of recording the water
level or depth of transducer, temperature and voltage signal
outputs from all transducers and the substep 96 of readjusting
the water level or temperature or both for a new condition and
repeating as shown at step 126 the prior steps 92, 94 and 96 11
all levels and temperatures have been sampled. These steps
are repeated until data relating temperature to pressure sig-
nals at a plurality of depths and temperatures have been
obtained. These steps are more fully described 1n connection
with the description of FIG. 1 above. Of course, the trans-
ducer could first be kept at a single location 1n the water bath
and the temperature varied to obtain data for a plurality of
temperatures for the one location 1n the water and then the
transducer moved to a different depth and the temperature
changed again with these steps being repeated until sufficient
data has been obtained but this would be a more time con-
suUming process.

Steps 92, 94 and 96 1n repetition generate only one data set.
The data base 1s considered a collection or plurality of data
sets. In other words, a data set 1s a subset of the data base. The
data set only includes calibration data for particular transduc-
ers and a particular day. The data base includes calibration
data for all transducers and all days. Calibration data col-
lected on a particular transducer on the first day would con-
stitute a complete data set. Calibration data collected on the
same transducer on another day would constitute a separate
but complete data set. Calibration data collected on another
transducer would constitute yet another separate but com-
plete data set. All three data sets would be contained in the
data base. Elsewhere, the data base 1s also referred to as the
plurality of data sets.

With the above procedure, an mstrument 1s calibrated by
forming a calibration polynomial to provide a calibrated sig-
nal indicating a measured value corrected for interference and
nonlinearity. To prepare the calibration polynomial, a first-
stage preparatory correction polynomial including the pri-
mary independent variable, at least one interference related
independent variable and some or no cross terms 1s first
prepared. A plurality of data sets, that 1s a data base, of the
dependent variable, the primary independent variable and the
at least one interference related independent variable 1is
obtained. The data sets are used to eliminate the least signifi-
cant terms of the first-stage preparatory correction polyno-
mial and to add the most significant cross terms as described
above.

In making an instrument, a design criteria 1s selected such
as the precision needed or the size of memory that can be used
to calibrate the mstrument and a criteria-optimized calibra-
tion curve 1s prepared that will satisty this criteria. The pri-
mary transducers 18 and at least one secondary transducer 16
are selected to sense the values being measured and the inter-
terence related signals or factors that might reduce the preci-
sion of the measuring instrument. The microcontroller 14 1s
programmed to correct the value measured by the primary
transducer 18. The instrument may use this corrected value to
make further calculations and/or may provide a display of the
corrected value.

In FIG. 8, there 1s shown a block diagram of a volumetric
flow meter 30A having an average velocity sensing system
114, a depth sensing system 116, a control and computation
system 48 A and an information input output system 49A. The
control and computation system 48 A communicates with the
average velocity sensing system 114, the depth sensing sys-
tem 116 and the information 1mput output system 49A. The
control and computation system 48 A: (1) recerves input infor-
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mation such as data and commands from the input output
system 49A; (2) provides information to the information
input output system 49A; (3) receives data and information
from the depth sensing system 116; and (4) receives average
time of transit information from the average velocity sensing
system 114. It can calculate the criteria-optimized polymer
from the data received from the depth sensing system 116 or
receive this information through the information mput output
system 49A and can calculate volumetric flow rate from the
depth information and the average velocity.

The average velocity sensing system 114 includes an ultra-
sonic Doppler transmitter and recerver under the control of an
automatic range and threshold setting system. The velocity
meter transmits sound through a representative section of a
flow stream or through the entire cross section of the flow
stream and recerves a complex signal back which 1s digitized
and analyzed using a fast Fourier transform analyzer. With
this arrangement, receive and transmit transducers 34 and 32
are positioned at an angle to the horizontal to radiate a beam
to and receive reflections from a representative portion of the
flow stream.

The resolution of the measurement depends on the number
of ranges of frequencies selected for each term of the Fourier
transform analyzer across the full range of frequency shifts
caused by the range of possible velocities 1n the tlow stream.
The expected velocity range 1s determined 1n the preferred
embodiment and 256 bands of frequencies are selected for
positive and negative terms of the Fourier transform analyzer.

The words, “representative portion”, 1n this specification
means a portion of the total flow stream which has a volume
that includes within 1t smaller portions of fluid streams at each
velocity tlowing 1n the total flow stream with the fluid streams
for each of the velocities of the smaller portions of flow
streams having a retlective portion that is 1n the same propor-
tion to the size of the reflective portion of the total flow stream
having the same velocity as any other reflective smaller por-
tion with a different velocity 1n the representative portion.
That proportionality can be achieved 1n part by retlecting
signals from a volume of the liquid rather than from an 1imagi-
nary plane cutting the flow stream.

In this definition of a representative portion, each unit area
flowing at a particular velocity in the representative portion
has a ratio to the area of liquid of the total flow stream flowing
at that rate which 1s the same ratio as every other cross
sectional area flowing at that flow rate. Thus, this representa-
tive portion truly reflects the average tlow rate of the entire
flow stream.

In practice, some 1naccuracy always occurs because of the
tailure to properly sample either the entire cross sectional area
of the flow stream or a portion that 1s precisely a representa-
tive portion. Because 1t 1s easier to utilize a representative
portion than the total cross sectional area, the preferred
embodiment utilizes a representative portion and preferably
arrives at this representative portion by selecting an angle at
which the ultrasonic sound 1s reflected and selecting an angle
at which 1t 1s received so that proportional amounts of the fluid
flowing at each velocity retlect signals to the recerving trans-
ducer or transducers 34. One such error 1s caused by a lack of
symmetry 1n the reflected signal with respect to an axis per-
pendicular to the transducer when the reflected signal 1s con-
sidered as a cone. It can be easily corrected, however. The lack
of symmetry can be corrected by using a fixed factor such as
two percent or other value to account for the discrepancy.

The average velocity sensing system 114 further includes
an mput circuit 40, a reflection processing circuit 42, a time-
control and computation system 48A, the information 1mput
output system 49A, a timing circuit 44 and a transmitting
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signal generator 46. The input circuit 40 1s electrically con-
nected to the recerving transducer or transducer array 34
through a conductor 65 to receive signals therefrom, amplify
them with automatic gain control and transmit the signals to
the retlection processing circuit 42 through a conductor 74.

The retlection processing circuit 42 1s electrically con-
nected to: (1) the timing circuit 44 through conductors 50, 52,
54 and 58 which control the scanning of amplitudes and
setting of a threshold value; and (2) the time control and
computation system 48A through conductors 70 and 72
through which 1t transmits data for use by the time control and
computation system 48A and through the conductor 68 from
the time control and computation system 48A from which 1t
which receives signals which control the time of transmission
ol data to the time control and computation system 48A.

The time control and computation system 48A 1s electri-
cally connected to the timing circuit 44 through conductors
63 and 76 to control the synchronization of the entire tlow
meter 30A and to establish sampling rates and frequency
cutoll points to the mput circuit 40 to adjust the amplitude
level of an automatic gain control circuit to obtain an adequate
signal. The timing circuit 44 is electrically connected to the
transmit signal generator 46 through conductor 61 through
which 1t transmits signals to control the time at which the
transmit signal generator 46 transmits signals to the transmuit-
ting transducer or transducer array 32 through a conductor 67.
These signals control the sampling time and the repetition
rate of the transmitted ultrasonic signals for the purpose of
scanning across a range ol sample times and rates for
increased precision.

A pressure sensor 18A 1s electrically connected to the time
control and computation system 48A to transmit depth infor-
mation thereto and the information input output system 49 A,
which includes a computer keyboard and other input devices,
supplies information to the time control and computation
system 48A, such as a cross-sectional area of the flow stream.
With these values, the time control and computation system
48 A 15 able to calculate the area of flow 1n the tlow stream and
the average velocity, and from that, calculate the rate of tlow
of liquid 1n the flow stream in a manner known 1n the art.

In general, an attempt 1s made to recerve Doppler shift
information from the entire cross-section of the stream. The
signals are intended to represent all of the actual velocities
and the cross-sectional area of each of the velocities. These
velocities and cross-sectional areas may be represented 1n a
curve, with the velocities being represented along the
abscissa and the amount of area of the cross-section having
cach velocity or small range of velocities as the ordinates
when viewed graphically. These values are measured with the
Doppler frequency shift representing the velocity and the
amplitude of the received ultrasonic signal as the area having
that velocity. The average velocity system 1s explained in
greater detail 1n the aforementioned U.S. Pat. No. 5,777,892,
the disclosure of which 1s incorporated herein by reference.

While a somewhat detailed explanation of criteria opti-
mized polymers has been provided, the words “criteria-opti-
mized polynomial” 1s not intended to be limited to all of the
features of this explanation. The words “critenia-optimized
polynomial” refers to any procedure which includes the steps
of forming a preparatory calibration polynomial including the
primary independent variable and at least one interference
related independent variable, obtaining a plurality of data sets
of the dependent variable, the primary independent variable
and at least one interference related independent variable and
using the data sets to eliminate the least signmificant terms of
the preparatory calibration polynomial or to add the most
significant cross terms to the preparatory calibration polyno-
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mial until a criteria arbitrarily selected for a general purpose
has been met or to add terms that provide a correction poly-
nomial that improves the precision of the measurement.

In this specification, the words “criteria-optimized™ when
applied to an instrument means an istrument using a criteria-
optimized polynomial to improve its precision and when
applied to a calibration curve or polynomial means that the
calibration curve or polynomial has been formed by first
forming a preparatory or preparatory calibration polynomaial
including the primary independent variable and at least one
interference related independent variable, obtaining a plural-
ity of data sets of the dependent variable, the primary 1nde-
pendent variable and the at least one interference related
independent variable either before or after forming the poly-
nomial and then using the data sets to eliminate the least
significant terms of the preparatory calibration polynomial or
to add the more significant terms.

From the above description, 1t can be understood that the
istrument of this mvention and the method of using it has
several advantages, such as for example: (1) 1t can be more
casily calibrated; (2) some aspects of 1t are more easily auto-
mated; and (3) 1t can provide more precise operation.

While a preferred embodiment of the invention has been
described with some particularity, many modifications and
variations in the system are possible without deviating from
the invention. Therefore, 1t 1s to be understood that, within the
scope of the appended claims, the invention may be practiced
other than as specifically described.

What 1s claimed 1s:
1. A method of calibrating an 1nstrument, comprising the
steps of:

forming a preparatory calibration polynomial including a
primary independent variable and at least one interfer-
ence related independent variable;

obtaining a plurality of data sets of a dependent variable,
the primary independent variable and the at least one
interterence related independent variable;

using the data sets to eliminate least significant terms of the
preparatory calibration polynomaial;

adding the most significant cross terms;

selecting a number of terms of a polynomial;

adding low degree cross terms

choosing a maximum degree of the highest degree of an
independent variable;

preparing a plurality of terms of the preparatory calibration
polynomial wherein each term of said plurality of terms
includes a different one of said independent variables
and a different degree of the independent variable;

adding some trial cross terms.

2. A method of calibrating an instrument, comprising the

steps of:

forming a preparatory calibration polynomial including a
primary independent variable and at least one interfer-
ence related independent variable;

obtaining a plurality of data sets of a dependent variable,
the primary independent variable and the at least one
interference related independent vanable;

using the data sets to eliminate least significant terms of the
preparatory calibration polynomaial;

adding the most significant cross terms wherein the step of
using the data sets to eliminate least significant terms of
the preparatory calibration polynomial includes the
steps of:

climinating one term at a time of the preparatory calibra-
tion polynomial, determining the coellicients of remain-
ing terms;
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determining the maximum deviation until the maximum
deviation has been determined for several of the terms;

it i

permanently eliminating the terms having the least effect
on the maximum deviation.

3. A method of calibrating an instrument in accordance
with claim 2 wherein a corrected calibration polynomaial 1s

obtained; and the corrected calibration polynomial 1s used to
obtain a calibrated signal from a measured signal.

4. A method 1 accordance with claim 3 wherein the cor-
rected calibration polynomial 1s stored 1n a microcontroller.

5. A method 1n accordance with claim 4 wherein the instru-
ment measures the rate of flow of a liquid.

6. A method 1n accordance with claim 4 wherein the instru-
ment measures impurities 1in water.

7. A method 1n accordance with claim 4 wherein the instru-
ment measures the depth of a liquid.
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8. A method of calibrating an instrument, comprising the
steps of:

forming a preparatory calibration polynomial including a
primary independent variable and at least one interfer-
ence related independent variable;

obtaining a plurality of data sets of a dependent varnable,
the primary independent variable and the at least one
interference related independent variable;

using the data sets to eliminate least significant terms of the
preparatory calibration polynomial;

adding the most significant cross terms one at a time;

calculating coefficients for the polynomial each time a
cross term 1s added;

determiming the maximum deviation; and

permanently adding cross terms having the most beneficial
effect on the maximum deviation.

G o e = x
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