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(57) ABSTRACT

A method for evaluating the quality of data collection 1n a
manufacturing environment 1s provided. Said data are
intended to be analyzed by a process control system. The
method comprising the following steps (A) collecting raw
data according to a Data Collection plan speciiying, and for
cach data item, a sampling time reference indicating at which
time 1nterval 1t 1s expected, and associating to each collected
data item a timestamp indicating its actual collection time,
(B) for at least a part of the raw data included 1nside a prede-
termined window, determining a Data Collection Quality
Value (DCQV) by: (a) reading the timestamps; (b) computing
at least one quality indicator value from the relationship
between each timestamp and the corresponding time refer-
ence, wherein a shift represents a malfunction of the equip-
ment or of the data collection system; (c) after steps (b) and
(¢) have been performed for all data items, computing a single
data collection quality value (DCQV) indicator for said time
window. Application to data qualification for analysis and
equipment qualification e.g. 1n a semiconductor fab.

9 Claims, 11 Drawing Sheets
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METHOD FOR EVALUATING THE QUALITY
OF DATA COLLECTION IN A
MANUFACTURING ENVIRONMENT

CROSS-REFERENCE TO RELATED
APPLICATION

The present mvention claims the benefit of U.S. Provi-
sional Patent Application No. 60/603,399, filed Aug. 20,
2004, entitled “A Method for Evaluating the Quality of Data
Collection 1n a Manufacturing Environment”, by inventor
Thierry Raymond, the disclosure of which 1s hereby incorpo-
rated by reference 1n its entirety.

The present invention generally relates to a method and
system for quantifying and control the quality of a supply
chain system collecting data from a manufacturing equip-
ment such as a semiconductor fab, a flat panel display fab of
other electronics, optics or optoelectronics manufacturing
environments.

BACKGROUND OF THE INVENTION

In such environments, data collection operations are typi-
cally executed by a central processing system and apply to
data usually coming from multiple equipments: Process
Equipments, Metrology Equipments, External Additional
Sensors, Other application Automation/Manufacturing
Execution System (MES), Databases, etc.

Due to a continuous technical progress in the field of semi-
conductors, these equipments are indeed more and more
many and/or more and more complex due to the miniaturiza-
tion of the manufactured components, and require a high
degree of reliability for meeting high semiconductor products
standards.

Thus 1t 1s a need of a control system for monitoring and
analyzing the whole data coming from all the equipments to
enhance the production quality control. More specifically, 1n
order to avoid such a control system working on bad quality
data, and consequently raising false alarms and the like, there
1s a need for a control of the quality of the data supply chain.

More specifically, when a system for production quality
control uses pre-treatments such as a “data windowing”
scheme to select only the usetul data corresponding to what 1s
requested for further data analysis and therefore optimize the
necessary amount of collected data to maintain 1n the data
base, and summarization algorithms to translate the raw data
into indicators, corresponding to the desired physical and
statistical process information needed for production quality
control, these pre-treatments are liable to provide false results
due to missing or non-synchronized raw data. In other words,
the underlying algorithms are not capable of detecting the
origin of the presence of these bad raw data quality.

Therefore, false alarms or the like problems can be gener-
ated while the problem arises not from the data values but
from the data collection chain.

SUMMARY OF THE INVENTION

The present invention aims at guaranteeing a good repro-
ducibility and quality level of the collected data, and therefore
to ensure an accurate and reproducible data analysis, and at
avoilding an inappropriate behavior of the quality control
system when the quality of data collection 1s not suificient.
The present invention also aims at classifying or qualitying
the pieces of equipment of a fab according to their data
collection capacity.
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2

To that effect, the present invention provides according to
a first aspect a method for evaluating the quality of data in a
manufacturing environment, said data being intended to be
analyzed by a process control system, the method comprising
the following steps:

(A) collecting raw data according to a predefined Data
Collection plan (DCPlan) specifying which data must be
collected, and for each data item, a sampling time reference
indicating at which time interval 1t 1s expected, and associat-
ing to each collected data item a timestamp indicating the
time at which 1t 1s actually collected,

(B) for at least a part of the raw data included 1nside a
predetermined window, determining a Data Collection (Qual-
ity Value (DCQV) by:

(a) reading the timestamps of the raw data 1tems succes-

stvely for each of them:;

(b) computing at least one quality indicator value from the
relationship between each timestamp and the corre-
sponding time reference, wherein a shift between times-
tamps and time reference 1s representative of a malfunc-
tion of the equipment or of the data collection system:;

(c) after steps (b) and (¢) have been performed for all data
items, computing a single data collection quality value
(DCQYV) indicator for said time window.

Certain preferred, but non limiting aspects of this method
are as follows:

a plurality of quality indicator values are computed and
normalized, and said single DCQYV indicator 1s set to the
minimum of said quality indicator values.

said quality indicator values include a ratio between a
number of actually collected data samples and a number
of expected data samples 1n a given time window.

said quality indicator values include a time difference
between a sampling period separating two successive
requests for data samples and the actual 1nterval sepa-
rating the times at which these samples are elffectively
collected.

said quality indicator values include a sum of said time
differences over a given time window.

said quality indicator values include an error indicator.

said error indicator can only take negative values while
other indicator values are positive or null, where by the

existence of an error can be detected from the single
DCQV value.

According to a second aspect, the present mnvention pro-
vides a method for controlling a process 1n a manufacturing
environment, wherein raw data from equipment, metrology,
etc. are collected and analyzed, comprising the following
steps:

evaluating data collection quality as defined above for a
plurality of windows of data collection,

performing data analysis for the data of a given window
only 1f the quality of collected data 1s higher than a predeter-
mined level.

According to a third aspect, the present invention provides
a method for classiiying pieces of equipment 1n a manufac-
turing environment such as a sesmiconductor fab, wherein raw
data from pieces equipment, metrology, etc. are collected and
analyzed, comprising the following steps:

evaluating data collection quality as defined above for a
plurality of windows of data collection and for a plurality of
pieces of equipment,

identilying a piece of equipment as acceptable 1n the envi-
ronment only if the quality of collected data for this piece of
equipment 1s higher than a predetermined level.
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BRIEF DESCRIPTION OF THE DRAWINGS

The present mvention will be more clearly understood
from the following detailed description of a pretferred but
non-limiting embodiment thereof, made with reference to the
appended drawings, 1n which:

FIG. 1 1s a block diagram of the main components of
known process control system for a semiconductor fab,

FIG. 2 1s a more detailed block diagram of a known fault
detection and classification (FDC) environment in which the
present invention may be implemented,

FIGS. 3a to 3¢ 1llustrate the three main steps performed by
the FDC environment of FIG. 2, and

FI1G. 4 15 a detailed block diagram of the components of the
control system which directly or indirectly contribute to the
method and system of the present invention.

FI1G. 5 1s a flow chart, sub part of the FDC environment of
FIG. 2, positioning the data collection quality indicator com-
putation and 1ts threshold usage provided by the invention.

FIGS. 6a and 65 are more detailed flow charts of the DCQV
processing system globally depicted in FIG. §,

FIGS. 7a, 7b and 8 show examples of data collection trans-
actions between processing system and equipments and 1llus-
trate typical timing 1ssues retlected 1n one embodiment of the
invention, and

FIG. 9 1s a comparative graph between different equip-
ments tested according to one embodiment of the invention.

DETAILED DESCRIPTION OF A PREFERRED
EMBODIMENT

Now referring to the drawings, the known fab control envi-
ronment to which the present invention can be applied will

first be described.

The block diagram of FIG. 1 diagrammatically shows the
main steps implemented by conventional Advanced Process
Control (APC) or Advanced Equipment Control (AEC) sys-
tems, wherein the processing system collects firstly the raw
data coming from the various equipments, then pre-treats
them in order to summarize the raw data into approprate
indicators reflecting the process health, and finally analyzes
the pre-treated data for giving a result (as for example a
diagnostic on the quality of the manufactured semiconductor
products).

FIG. 2 of the drawings illustrates a known Fault Detection
and Classification (FDC) system architecture, which 1s cur-
rently commercialized by the assignee of the present appli-
cation under the Maestria range of software tools, that can
divided into 5 main modules:

1) Data Sources: data are collected from two types of
semiconductor equipment:

Semiconductor Process or Metrology equipment, using a
standardized protocol such as the SEMI’s “Semicon-
ductor Equipment Communication Standards/Generic

Equipment Model” (SECS/GEM)”,

Additional Sensors, also using SECS protocol or any other
proprietary communication protocol or standard ones

(ModBus, ModBus TCP, XML/SOAP, etc.)

2) A Data Collection module (*Data Collector” in FIG. 2)
and its interaction with fab automation: different interfaces
capable of handling Data Collection exchange messages with
different sources.

This includes logistic data collection coming from fab auto-
mation exchanges, giving information about which product
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and material 1s processed, which process recipe 1s used and
catching changing events about which sub-recipe treatment
step 1s currently running.

Also, 1n case of equipment do not having specific data
collection port available, a pass-through mechanism 1s used
to share the single available Equipment connection between
Automation and Data Collection message exchanges.

3) a data filtering, pretreatment and storage module (*“Win-
dowing Filtering/Pre-Treatment” and “Local Data Base™ 1n
FIG. 2): this module 1s designed for extracting only the useful
part of data from the whole data collection set. Then, 1t builds
summarized indicators using temporal raw data parts. It also
manages the raw data and indicator storage into the FDC data
base.

4) a data analysis and alarm management module (“FDC
Analysis manager” and “Alarm manager” in FIG. 2): this
module performs data analysis based on previously computed
indicators 1n order to detect and classily any equipment or
process driit. It raises an alarm in case of detecting any out-
of-control value. It stores the analysis result context mnto a
so-called FDC Data Base.

5) a process control strategy and management module
(“Process Control Strategies” in FI1G. 2), which manages all
Fault Detection and Classification Control Strategy files, con-
taining the entire defimition of the FDC process (Data Collec-
tion Plan Definition, Window definition, Indicator computa-
tion definition, Analysis Model to be used, Out-of-Control
limits and associated alarm action to be raised).

The three main steps of the FDC system which are inter-
related with the process and system of the present invention
(as will be described 1n the following) are 1llustrated in FIGS.
3a-3c¢ of the drawings. They are performed 1n the “Window-
ing Filtering/Pre-Treatment” module of FIG. 2.

The first step, as depicted 1n FI1G. 3a, 1s a raw temporal data
collection according to a Data Collection Plan (DCPlan 1n
FIG. 2), defining which data values have to be collected (i.e.
Processing Chamber Temperature, He Gas Flow, . . . ) and, for
cach data value, the requested individual sampling period (i.e.
0.5 second, 1 second, etc.).

The Data Collection Plan 1s a sub-part of the FDC Process
Control Strategy definition.

The second step as shown 1n FIG. 3b consists in filtering the
data collected 1n the above collection step by selecting a
subset of the collected data. This operation, also called “Data
Windowing™, 1s used to select only the useful data corre-
sponding to what 1s requested for further data analysis appli-
cation cases. The purpose of this step i1s to optimize the
necessary amount of collected data to maintain 1n the data
base.

The Data Windows can be defined by using and combining,
various approaches, such as:

synchronizing Data Window with Equipment Automation
events, 1.¢. Process Start or Process Stop;

synchronizing Data Window with Equipment Process
steps, 1.€. collecting data only during relevant sub-steps
of the entire process,

defining a time dependent Data Window, for example from
1 second after process start event up to 10 second after
process stop event of for a given duration,

defining dynamic Data Windows depending on a threshold
given by particular value of such or such collected data,
¢.g. starting Data Window when Data A 1s higher than
3.5, and stopping Data Window when Data B 1s lower
than 3,

using any other more sophisticated rules as defined by the
user.
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In the FDC environment of FIG. 2, the Data Window cri-
teria are subparts of the FDC Process Control Strategy defi-
nition.

It should be noted here that other filter types can be applied
at this stage, such as eliminating non coherent data values. In
such case, the data 1s not replaced by any estimated or inter-
polated value: the data 1s simply missing and a “hole” 1s
present in the data collection.

The third step, as depicted 1n FIG. 3¢, computes standard or
user defined Summarization Algorithms to translate the raw
data into 1ndicators, corresponding to what process informa-
tion 1s relevant to obtain, from physical and statistical points
of view. (1.e. Temporal Mean value, Min value, Max value,
Range, RMS value, Average Power=Mean[U1*11] . . . )

These Summarization Algorithms are stored in the FDC
Process Control Strategy definition of FIG. 2.

The indicators computed by means of these summarization
algorithms are itended to be used as main input data of the
FDC Analysis module. They indicate the process equipment
health and trigger appropriate alarms 1n case of out-of-control
detection and classification.

As already explained in the introductory part of this
description, the above second and third data pretreatment
steps are aimed at selecting relevant raw data (windowing
filters determining usetul part of data to be further analyzed),
then to summarize this raw data into indicators that are rep-
resentative of the process health. However, these algorithm-
based pretreatments are liable to provide false results due to
missing or non-synchronized raw data. In other words, they
are not capable of detecting the origin of the presence ofthese
bad raw data quality.

In order to guarantee a good reproducibility and quality
level of the collected data, and therefore to ensure an accurate
and reproducible data analysis, the system of the present
invention further comprises a Data Collection Quality Value
(DCQV) indicator generating module, such DCQYV 1ndicated
being mtended to quantily from a global standpoint the data
collection chain behavior.

The DCQYV indicator generating module returns a DCQV
indicator value preferably comprised between Oand 1 (O . . .
100% range) representing the gap between what 1s 1deally
expected and what 1s really obtained 1n terms of data collec-
tion as defined by the Data Collection plan.

It should be noted here that the DCQYV indicator preferably
can also take negative values to report any Data Collection
chain failure or software errors leading to invalidate the cor-
responding collected data set. In that case, a particular error
description 1s associated to each particular negative value,
clearly identifying the root cause of the Data Collection chain
failure.

A detailed description of the DCQV generating means 1s
now described.

An mdividual DCQYV idicator 1s computed for each of a
plurality of particular Data Windows, on which summarized
data Indicators are computed.

For a given process control strategy, composed of different
Data Windows, a global strategy DCQV indicator 1s com-

puted as the minimum DCQYV of each individual Data Win-
dow.

FIG. 4 depicts which main components are directly or
indirectly contributing in the Data Collection chain mecha-
nism, impacting the quality of the Data Collection, and so, are
directly and indirectly under the DCQYV control.

These main components and their respective imnfluence on
the Data Collection quality that are reported through the
DCQV indicator are in the present embodiment:
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the monitored devices—or Equipments—and their ability
to provide the requested data 1n a timely manner,
the communication channel and the communication pro-
tocol between the momitored devices—or equipments—
and the data collection system, and their ability to pro-
vide the requested data in a timely manner,
the software modules of the Data Collection system and
their ability to treat the data collection messages in a
timely manner. By “treat”, it 1s meant here functions
such as:
managing the Data Collection Start/Pause/Stop triggers
events,

getting Data Collection plan & Build data collection
request messages and send 1t to the devices,

receiving the data collection reply messages,

parsing the message to extract and store the data values,

in case of using a so-called “Pass-through” module
(known as allowing to share the single Equipment
communication port with the automation system),
managing the priority given to the automation mes-
sages exchange,

compute the DCQYV 1ndicator;

all the other software modules or parts running on the same
hardware platform and sharing the same hardware
resources (CPU, RAM, HDD, . . . ) and their indirect
influence slowing down the Data Collection exchanges,

the hardware platform, its components and its associated
Operating system 1influencing the software perfor-
mances and their ability to provide a base time clock
with small drift and high accuracy.

It should be noted here that the DCQV 1s normally not
intended to cover other data quality 1ssues such as the actual
data quality as provided by the fab Equipment. This would
require an additional measurement system to compare col-
lected data & timestamp with real data value and timestamp
provided by the equipment.

The DCQV generating means 1s practically embodied by a
set of specific software modules integrated into the Data
Collection part of the FDC software system.

Once computed, the DCQV 1ndicator 1s used by the FDC
Analysis Module to decide whether the data analysis can be
performed or not, with a suifficient confidence level 1n the
analysis result.

This 1s done by comparing the generated DCQV 1ndicator
value with a threshold value called Data Collection Quality
Level (DCQL) setup by the user.

FIG. 5 illustrates the interconnection with the DCQV com-
putation means and its associated means for comparison with
threshold DCQL with the FDC environment, which 1s now
described 1n greater detail with reference to FIGS. 6a and 6.

FIG. 6a shows the various steps involved 1n the DCQV
mechanism associated to the data collection system:

The Data Collection plan specification 1s the reference
input for the data collector: 1t defines how to perform the
Data Collection, defining which data has to be collected.,
at which sampling rate and which particular data Win-
dows will be useful for further data analysis, 1f any.

The real original Equipment data source that has to be
collected, acquired through the Data Collection chain
between a start and a stop time. The acquisition 1s result-
ing nto successive samples of data, normally consecu-
tively separated by one sampling period.

The Data Windowing allows taking 1n consideration whole
or interesting part of the collected data samples, depend-
ing on the data analysis to perform.

According to the Data Windows, the DCQV 1indicator 1s
computed for each one, making the comparison between
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what 1s specified by the Data Collection plan and what 1s
really collected. Taking 1nto account what 1s expected 1n
terms of number of sample 1n the given window, and 1n
terms of timestamp of each sample.

In addition, the DCQYV 1s not computed 11 there any unex-
pected behavior of the Data collection system. In that
case the DCQYV takes a negative error value (see the
convention described below) and any data analysis can-
not be performed on the Data.

If there 1s no error of the Data Collection system, one
DCQV 1s 1ssued for each defined data window, and a
main DCQYV 1s given as a global scoring for the whole
Data Collection plan execution.

Several data analyses can be associated to a umique data

collection plan.

Each data analysis can use whole or part (data window) of
the collected data.

To avoid a bad DCQV, due to a particular data window, 1s
impacting all the data analysis, a particular DCQV indicator
1s computed for each analysis. It combines the individual
DCQV of each data window involved 1n the analysis.

FI1G. 65 shows an example of the usage of the Data Window
DCQVs allowing to enable a data analysis on a particular
window, while disabling the data analysis for the other one,
where the data collection 1s not good enough.

The data collection transaction mechanisms between the
processing system and any equipment able to provide data
will now be described, together with illustration of typical
timing 1ssues.

First of all, there are two main Data Collection mecha-
nisms:

Data Collection by Polling: The data are explicitly
requested each time they have to be collected. The typi-
cal transactional mechanism, repeated for each sam-
pling time, 1s to send a Query message to the equipment
containing the list of data to be collected, and then wait
the Reply message from the equipment containing the
data values. The main advantage of this method 1s that
one could change the data list at each transaction, and so,
dynamically change the sampling time (Dynamic sam-
pling period).

Trace Data Collection: The data are regularly sent by the

Equipment, at each sampling time through an Event
message, without any additional Query than the mitial
one, speciiying the list ol the data to be collected, and the
requested sampling period. In that case 1t will be more
difficult to synchronize the changes of the data list and to
work with a dynamic sampling period.

In both cases, the Reply or the Event messages will then be
parsed to extract the data values that are stored into a file or a
data base.

It will be noted first that the system communicates with at
least a part of the equipment according to a given protocol.
This protocol can be dedicated a semiconductor fab and com-
ply with any of the standards 1n the field such as the SECS
(Semiconductor Equipment Communication Standard).

Polling Data Collection 1s illustrated in FIG. 7a which
shows a typical scenario of a successiul polling data collec-
tion. The Equipment can be a Semiconductor Equipment, a
Sensor or any other device able to provide data on request
using any data exchange protocol. For example for semicon-
ductor equipment 1t will be the SECS protocol, using S1F3/
S1F4 polling transactions, and for other devices 1t could be
standard protocols, such as Modbus one, or any other propri-
etary protocol.

As shown 1n FIG. 7a, the processing system sends at time
“t.” a request to the equipment for collecting a raw data
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clement. The equipment replies to this request at the time tr, .
The raw data element associated to said reply 1s then stored 1n
database or 1n a buifer memory. The time t, 1s also stored with
the raw data. Then the processing system sends similarly at
time t__, another request to the equipment, and the reply 1s
received at time tr, _ ;.

FIG. 7b corresponds to the same case as FIG. 7a, but
transposed to the Trace Data Collection case. In that case,
instead of requesting the data at regular sampling period of
time, a single “Set up Trace” message 1s mitially sent at the
beginning of the data collection. This message contains the
list of the data to be collected and the requested sampling
period, and 1t asks the Equipment to send regular event mes-
sages containing the data values.

It1s to be noted here that, 1n order to stop the data collection
an “unsetup” message has to be sent at the end of the cycle.

This Trace mechanism 1s very similar to the Polling one 11
one considers a regular interval of time—based on the sam-
pling period T—as a reference time to receive the successive
event messages.

As a consequence, 1t 1s treated 1n the same way than the
polling mechanism to measure Gaps and Holes and finally
1ssue the DCQYV indicator computation.

FIGS. 7a and 75 1llustrate successtul data collection trans-
actions regularly exchanged, where each request “n” 1s sepa-
rated from the next “n+1” one by the sampling period “T7. It
means the Request/Reply cycle must be completed within the
sampling time in order not to have a “hole” 1n the data col-
lection.

In addition, another parameter intluencing the data collec-
tion quality 1s whether there 1s a regular timestamp for each
data sample. This 1s called “Jitter eflect” (a Jitter 1s generally,
any distortion caused by poor synchronization) and it appears
when the time between the request message and the reply
message (called “Gap™) 1s subject to variation from one trans-
action to another one. In the depicted case the Gap values
(Gap,=tr,_—t_and Gap,  ,=tr,_,—t . ,) are different, but their
values are lower than the sampling period T, and so they are
normally treated. Otherwise, there will lead to a data collec-
tion hole.

It should be noted here that when there 1s a Jitter effect, the
DCQV indicator will be slightly degraded (ci. infra compo-
nents 2 & 3 of the DCQV computation).

FIG. 8 of the drawings depicts a scenario where the equip-
ment replies too late, and shows how to manage latency in
collecting data, and how the DCQYV 1s reported 1n such case.
More particularly, when the Gap value 1s higher than the
sampling period, a sample 1s recerved too late, and one or
several data collection cycles will be missed creating a hole 1n
data collection:

The real data value 1s kept and added 1nto the data storage,

instead of putting a Not Available (NA) value indicating
a missing value.

The intermediate missed samples are not written into the
data storage as NA values: there will be a hole 1nto the
collect and DCQV will only be affected by this hole, and
not by explicit missing data values.

It will be understood that when there 1s a hole 1n data
collection, the DCQV indicator will be degraded (ci. inira
main component 1 of the DCQV computation).

Details of the DCQV computation and the types of com-
ponents mvolved will now be described.

First of all, the DCQV 1s a “scoring’ indicator expressed as
a number between 0 and 1 (or as a percentage 0% . . . 100%),
and 1t intended to reflect the collected data set integrity.

Associated with the DCQL, which 1s an acceptable thresh-

old value beyond the collected data 1s considered as good and
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reliable enough, 1t guarantees that the data can be used to
perform FDC analysis 1n robust and repeatable way.

The standard usage of the DCQV indicator 1s to allow
working with an acceptable amount of missing data for the
FDC analysis process. It could be better to do not perform
100% of the FDC analysis when data collection set 1s not
good enough, rather than take the risk to artificially introduce
false alarms by attempting to re-build or “estimate” the miss-
ing values using any kind of algorithm such as linear inter-
polation, predictive or similarity computation. This assump-
tion 1s valid as long as the number of rejected analysis 1s low
compared to the total number of process control analysis
performed. If 1t 1s not the case, a corrective action has to be
undertaken to enhance the data collection chain.

With the DCQV indicator, the end user will get a clear
visibility about his Data Collection Quality, and can monitor
it 1n order to know 11 1its equipment 1s still under FDC analysis
control.

The DCQYV 1ndicator 1s also used to characterize the Data
Collection interface performance of such or such Equipment,
and use 1t as acceptance criteria.

The DCQYV 1ndicator 1s composed of several computation
components or indicators, four in the present embodiment.
Each indicator reflects a particular quality measure of the
Data collection Chain, and the final DCQYV scoring 1s selected
as the worst (minimum) value among them.

The role of each indicator 1s explained below.

Indicator 1

This 1s the main indicator monitors the holes 1n data col-
lection. It controls the amount of collected data compared to
the requested amount, and 1t 1s expressed as the percentage of
the actual amount of collected data compared to the expected
amount of data 1n a given time window. It 1s indirectly
impacted by the global response time of the data collection
chain.

Indicator 2

This indicator monitors the individual delay of the data
sample reply. Reference should be made to the section
describing the data collection transaction mechanism for
more details. It 1s expressed as a percentage representing the
impact ol the largest data collection Gap 1n a given time
window.

Indicator 3

This mdicator monitors the cumulated data sample reply
delays (1.e. the above-mentioned “jitter” effect). Reference
should be made to the section describing the data collection
transaction mechanism for more details. It 1s expressed as a
percentage representing the impact of cumulated data collec-
tion Gaps 1n a given time window.

Indicator 4

This indicator dynamically momtors the Data Collector
System Health (software & Hardware). It 1s expressed as a
negative value reporting an error case. Each value represents
a particular error case for a clear understanding of the error
basic cause. Reference should be made here to the negative
error code values convention for more details. For example, 1t
could report a data collection buffer overtlow (error code 1s
“-247") or the unexpected change or drift of the system Clock,
impacting the samples’ Timestamp coherency. (error code 1s
“-257)

Implementation details of the above indicators will now be
described.
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Indicator 1: Detecting Holes 1n Data Collection

This indicator 1s the stmplest and the most efficient: from a
time interval (Data Window) and the sampling period as
defined by the reference Data Collection plan, 1t 1s easy to
determined the number of data samples that should 1deally be
collected. Indicator 1 merely 1s the ratio between the number
of samples actually collected 1n the Data Window and the
expected number of samples.

Indicator 1 1s preferably expressed 1n a percentage accord-
ing to the following formula:

NumberOfDataCollected X Sampling Period
(WindowSropTime— WindowStartTime)

Indicator 2: Impact of Largest Collection Gap 1n the Window

The computation of this DCQV component imnvolves the
difference between the timestamp tr, | , and the time reference
t. when the zero-time for both times 1s given by the timestamp
tr of the previous raw datarecerved by the processing system.

In other words, the computation of the indicator comprises
computing the difference (tr, _,—tr, ) and (t —tr, ), 1.e. the time
difference between the duration separating two successive
replies and the sampling period.

The indicator value computation further includes comput-
ing the maximum among these differences, over the width of
the time window.

The formula used to compute this indicator 1s:

| ( LargestCollectionGap — Sampling Period ]
(WindowStopTime— WindowStartTime)

Where:

“LargestCollectionGap” 1s the largest time between 2 con-
secutive reply messages 1n the data collection communication
transactions.

Indicator 3: Impact of Cumulated Collection Gaps in the
Window

With the same data acquisition scheme as for Component
2, the computation of the DCQV indicator comprises com-
puting the difference between the timestamp tr, and the time
reference t _, when the zero-time for both times 1s given by
time t . Negative values are not taken into account for this
computation.

In other words, the indicator computation comprises com-
puting the difference (tr, —t ) and (t.—t ), 1.e. the diflerence of
time between the duration separating the request to the reply
ol a transaction, and the sampling period.

The indicator computation further includes computing the
sum of said differences calculated for all the raw data ele-
ments 1n the determined window that having a result greater
than or equal to zero, over the width of the time window.
This sum of differences can then be expressed as follow-
ng:

ConsolidatedCollectionGaps =

Z Max|0, (ReplvDuration — SamplingPeriod)]
WindowTime

Where

“ConsolidatedCollectionGaps™ 1s the duration of the whole
translations (between a request and a reply) inside the time
window, and
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“ReplyDuration™ 1s the reply time in the communications
transaction (1.e. tr, -t )
The formula used to compute Component 3 1s:

1 ( ConsolidatedCollectionGaps ]
- (WindowStopTime— WindowStartTime)

It should be noted here that, when the Gap value 1s higher
than the sampling period, this means that a sample 1s received
too late, and one or several data collection cycles will be
missed, creating a hole 1n data collection. In such case:

The real data value 1s kept and added 1nto the data storage,

instead ol putting a Not Available (NA) value, indicating
a missing value.

The intermediate missed samples are not written into the
data storage as NA values: we will have a hole into the collect
and DCQV will only be affected by this hole, and not by
explicit missing data values.

It should further be noted that when there 1s a Hole 1n data
collection the DCQYV indicator will be degraded (see the main
indicator 1 of the DCQV computation).

Indicator 4: Data Collection System Health

According to a further possibility of this mvention, the
DCQV can take negative value 1 order to report and 1dentify
Error Cases.

First of all, taking into account the sole components 1 to 3,
the DCQV will have a null value 11 there 1s any error detected
impacting the data collection process or the DCQV compu-
tation. But, 1n order to inform the user of a critical error as well
as the basic error cause, and to be able to display an appro-
priate error message 1dentifying the cause, the DCQV can be
given a negative value.
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For example, some events coming from the equipment
implies that the data analysis 1s skipped. This is the case of a
manual “Abort Process Event”. In that case, the Data Collec-
tion stops upon “Abort Process Event” reception. In such
situation, the system can set DCQV to “-~17 by setting the
Component 4 value to this value and the Error Description
will be: “Data Collection was cancelled by user”.

By using negative values for Component 4, it 1s ensured
that the analysis will not be done for on-error contexts in

respect of the DCQV<DCQL rule, where DCQL 1s always
>().

It1s understood however that the user has to take care of this
convention while using the DCQYV indicator values for any
report or calculation based on 1t, for example to compute a
new indicator reporting the average DCQV value on a given
period of time.

Actually, only positive or null DCQV values can have
significant contribution to any indicator based thereon, and so
to avoid any calculation error, either the user should not take
into account the negative DCQYV values, or should consider
the value as “0” 1n any error case.

Error List Table

The table below enumerates the different possible negative
values of the DCQYV reporting error cases of the Data Collec-
tion system (Data Collector) or the error 1n the DCQV com-
putation.

It should be noted that this table 1s given as an example, and
some error code can be specifically adapted to a given Data

Collector Software Mechanism. In this case 1t 1s adapted to
the Maestria Process Control system commercialized by the
Assignee of the present application:

Description

Data Collection was Cancelled by user

A Timeout (named “KillerTimer”) has occurred during a Data Collection
polling request.

ControlExecutor killer timer event triggered in a data collection
state

ControlExecutor killer timer event triggered in a data collection
state (2nd time)

Failed to setup a data collection plan during the Data Collection
initialization step

Failed to unsetup data collection plan during the Data Collection
finalization step

Failed to enable the data collection mechanism

Failed to disable the data collection mechanism

Data Collection Start Event recerved too fast

Data Collection Start &Stop Events have been received too fast
Data Collection Stop event received before the Start Event and
recerved too fast

Data Collection Stop event has been recerved before the Start
event

Data Collection Stop event has been recerved too fast to do a
good data collection

Data Collection Error event received

Data Collection Error event has been received before waiting for
the Start Event

Data Collection Error Event has been recerved while waiting for
the Start Event

Data Collection Error Event has been received while waiting for
the Stop Event

Data Collection Start event and Stop event are almost the same,
or an event matches the 2 events conditions

Data Collection Start event and Error Event are almost the same
and an event matches the 2 events conditions
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-continued

DCQV  Description

—20 Stop event and ErrorEvent are almost the same and an event
matches the 2 events conditions

Data Collection Start event, Stop event and Error Event are
almost the same and an event matches the 3 events conditions
Data Collection Context never completed

Error while the DCQYV calculation

Machine Overloaded

Time Drift Occurred (1.e. On the machine where i1s running the
data collection, this 1s resulting of any Base Time change or

automatic Clock adjustment during the data collection.)

-21

-22
-23
-24
-25

—999999999
new not referenced error case.
—999999998
between DCQV error code and error description.

The previous components 1 to 4 can be combined 1n vari-
ous manners to obtain a single DCQYV for each predetermined
time window. The DCQYV gives then indication of a drift of
the implementation of the equipment and/or of the processing,
system 1n said predetermined time window.

More particularly, the components 1 to 4 as described
above are all designed so that that the lower they are, the
greater the equipment dridt 1s.

A DCQYV can then be made equal to the lowest indicator
value.

DCQV, =Min(indicatorl, Indicarorl, Indicaror3, Indicatord)

Finally, the unique DCQYV score globally associated to a
Control strategy involving several windows, each having one
particular DCQV score, will be the worst scoring value,
according to the formula below:

Min

all indicators

DCQV(Context) = (DCQV,)

A next step of the process 1s the analysis of the raw data, 1t a
manner known per se.???? According to the present mven-

tion, such analysis 1s not implemented 1 DCQYV 1s lower than
the threshold level DCQL.

The previous description explained how to compute a
<<real time>> DCQYV 1ndicator, while the data are collected
and stored, according to a reference data collection currently
running.

However, 1n case where the data has been previously col-
lected and stored to a file or a database, the DCQV can also be
determined 1n “off line” manner. This 1s possible only 11 the
following minimum conditions are fulfilled:

The data are identified by their name, and for each data
there 1s a collection of values, and each collected value 1s
dated with a timestamp 1n any understandable time for-
mat, (e.g. a file containing “Process Step”, “Tempera-
ture”, “Pressure” variables and several lines of respec-

tive sampling time and values: “26/04/2005
08:32:25.2567, 57, “25.5,%0.985”)

Providing a reference data collection plan defining;:
the data list to be used,
the expected sampling period,

the “Windowing” Conditions, expressed as a Time win-
dow (Start Time & Stop Time), and/or as some data
selection criteria based on one or several available
variables (e.g. only take into account the data when
the “Process_Step” variable 1s equal to 5)

Undefined error - DCQV value 1s —99999999% in case of mismatch

20

25

30

35

40

45

50

55

60

65

14

Unknown error - DCQV 1s initialized to —999999999. It will Report a

The data collection plan could also be the original one as
produced the data collection, 1f existing.

Under these input conditions, 1t 1s possible to apply all the
DCQV formulas on each window condition, and finally pro-
vides a DCQYV indicator on previously collected data.

For example, this technique can be used to compute DCQV
indicator prior to a centralized analysis of the collected data
set. The reason 1s that 1n such case, the data collection system
1s distinct from the centralized analysis system, and the col-
lected data are previously pushed to a centric database.

In this centralized data flow, it 1s now possible to do not
systematically use the standard Si Automation PCE Data
Collector (natively including the DCQV computation), and
the different data can comes from various type of Data Col-
lector (1.e. Future EDA capability of the Equipments having
their own data collector), only providing final collected data
set without any DCQV computation.

Finally, the DCQV indicator generation according to the
present mnvention can be used for evaluating a Data Collection
performance of various pieces of equipment.

In this regard, FI1G. 9 shows data reported by a semicon-
ductor manufacturer aiter having checked several types of
equipments (“RTP”, “Implant”, “Etch”, “Litho”, “Depo”),
forming a DCQV characterization for each piece of equip-
ment. Each bar represents the data collection capability of a
piece of equipment. The height of a bar shows 1n percentage
the average DCQV that has been found for this equipment.
Such a comparative graph gives the Semiconductor manufac-
turer poweriul measurement to test 1ts equipment and to make
improve the processing system, for enhancing data efficiency.

In addition, these DCQYV data can be used as acceptance
criteria to characterize the equipment data collection capabil-
ity at qualification time, before connecting 1t to the FDC
system.

FIG. 9 clearly shows which equipments are currently eli-
gible or not to be placed under FDC system control.

The method for characterizing the Data Collection capa-
bility quality of semiconductor equipment 1s for example as
follows:

a) Setup a Reference Machine, where the Data Collection
system—including the DCQV calculation feature—is
installed,

b) Define the Reference Rules on how to setup Data Col-
lection plans for this measurement context:

The data collection duration, normally during the whole

process time,
The amount of different variable to be collected,

-

T'he sampling period,

(Several Data Collection plans can be defined by using
different number of variables and different sampling time. In
this case, either an average score can be defined to produce a
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global report, or individual reports can be made, one for each
Data Collection plan. This last case can be used to highlight
the Equipment individual limits 1n term of quantity of col-
lectable variable, and 1n term of admissible sampling period.)

¢) Qualify the Reference Machine by connecting an “injec- 53
tor” imnstead of the Real Equipment. The injector 1s a software
tool simulating the Data Collection communication exchange
with an optimized response time: Run the data collection and
get the DCQYV result. This result must be close to 1 (1.e. 0.99)
in order to be able to measure the real equipment impact on 10
the DCQV.

d) For each connected Equipment to be measured, setup the
appropriate data collection plans according to the above rules,

¢) After the next Equipment run, get the DCQV value from
the Data Collection system, and restart to step 4 1f there 1s 15
different data collection plan to apply,

1) Finally, Compute & Report the results. Then restart to
step d) for the next Equipment to qualify, 11 any.

It 1s understood that the present invention 1s not limited to
the above detailed description of a preferred embodiment, but 20
the skilled person will be able to devise many variants and
changes.

The mvention claimed 1s:

1. A method for evaluating quality of data collected 1n a
manufacturing environment by a data collection system, the 25
method comprising:

(A) collecting raw data from a plurality of manufacturing

equipment 1n the manufacturing environment according
to a predefined Data Collection plan (DCPlan) specity-
ing which data are to be collected, and for each data item 30
in the collected raw data, a sampling time reference
indicating at which time interval 1t 1s expected, and
associating to each data item 1n the collected raw data a
timestamp indicating the time at which 1t i1s actually
collected, 35
(B) for at least a portion of the collected raw data included
inside a time window, determining a Data Collection
Quality Value (DCQV) by:
(a) reading timestamps of data items 1n the portion of the
collected raw data; 40
(b) computing at least one quality indicator value from a
relationship between a timestamp and a correspond-
ing time reference for each data item in the portion of
the collected raw data, wherein a shift between a
timestamp and a time reference for a data 1tem 1n the 45
portion of the collected raw data 1s representative of a
malfunction of a manufacturing equipment in the plu-
rality of manufacturing equipment or of the data col-
lection system:;
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(c) after steps (a) and (b) have been performed for all
data i1tems in the portion of the collected raw data,
computing a single data collection quality value
(DCQV) indicator for said time window.

2. A method according to claim 1, wherein a plurality of
quality indicator values are computed and normalized, and
said single DCQYV indicator 1s set to the minimum of said
quality indicator values.

3. A method according to claim 2, wherein said quality
indicator values include a ratio between a number of actually
collected data samples and a number of expected data
samples 1n a given time window.

4. A method according to claim 2, wherein said quality
indicator values include a time difference between a sampling
period separating two successive requests for data samples
and the actual interval separating the times at which these
samples are effectively collected.

5. A method according to claim 4, wherein said quality
indicator values include a sum ot said time difference over a
given time window.

6. A method according to claim 2, wherein said quality
indicator values include an error indicator.

7. A method according to claim 6, wherein said error 1ndi-
cator can only take negative values while other indicator

values are positive or null, where by the existence of an error
can be detected from the single DCQYV value.

8. A method for controlling a process in a manufacturing,
environment such as a semiconductor fab, wherein raw data
from equipment, metrology, etc. are collected and analyzed.,
comprising:

evaluating data collection quality according to claim 1 for

a plurality of windows of data collection,

performing data analysis for the data of a given window
only 1t the quality of collected data i1s higher than a
predetermined level.

9. A method for classifying pieces of equipment 1n a manu-
facturing environment such as a semiconductor fab, wherein
raw data from pieces equipment, metrology, etc. are collected
and analyzed, comprising:

B evaluating data collection quality according to claim 1

for a plurality of windows of data collection and for a
plurality of pieces of equipment,

identilying a piece of equipment as acceptable 1n the envi-
ronment only if the quality of collected data for this
piece of equipment 1s higher than a predetermined level.
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