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1

POWER THROTTLING IN A MEMORY
SYSTEM

BACKGROUND OF THE INVENTION

1. Field of the Invention

This mvention relates to computer memory systems and,
more particularly, to techniques for reducing power con-
sumption of computer memory systems.

2. Description of the Related Art

Evolving standards for computer memory systems have
lead to systems that include greater numbers of higher capac-
ity memory devices. Consequently, computer memory sys-
tems have seen an increase 1n power consumption. One tech-
nology in particular, the Fully Buffered Dual Inline Memory
Module (FBDIMM), achieves very high memory density by
allowing memory modules to be connected 1n series, rather
than 1n parallel. A parallel architecture suffers from the prob-
lem that each additional memory module increases the elec-
trical loading on the parallel data and address buses. The
serial point-to-point architecture used by FB-DIMMs over-
comes the electrical loading problem since electrical loading
1s not changed when another module 1s added. However, the
resulting increase 1n the number of modules that the system
can support increases the power consumption of the memory
system.

In addition to the above considerations, much of the power
dissipated in an FB-DIMM is consumed 1n the transmitter and
receiver circuitry of the bus interfaces. FB-DIMMSs are
coupled to the serial bus through an Advanced Memory
Butifer (AMB) that includes the transmitter and receiver cir-
cuitry. In order to facilitate a variety of low-power operating
modes, the FB-DIMM specification allows for an AMB’s
transmitter and recerver circuitry to be placed 1n a low latency
standby (LOs) state. In the LOs state, the transmitter and
receiver circuitry for the local FB-DIMM 1s disabled to save
power while signals are allowed to pass through to subse-
quent FB-DIMMs further down the bus. However, the FB-
DIMM specification does not provide guidance on when or
through what algorithm to place an AMB 1n the LOs state.
Consequently, what 1s needed 1s a mechanism to reduce the
power dissipation of individual memory modules within a
memory system by selectively placing the AMB’s 1n the LOs
state without significantly reducing access speed or increas-
ing latency.

SUMMARY OF THE INVENTION

Various embodiments of a memory system and methods
are disclosed. In one embodiment, a memory controller 1s
coupled to one or more memory modules, at least one of the
memory modules including a builer. The memory controller
1s configured to convey a command to at least one of the
memory modules 1n response to detecting that no memory
requests addressed to the at least one of the memory modules
have been received during a specified window of time. In
response to the command, the buffer of the at least one of the
memory modules 1s configured to enter a reduced power state.

In one embodiment, the specified window of time com-
prises a specified number of memory refresh intervals. The
memory controller 1s further configured to maintain a count
of memory refresh intervals and, each time the count reaches
the specified number, determine whether or not any memory
requests addressed to the at least one of the memory modules
have been received during an immediately preceding window
of time equal 1n duration to the specified window of time.
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2

In a further embodiment, the memory controller 1s turther
configured to restart the running count of memory refresh
intervals 1n response to detecting that either amemory request
addressed to the at least one of the memory modules has been
received, or the count has reached the specified number.

In another embodiment, the specified window of time com-
prises a specilied number of bufler sync intervals. The
memory controller 1s further configured to maintain a count
of bulfer sync intervals and, each time the count reaches the
specified number, determine whether or not any memory
requests addressed to the at least one of the memory modules
have been received during an immediately preceding window
of time equal 1n duration to the specified window of time.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a generalized block diagram of one embodiment
ol a computer memory system.

FIG. 2 1s a generalized block diagram of one embodiment
of a memory controller.

FIG. 3 1s a block diagram of one embodiment of an LOs
controller.

FIG. 4 illustrates one embodiment of the arrangement of
bits 1n a sync command frame that includes an LOs transition
request.

FIG. 35 15 a generalized block diagram of one embodiment
of a memory module.

FIG. 6 1llustrates one embodiment of the timing of sync
pulses, command frames, and an L.Os enable signal that may
be used to enable or disable the LOs state.

FIG. 7A illustrates one embodiment of the timing of sig-
nals that may be used to enable LOs throttling based on sync
pulse intervals while force LOs 1s not asserted.

FIG. 7B illustrates one embodiment of the timing of signals
that may be used to enable LOs throttling based on sync pulse
intervals while force LOs 1s asserted.

FIG. 8A 1llustrates one embodiment of the timing of sig-
nals that may be used to enable LOs throttling based onrefresh
pulse 1ntervals while force LOs 1s not asserted.

FIG. 8B 1llustrates one embodiment of the timing of signals
that may be used to enable LOs throttling based on refresh
pulse 1ntervals while force LOs 1s asserted.

FIG. 9 illustrates one embodiment of a refresh count pro-
cess that may be used to control LOs throttling of a given
memory module.

FIG. 10 illustrates one embodiment of a sync count process
that may be used to control LOs throttling of a given memory
module.

FIG. 11 1illustrates one embodiment of a process that may
be used to monitor LOs throttling.

While the invention 1s susceptible to various modifications
and alternative forms, specific embodiments are shown by
way ol example 1n the drawings and are herein described in
detail. It should be understood, however, that drawings and
detailed descriptions thereto are not intended to limit the
invention to the particular form disclosed, but on the contrary,
the mvention 1s to cover all modifications, equivalents and
alternatives falling within the spirit and scope of the present
invention as defined by the appended claims.

DETAILED DESCRIPTION

FIG. 1 1s a generalized block diagram of one embodiment
of a computer memory system 100 including a host 110, one
or more memory modules 120A-120C, and a clock source
140. In the discussions that follow, elements designated by a
number followed by a letter may be referred to collectively
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using the number alone. For example, memory modules
120A-120C may be referred to collectively as memory mod-
ules 120. In the illustrated embodiment, host 110 may be a
processor that mncludes a memory controller 115. In an alter-
native embodiment, a processor and a memory controller may
be separate elements of host 110.

In one embodiment, each of memory modules 120 may be
a Tully butlered dual inline memory module (FB-DIMM) that
includes a respective butfer 130A-130C. Each of buffers 130
may provide an interface between an array of DRAM devices
and other FB-DIMMSs or host 110 within system 100. The
JEDEC Solid State Technology Association has published a
draft specification for FB-DIMMSs. The JEDEC FB-DIMM
specification includes descriptions of the operation of a com-
pliant memory module including the characteristics of buil-
ers, the memory devices that populate memory modules, and
the interconnection architecture of FB-DIMMSs 1n a memory
system. For example, buflers 130 may comply with an
Advanced Memory Buller (AMB) specification that 1s
included 1n the FB-DIMM specification. Another aspect of
the current FB-DIMM specification requires that an
FB-DIMM-compliant memory module may be populated
with double data rate 2 synchronous dynamic random access

memory (DDRII SDRAM) devices. Alternatively, and/or in
tuture revisions of the JEDEC Specification, FB-DIMMs that
support other DRAM technologies such as DDR3 are pos-
sible and are contemplated.

In one embodiment, memory modules 120 and memory
controller 115 may be interconnected via a number of serial

links. For example, memory controller 115 may be coupled to
butfer 130A through a bi-directional pair of links 140A and

150A that comply with the section of the JEDEC FB-DIMM
specification that covers interconnection of memory mod-
ules. Additional links 140B and 150B may interconnect buil-
ers 130A and 130B and so on, forming a ring. Each of links
140 and 150 may comprise a set of parallel lanes. Although
only three memory modules 120 are illustrated 1n FIG. 1,
more or less than three memory modules may be 1ntercon-
nected in the ring. For example, the JEDEC FB-DIMM speci-
fication describes support for up to eight memory modules 1n
the ring, with each module including one or two memory
ranks. A memory rank may be defined as a set of memory
devices that are accessed by a single chip select signal. Con-
sequently, according to the FB-DIMM specification there
may be from 1 to 16 individually addressable ranks of
memory accessible to memory controller 115. Accordingly,
in FB-DIMM-compliant embodiments, system 100 may
include from one to sixteen memory ranks. In alternative
embodiments, system 100 may include any number of
memory ranks, including more than sixteen memory ranks.

Each buffer 130 may recerve a clock signal from clock
source 140. In the 1llustrated embodiment, clock source 140
provides a separately bullered reference clock to each of
butifers 130. The clock frequency may be one of a variety of
frequencies that depend on the capabilities of the DRAM
devices of each FB-DIMM. For example, common

FB-DIMM devices may receive a reference clock of 133
MHz, 167 MHz, or 200 MHz and achieve a data rate of 532

MHz, 667 MHz, or 800 MHz, respectively. In order to reduce
power consumption, buifer 130 may be placed 1 a low
latency standby state referred to as “LOs™, 1n response to an
[.Os enable command recerved from memory controller 115.
In the discussions that follow, placing a buifer in the LOs state
may be referred to as LOs throttling. A detailed description of
the generation and transmission of LOs enable commands 1s
provided below.
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During the operation of system 100, requests to access
memory modules 120 are initiated by software executing
within host 110. Among the memory requests that may be
conveyed to memory modules 120 are read, write, 1nitializa-
tion, control, and synchronization requests. In one embodi-
ment, memory requests may be processed by memory con-
troller 115 and conveyed to memory modules 120 within a
frame of a fixed number of bits. Such requests may be referred
to as “southbound” requests. For example, 1n one embodi-
ment, a southbound write request comprises address, data,
and command 1information packaged as a frame of 12 bits on
cach of ten lanes comprising links 140. Responses from
memory modules 120 may also be conveyed back to memory
controller 115 within a frame of a fixed number of bits. Such
requests may be referred to as “northbound” requests. For
example, 1n a further embodiment, a northbound response to
a read request comprises data packaged as a frame of between
12 to 14 bits on each of 12 lanes comprising links 150.
Alternatively, the number of bits per frame and the number of
lanes per link may vary from embodiment to embodiment
depending on the desired aggregate bandwidth, space con-
straints on the number of connections, and other design cri-
teria. In one embodiment, L.Os enable commands may be sent
within particular southbound request frames, referred to as
sync frames, that are sent to each FB-DIMM periodically.
One example of the format of a sync frame contaiming an LOs
enable command 1s given below.

FIG. 2 1s a generalized block diagram of one embodiment
of memory controller 115. In the illustrated embodiment,
memory controller 115 includes a request queue 210, a con-
figuration register 220, a refresh timer 230, a sync timer 240,
a clock select 250, an LOs controller 260, a power counter
2770, a performance counter 275, a frame generator 280 and
status register 290. Request queue 210 may be coupled to and
receive memory requests from a processor within host 110.
Generally speaking, memory requests may be any attempts to
read data from, or write data to, one or more of the memory
ranks within memory modules 120. Queuing memory
requests may permit memory controller 115 to accept new
memory requests without waiting for the completion of trans-
actions associated with any previous, pending memory
requests. For instance, in one embodiment, host 110 may
include a multithreaded processor 1n which each of several
threads may execute 1n parallel. While one such thread 1s
waiting for the completion of a memory request that has been
placed 1n request queue 210, other threads may continue to
execute.

Memory controller 115 may be configured for operation
via configuration register 220. Configuration register 220
may receive configuration commands from a processor
within host 110. Configuration variables whose values may
be set within configuration register 220 include refresh enable
(TE) 222, sync enable (SE) 224, L.Os Transition Window
(LTW) 226, and force LOs 228. TE 222 1s a binary variable,
the value of which, when asserted, specifies that the unit of
time measurement for monitoring the occurrence of memory
requests 1n order to enable a transition to the LOs state 1s a
memory refresh interval. Similarly, SE 224 1s a binary vari-
able, the value of which, when asserted, specifies that the unit
of time measurement for monitoring the occurrence of
memory requests 1n order to enable a transition to the LOs
state 1s a sync interval. LIT'W 226 1s an 1integer variable whose
value determines how long to wait before determinming
whether or not to request an LOs transition. More specifically,
the value of the configuration variable LTW 226 specifies
how many memory refresh or sync intervals may be used to
determine whether or not to transition to the LOs state,
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depending on the values of TE and SE. Host 110 may be
configured to ensure that either TE or SE 1s asserted, but not
both, at any given time. Force LOs 228 1s a binary variable, the
value of which, when asserted, specifies that the L.Os state wall
be enabled at the conclusion of each LTW for at least one sync
interval, irrespective of the number of memory requests that
were recerved during the LTW.

Memory controller 115 may evaluate the stream of
memory requests from the processor in order to identify
opportunities to enable the L.Os state of one or more builers
130 of memory modules 120. Specifically, LOs controller 260
may recerve the stream of memory requests from the proces-
sor 1n order to determine when to enable the LOs state for each
memory module.

In one embodiment, the operation of LOs controller 260 1s
controlled by the values of force LOs 228, LTW 226, and a
clock 255 recerved from clock select 250. As illustrated, clock
select 250 may be coupled to refresh timer 230 and sync timer
240. Clock select 250 also receives TE 222 and SE 224 as
inputs. In operation, if TE 222 1s asserted, then clock select
250 may forward refresh pulses 235 from refresh timer 230 to
[.Os controller 260 as clock 255. Alternatively, 1if SE 224 1s
asserted, then clock select 250 may forward sync pulses 2435
from sync timer 240 to L.Os controller 260 as clock 255. The
tfunctions of LOs controller 260 are described further below.

L.Os controller 260 may, under operating conditions to be
described below, generate one or more LOs transition requests
265 that are conveyed to power counter 270 and frame gen-
crator 280. Frame generator 280 may package [.Os transition
requests 265 mto a command frame for transmission to
memory modules 120 via link 140A. Frame generator 280
may also package memory requests 215 into frames. For
example, frame generator 280 may recerve one or more
requests 215 from request queue 210, package them into a
frame, convey the frame to one or more of memory modules
120 via link 140A, and await a response or acknowledgement
on link 150A. Frame generator 280 may also monitor north-
bound responses to southbound frames for individual
memory modules 120. If a memory module 1s busy (1.e., has
not yet responded to a read request), frame generator 280 may
block de-queuing of a subsequent request targeted to the busy
memory module until a response has been received. A variety
of alternative de-queuing methods may be implemented
between request queue 210 and frame generator 280. In addi-
tion, frame generator 280 may, in response to a sync pulse 245
from sync timer 240, transmit a sync frame to memory mod-
ules 120 1n order to maintain clock synchronization within
buifers 130. Frame generator 280 may also monitor refresh
timer 230 and may, 1n response to receiving a reifresh pulse
235, determine an interval 1n which a memory refresh may
occur. During a memory refresh interval, one or more rows of
cach DRAM device may be refreshed according to well-
known DRAM refresh techniques used to prevent loss of
stored data. Detailed descriptions of the timing relationships
among sync pulses, refresh pulses, and LOs throttling are
given below.

The operation of memory controller 115 may be monitored
by host 110 via power counter 270, performance counter 275,
and status register 290. As noted above, LOs transition
requests 265 may be received by power counter 270, which
may maintain a count of the number of LOs transitions made
for each memory module 120 1n a software configurable
sample period. These counts may be stored 1n status register
290 for access Ifrom a processor of host 110. Similarly, per-
formance counter 275 may receive memory requests from a
processor and requests 215 from request queue 210, main-
taining a count of the difference between the number of
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requests entering and exiting request queue 210 for each
memory module 120 1n a software configurable sample
period. The resulting counts may be stored 1n status register
290 for access from a processor of host 110. The output from
power counter 270 and performance counter 275 may be used
by host 110 to fine tune the settings of force LOs 228 and L'TW
226, so as to achieve a desired level of power savings and
bandwidth utilization of each memory module 120.

FIG. 3 1s a block diagram of one embodiment of LOs
controller 260. In the illustrated embodiment, [.Os controller
260 1ncludes a DIMM ID decoder 310 coupled to a series of
counters 320A-320H and to a scoreboard 330. Scoreboard
330 1s further coupled to an L.Os scheduler 340 and to counters
320. Each of counters 320A-320H corresponds to a given
memory module 120. Accordingly, the number of counters
320A-320H 1s not limited to eight and may vary from
embodiment to embodiment and depend on the architecture
and the number of memory modules 120 included 1n system
100.

In operation, DIMM ID decoder 310 receives memory
requests from a processor within host 110. For each memory
request, DIMM ID decoder 310 determines which memory
module 120 1s targeted by the request and forwards the
request as one of requests 315A-315H to scoreboard 330 and
to the counter 320 that corresponds to the targeted memory
module 120.

In one embodiment, each of counters 320 may be config-
ured as a count down counter. Each of counters 320 may be
loaded with the value of LTW 246 1n response to an update to
configuration register 220. Counters 320 may be clocked by
clock 255, 1.e., counters 320 may count either sync pulses 245
or refresh pulses 235, depending on the configured values of
TE 222 and SE 224. Counters 320 may be configured to load
the value of LTW 246 immediately 1n response to counting
down to “0”. Also, if the value of a given one of counters 320
counts down to “1”, the corresponding output 325 may be
asserted. Each output 325 may assert a corresponding set
input of scoreboard 330, signifying a request to 1ssue an LOs
enable command to the corresponding memory module 120.
In addition, 1f DIMM ID decoder 310 decodes a request 315
for a gtven memory module 120, a reset signal may be sent to
the corresponding reset mput of scoreboard 330, signifying a
request to 1ssue an LOs disable command to the corresponding
memory module 120. Scoreboard 330 may be read and score-
board outputs 335A-335H latched by L.Os scheduler 340 once
per cycle of clock 255. For example, in one embodiment,
scoreboard 330 may be read and latched one memory access
cycle prior to the start of a cycle of clock 255. Therefore, one
memory access cycle before a counter counts to “07, the
scoreboard may be latched and an LOs transition to the
enabled state may be requested at the next sync pulse 245 1f
the corresponding reset mput has not been asserted. Con-
versely, an LOs transition to the disabled state may be
requested at the next sync pulse 245 if a given scoreboard
reset input 1s asserted during the previous cycle of clock 255.

Counters 320 may also have a reset input which, depending,
on the value of force LOs 228, may be asserted 1n response to
requests 315. As shown i FIG. 3, each reset input may be
coupled to the output of an AND gate whose inputs are
request 315 and the complement of force LOs 228. Accord-
ingly, i1 force LOs 228 15 asserted, then the reset input may not
be asserted and counters 320 may count down from the value
of LTW 246 to a minimum value at regular intervals. How-
ever, 1f Torce LLOs 228 1s not asserted then counters 320 may be
reset to the value of LTW 246 each time a request 313 occurs.

[.Os scheduler 340 may latch scoreboard outputs 333 once
per cycle of sync pulses 245 to determine 11 an L.Os transition
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may be generated for one or more memory modules 120. In
one embodiment, L.Os scheduler 340 may perform a logical
AND of scoreboard outputs 335 and send an LOs transition
request to enable the LOs state for all memory modules 120
only 1f all scoreboard outputs 333 are asserted. In an alterna-
tive embodiment, for each scoreboard output 335, a corre-
sponding request may be included 1n LOs transition requests
265, which are sent to frame generator 280. Frame generator
280 may send sequential LOs transition requests to each
memory module or, alternatively, send a single L.Os transition
request with an address code that indicates which of memory
modules 120 are to be transitioned to the LOs state. For
example, an eight-bit address code may be conveyed to
memory modules 120 with each bit indicating that a particu-
lar memory module may perform an LOs transition. Other
schemes for addressing individual memory modules are pos-
sible and may be apparent to those skilled in the art.

It 1s noted that various alternative methods of detecting the
duration of LT'W 246 are possible. For example, counters 320
may count up from “0” to the value of LTW 246. Alternative
counting methods may be apparent to those skilled in the art.

FI1G. 4 illustrates one embodiment of the arrangement of
bits 1n a sync command frame 410 that includes an LOs
transition request. In the embodiment shown, sync command
frame 410 may be packaged as a frame of 12 bits on each of
ten lanes, which together constitute links 140. Accordingly,
sync command frame 410 may comprise 120 bits. Up to three
24-bit commands may be packaged into a single command
frame. The first 24-bit command may include an L.Os transi-
tion request. Bit 1 (i.e., the second bit) of the first transfer 1s
the enable [.Os bit. In addition, a three bit address, shown as
DS0-DS2, may be included 1n the first 24-bit command, com-
prising bit 5 of the second, third, and fourth transters. Each of
butilers 130 may decode the DS bits to determine 11 the 24-bit
command 1s targeted to 1ts associated memory module. If the
DS bits match the identification of the memory module, the
enable LOs bit 1s read to determine whether or not to place the
given buller 130 1n an LOs state.

Various alternative embodiments of command frame 410
are possible and are contemplated. Any of a variety of pre-
determined associations between bit positions and individual
memory modules 120 or individual memory ranks within
memory modules 120 may be used. In one embodiment, the
frame format complies with the FB-DIMM specification for a
command frame. In an FB-DIMM compliant embodiment, a
frame that includes an LOs transition request may be broad-
cast to every butter 130 within a given channel of system 100.
Bits DS0-DS2 are 1gnored. Alternatively, the position of the
ecnable LOs bit and DS bits 1n a frame may be determined
according to a variety of architectures other than the JEDEC
FB-DIMM specification. In a further alternative embodi-
ment, separate address bits in the command frame may be
reserved for each of memory modules 120. If a particular
address bit 1s asserted, then the corresponding memory mod-
ule may perform an LOs transition according to the value of

the enable 1.Os bait.

FIG. § 1s a generalized block diagram of one embodiment
of memory module 120A that may be representative of any of
memory modules 120. In the illustrated embodiment,
memory module 120A may include buifer 130A coupled to
up to eight DRAM devices 560A-560H. As shown, builer
130A may include a command decoder 510, pass through 520
circuitry, receiver 530, transmitter 540, and DRAM interface
550. In operation, command decoder 510 and pass through
520 may receive command frames from link 140A. Pass

through 520 connects link 140A to link 140B 1n the south-
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bound direction and link 150B to link 150 A 1n the northbound
direction. Pass through 520 1s also shown coupled to recerver
530 and transmitter 540.

During operation, 11 Builer 130 1s 1n an active state and 1f a
frame received on link 140A or 150B 1s targeted to memory
module 120A, then pass through 520 may forward the frame
to recerver 530. Similarly, 11 buffer 130 1s 1n an active state,

transmitter 540 may convey a frame to pass through 520 to be
torwarded either northbound on link 150A or southbound on
link 140B.

Command decoder 510 may receive command frames
from link 140A that are targeted to buifer 130A. If the enable
[.Os bit 1n a recetved command frame 1s asserted, command
decoder 510 may assert an enable L.Os 515 signal. Conversely,
i command decoder 510 detects a command frame targeted
to buffer 130A 1n which the enable [.Os bit 1s de-asserted, then
ecnable L.Os 515 may be de-asserted 1n response. Enable LOs
515 may be coupled to the disable inputs of recerver 530 and
transmitter 540. If enable L.Os 515 is asserted, receiver 530
and transmitter 540 may be disabled, thereby reducing the
power consumption of buffer 130A. If enable L.Os 515 1s not

asserted, then receiver 330 and transmitter 540 may convey
data between DRAM interface 550 and pass through 520.

DRAM mterface 550 couples DRAM devices 560A-560H to
receiver 530 and transmitter 540.

FIG. 6 illustrates one embodiment of the timing of sync
pulses 245, command frames, and L.Os enable 515 that may be
used to enable or disable the [.Os state. In one embodiment,
sync timer 240 generates a series of sync pulses 245 at regular
intervals. Two sync pulses, 602 and 604, are shown, separated
by a sync interval 603. Sync interval 603 may be a config-
urable number of memory access cycles long. In one embodi-
ment, one frame 1s sent during each memory cycle. If a frame
contains commands, it may be referred to as a command
frame. A command frame that 1s transmitted in response to a
sync pulse may be referred to as a sync frame. In a further
embodiment, since the FB-DIMM specification requires a
sync frame to be transmitted every 32 to 42 frames 1n order to
keep butlers synchronized, the length of the sync interval may
be configured to be at least 32 frames and no more than 42
frames.

As shown, sync pulse 602 may cause a sync frame 610 to be
1ssued 1n which the enable LOs bit 1s asserted. Assertion of the
enable LOs bit may in turn cause LOs enable 515 to be
asserted, placing one or more buffers 130 in the LOs state.
Subsequent frames 620-640 may not be sync frames and thus
may not have the enable LOs bit asserted. In one embodiment,
the LOs bit 1s only considered by buffer 130 to be valid 11 1t 1s
part of a sync frame. Therefore, butler 130 may remain in the
[.Os state until a sync frame 1s received 1n which the LOs bit 1s
de-asserted. Another sync pulse 604 may be transmitted one
sync mterval after sync pulse 602, causing a sync frame 650
to be 1ssued. In the 1llustrated embodiment, the enable L.Os bit
1s not asserted in frame 650, causing de-assertion of LOs
enable 5135 and re-enabling of portions of buffer 130 that were
disabled in the LOs state. Alternatively, depending on the
settings of memory controller 115, the software configuration
within host 110, and the timing of memory access requests,
the LOs bit may remain asserted during subsequent sync
frames for any desired number of sync intervals. It 1s noted
that according to the implementation described above, the
[Os state persists for at least one sync interval.

LOs throttling may be employed 1n a variety of ways to
reduce the power dissipation of memory devices, depending
on the operating mode of the computer memory system.
FIGS. 7a, 7b, 8a, and 8b illustrate four different ways 1n
which LOs throttling may be employed, depending on the
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values of force [.Os 228, TE 222, and SE 224. FIG. 7a 1llus-
trates one embodiment of the timing of signals that may be
used to enable LOs throttling based on sync pulse intervals
while force LOs 1s not asserted. The illustrated signals are
force LOs 228, sync pulses 245, a count value of a given
counter 320, requests 222, scoreboard output 3235, and LOs
cnable 515. In the example shown, force LOs 228 1s de-
asserted and 1t 1s assumed that the value of LTW 15 “3”. Sync
pulses 245 may be a series of pulses at regular intervals such
as those produced by sync timer 240. As shown, sync pulses
245 include pulses 711-721. Requests 222 include a series of
asynchronous pulses 721-725 representing memory requests
for a particular memory module, such as those transmitted by
DIMM ID decoder 310 as requests 222A. In one embodi-
ment, counters 320 are clocked on the rising edge of sync
pulses 245 and scoreboard output 335 and LOs enable 515 are
generated as follows.

When memory controller 115 1s mitialized, counters 320
may be loaded with the value of LT'W 246 and produce a low
level output signal representing a de-asserted state as shown
atthe left side of F1G. 7a. As time progresses from left to right
in the illustration, no requests 222 occur between sync pulses
711 and 712 and counter 320 counts down to *“2” after sync
pulse 712. Similarly, no requests 222 occur between sync
pulses 712 and 713 and counter 320 counts down to “17.
Having counted to “1”, counter 320 may set a scoreboard bit.
Similarly, no requests 222 occur between sync pulse 713 and
714 and counter 320 transitions from a count of “1” to a count
of “3”. One memory access cycle belore counter 320 transi-
tions, 1.€., one memory access cycle before the rising edge of
sync pulse 714, scoreboard output 335 may be latched, caus-
ing a sync command to be sent to buifer 130 1n which the
enable LOs bit 1s asserted. Buiier 130 may decode the com-
mand and assert L.Os enable 515 1n response. LOs enable 515
may remain asserted until a sync command 1s recerved in
which the enable LOs bit 1s de-asserted. At the rising edge of
sync pulse 714, counter 320 may be reset to the value of LTW
246, ¢.g., “3”. In the illustration, request 721 causes counter
320 and a scoreboard bit to be reset. At the rising edge of sync
pulse 716, the scoreboard may be read and a sync command
sent to buifer 130 1n which the enable LOs bit 1s de-asserted.
Buifer 130 may decode the command and, as shown, de-
assert L.Os enable 515 1n response.

In the 1llustrated example, since no requests 222 arrive
between sync pulses 716 and 718, counter 320 counts down to
“17, setting a scoreboard bit, and transitions to a count of “3”,
causing the scoreboard output to be latched and causing a
sync command to be sent to buifer 130 1n which the enable
[.Os bit 1s asserted. Buffer 130 may decode the command and
assert L.Os enable 515 1n response. Subsequently, request 722
may cause counter 320 and the scoreboard bit to be reset. At
the rising edge of sync pulse 721, the scoreboard may be read
and a sync command sent to bufier 130 1n which the enable
[.Os bit 1s de-asserted. Buiier 130 may decode the command
and de-assert LOs enable 515 in response. Each of subsequent
requests 723-725 may reset counter 320 and the scoreboard
bit, preventing counter 320 from counting down to 1ts mini-
mum value.

FI1G. 7b1llustrates one embodiment of the timing of signals
that may be used to enable LOs throttling based on sync pulse
intervals while force LOs 1s asserted. The illustrated signals
are force LOs 228, Sync Pulses 245, a count value of a given
counter 320, requests 222, scoreboard output 325, and LOs
enable 515. In the example shown, 1t 1s assumed that the value
of LTW 1s “3”. Sync Pulses 2435 may be a series of pulses at
regular intervals such as those produced by sync timer 240. As
shown, sync pulses 245 include pulses 730-744. Requests
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222 include a series of asynchronous pulses 751-754 repre-
senting memory requests for a particular memory module,
such as those transmitted by DIMM ID decoder 310 as
requests 222 A. In one embodiment, counters 320 are clocked
on the rising edge of sync pulses 245 and scoreboard output
335 and LOs enable 515 are generated as follows.

When memory controller 115 1s mitialized, counters 320
may be loaded with the value of LTW 246 and produce a low
level output signal representing a dc-asserted state as shown
atthe left side of F1G. 7b. As time progresses from left to right
in the illustration, no requests. 222 occur between sync pulses
730 and 731 and counter 320 counts down to “2” after sync
pulse 731. Similarly, no requests 222 occur between sync
pulses 731 and 732 and counter 320 counts down to “17.
Having counted to “1”, counter 320 may set a scoreboard bat.
Similarly, no requests 222 occur between sync pulses 732 and
733 and counter 320 transitions from a count of ““1” to a count
of “3”. One memory access cycle before counter 320 transi-
tions 1.¢., one memory access cycle before the rising edge of
sync pulse 733, scoreboard output 335 may be latched, caus-
ing a sync command to be sent to buifer 130 1n which the
enable LOs bit 1s asserted. Builer 130 may decode the com-
mand arid assert L.Os enable 5135 1 response. LOs enable 5135
may remain asserted until a sync command 1s recerved in
which the enable LOs bit 1s de-asserted. At the rising edge of
sync pulse 733, counter 320 maybe reset to the value of LTW
246, c.g., “3”.

The example of FI1G. 75 differs from FIG. 7a mainly as a
result of the way force LOs 1s set. In one embodiment, force
[.Os 1s controlled by a configuration command from a proces-
sor of host 110. In the illustrated example, force LOs 228 1s
asserted during the sync interval that starts with sync pulse
734. Subsequently, request 751 causes a scoreboard bit to be
reset. However, because force LOs 228 15 asserted, request
751 has no eflect on counter 320. At the rising edge of sync
pulse 735, the scoreboard may be read and a sync command
sent to buifer 130 1n which the enable LOs bit 1s de-asserted.
Buffer 130 may decode the command and, as shown, de-
assert LOs enable 513 1n response.

Continuing with the description of FIG. 7b, counter 320
counts down to “1” on the rising edge of sync pulse 735.
Having counted to “1”, counter 320 may set a scoreboard bat.
However, unlike the case of FIG. 7a; request 752 occurs
between sync pulses 735 and 736, resetting the scoreboard
bit. It 1s noted that request 752 has no effect on counter 320.
Counter 320 transitions from a count of *“1” to a count of “3”.
Scoreboard output 335 may be latched one memory access
cycle betfore counter 320, transitions, 1.€., one memory access
cycle before the rising edge of sync pulse 736. Since the
latched value, as shown, 1s “not asserted”, a sync command
may be sent to buffer 130 1n which the enable LOs bit 1s
de-asserted. Builer 130 may decode the command and de-
assert LOs enable 515 1n response. Since counter 320 contin-
ues to count sync pulses, regardless of the occurrence of any
request 222, sync pulses 738 and 739 may cause another LOs
transition as described previously with regard to sync pulses
732 and 733. Requests 733 and 754 may have the same effect
as request 732, etc.

FI1G. 8a illustrates one embodiment of the timing of signals
that may be used to enable LOs throttling based on refresh
pulse intervals while force LOs 1s not asserted. The illustrated
signals are force LLOs 228, sync pulses 245, refresh pulses 235,
a count value of a given counter 320, requests 222, scoreboard
output 325, and L.Os enable 515. In the example shown, force
[.0s 228 1s de-asserted and it 1s assumed that the value of LTW
1s “3”. Sync pulses 245 may be a series of pulses at regular
intervals such as those produced by sync timer 240. As shown,
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sync pulses 245 include pulses 810 and 812. Relresh pulses
235 may be a series of pulses at regular intervals such as those
produced by refresh timer 230. As shown, refresh pulses 235
include pulses 820-823. Requests 222 include pulses 830 and
831 representing memory requests for a particular memory
module, such as those transmitted by DIMM ID decoder 310
as requests 222A. In one embodiment, counters 320 are
clocked on the rising edge of sync pulses 2435 and scoreboard
output 335 and LOs enable 515 are generated as follows.

When memory controller 1135 1s mitialized, counters 320
may be loaded with the value of LT'W 246 and produce a low
level Output signal representing a de-asserted state as shown
at the left side of FIG. 8a. As time progresses from left to right
in the illustration, request 830 occurs causing counter 320 and
a scoreboard bit to be reset. Subsequently, during the interval
between refresh pulses 820 and 821, no requests occur and
counter 320 counts down to “2”” after refresh pulse 821. Simi-
larly, no requests 222 occur between refresh pulses 821 and
822 and counter 320 counts down to “1”. Having counted to
“1”, counter 320 may set a scoreboard bit. Similarly, no
requests 222 occur between refresh pulses 822 and 823 and
counter 320 transitions from a count of “1” to a count of “3”.
One memory access cycle before counter 320 transitions, 1.€.,
one memory access cycle before the rising edge of refresh
pulse 823, scoreboard output 335 may be latched by LOs
scheduler 340. Subsequently, on the rising edge of sync pulse
810, a sync command 1n which the enable LOs bit 1s asserted
may be sent by frame generator 280 to buffer 130. Buiier 130
may decode the command and assert LLOs enable 515 in
response. LLOs enable 515 may remain asserted until a sync
command 1s received in which the enable LOs bit 1s de-
asserted. Also at the rising edge of sync pulse 810, counter
320 may be reset to the value of LTW 246, e.g., “3”. In the
illustration, request 831 causes counter 320 and a scoreboard
bit to be reset. At the rising edge of sync pulse 812, the
scoreboard may be read and a sync command in which the
enable LOs bit 1s de-asserted may be sent by frame generator
280 to buifer 130. Bufier 130 may decode the command and,
as shown, de-assert .Os enable 513 1n response.

FIG. 85 illustrates one embodiment of the timing of signals
that may be used to enable LOs throttling based on refresh
pulse intervals while force LOs 1s asserted. The 1illustrated
signals are force LOs 228, sync pulses 245, refresh pulses 235,
a count value of a gtven counter 320, requests 222, scoreboard
output 325, and LOs enable 515. In the example shown, it 1s
assumed that the value of LTW 15 “3”. Sync pulses 245 may be
a series of pulses at regular 1ntervals such as those produced
by sync timer 240. As shown, sync pulses 245 include pulses
840 and 842. Refresh pulses 235 may be a series of pulses at
regular intervals such as those produced by refresh timer 230.
As shown, refresh pulses 235 include pulses 8350-854.
Requests 222 include a series of asynchronous pulses 860-
863 representing memory requests for a particular memory
module, such as those transmitted by DIMM 1D decoder 310
as requests 222A. In one embodiment, counters 320 are
clocked on the rising edge of sync pulses 245 and scoreboard
output 335 and LOs enable 515 are generated as follows.

When memory controller 115 1s initialized, counters 320
may be loaded with the value of LTW 246 and produce a low
level output signal representing a de-asserted state as shown
atthe left side o FI1G. 8a. As time progresses from left to right
in the illustration, request 830 occurs causing counter 320 and
a scoreboard bit to be reset. Subsequently, during the interval
between refresh pulses 820 and 821, no requests occur and
counter 320 counts down to “2”” after refresh pulse 821. Simi-
larly, no requests 222 occur between refresh pulses 821 and
822 and counter 320 counts down to “1”. Having counted to
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“1”, counter 320 may set a scoreboard bit. Similarly, no
requests 222 occur between refresh pulses 822 and 823 and
counter 320 transitions from a count of *“1” to a count of “3”.
One memory access cycle before counter 320 transitions, 1.e.,
one memory access cycle before the rising edge of refresh
pulse 823, scoreboard output 335 may be latched by LOs
scheduler 340. Subsequently, on the rising edge of sync pulse
810, a sync command in which the enable LOs bit 1s asserted
may be sent by frame generator 280 to butier 130. Butler 130
may decode the command and assert LOs enable 315 in
response. LLOs enable 515 may remain asserted until a sync
command 1s recerved in which the enable LOs bit 1s de-
asserted. Also at the rising edge of sync pulse 810, counter
320 may be reset to the value of LTW 246, ¢.g., “3”. In the
illustration, request 831 causes counter 320 and a scoreboard
bit to be reset. At the nising edge of sync pulse 812, the
scoreboard may be read and a sync command 1n which the
cnable butfer 130. Butier 130 may decode the command and,
as shown, de-assert L.Os enable 513 1n response.

FIG. 9 illustrates one embodiment of a refresh count pro-
cess 900 that may be used to control LOs throttling of a given
memory module. As shown, process 900 comprises three
concurrently executed sub-processes. Blocks 910-916 depict
a sub-process that may be used to monitor the occurrence of
memory requests targeted at a given memory module. Blocks
920-929 depict a sub-process that may be used to count
refresh pulses. Blocks 930-938 depict a sub-process that may
be used to monitor the status of a scoreboard bit that corre-
sponds to a given memory module and generate L.Os enable
and disable commands.

The first sub-process of process 900 may, in one embodi-
ment, begin with the detection of a memory request (block
910). Once a request 1s detected, the status of force LOs 1s
determined (decision block 912). If force LOs 1s not asserted,
a refresh pulse counter may be 1nitialized to the value of the
LTW (block 914). In addition, or if force LOs 1s asserted, the
scoreboard bit may be reset, indicating that at least one
memory request has been queued (block 916). The first sub-
process of process 900 may then continue to detect memory
requests (block 910).

The second sub-process of process 900 may, in one
embodiment, begin with the initialization of a refresh pulse
counter to the value of the LTW (block 920). Each refresh
pulse may then be detected (block 922), causing the refresh
pulse counter to be decremented (block 924). The count value
may be checked (decision block 926). I the count value 1s
greater than “17, the refresh pulse counter continues to detect
refresh pulses (block 922). It the count value 1s equal to “17,
a set iput to a scoreboard bit may be asserted, indicating a
request to enable the LOs state for a given memory module
(block 928). Upon detection of the next refresh pulse (block
929), the second sub-process of process 900 may repeat by
returning to the mmitialization of the refresh pulse counter
(block 920).

The third sub-process of process 900 may, 1n one embodi-
ment, begin with the detection of the last memory access
cycle betore the start of a refresh pulse (block 930). A score-
board bit may be latched during the last memory access cycle
betore the start of a refresh pulse (block 932). Subsequently,
alter detecting the start of the next sync pulse (block 933), the
scoreboard output may be checked (decision block 934). It
the scoreboard bit 1s set, a sync command 1n which the enable
[.Os bit 1s asserted may be sent to the given memory module
(block 936). Otherwise, 11 the scoreboard bit 1s not set, a sync
command 1n which the enable LOs bit 1s de-asserted may be
sent to the given memory module (block 938). The third
sub-process of process 900 may then repeat by returming to
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the detection of the last memory access cycle belore the start
ol a refresh pulse (block 930).

FI1G. 10 1llustrates one embodiment of a sync count process
1000 that may be used to control LOs throttling of a given
memory module. As shown, process 1000 comprises three
concurrently executed sub-processes. Blocks 1010-1016
depict a sub-process that may be used to monitor the occur-
rence of memory requests targeted at a given memory mod-
ule. Blocks 1020-1029 depict a sub-process that may be used
to count sync pulses. Blocks 1030-1038 depict a sub-process
that may be used to monitor the status of a scoreboard bit that
corresponds to a given memory module and generate LOs
cnable and disable commands.

The first sub-process of process 1000 may, 1n one embodi-
ment, begin with the detection of a memory request (block
1010). Once a request 1s detected, the status of force LOs 1s
determined (decision block 1012). If force LOs 1s not asserted,
a sync pulse counter may be initialized to the value of the
LTW (block1014). In addition, or if force LOs 1s asserted, the
scoreboard bit may be reset, indicating that at least one
memory request has been queued (block 1016). The first
sub-process of process 1000 may then continue to detect
memory requests (block 1010).

The second sub-process of process 1000 may, 1 one
embodiment, begin with the initialization of a sync pulse
counter to the value of the LTW (block 1020). Each sync pulse
may then be detected (block 1022), causing the sync pulse
counter to be decremented (block 1024). The count value may
be checked (decision block 1026). If the count value 1s greater
than “1”, the sync pulse counter continues to detect sync
pulses (block 1022). If the count value 1s equal to “17, a set
input to a scoreboard bit may be asserted, indicating a request
to enable the LOs state for a given memory module (block
1028). Upon detection of the next sync pulse (block 1029),
the second sub-process of process 1000 may repeat by return-
ing to the in1tialization of the sync pulse counter (block 1020).

The third sub-process of process 1000 may, 1n one embodi-
ment, begin with the detection of the last memory access
cycle belore the start of a sync pulse (block 1030). A score-
board bit may be latched during the last memory access cycle
before the start of a sync pulse (block 1032). Subsequently,
alter detecting the start of the next sync pulse (block 1033),
the scoreboard output may be checked (decision block 1034).
If the scoreboard bit 1s set, a sync command 1n which the
enable LOs bit 1s asserted may be sent to the given memory
module (block 1036). Otherwise, if the scoreboard bit 1s not
set, a sync command 1n which the enable LOs bit1s de-asserted
may be sent to the given memory module (block 1038). The
third sub-process of process 1000 may then repeat by return-
ing to the detection of the last memory access cycle before the
start ol a sync pulse (block 1030).

FI1G. 11 illustrates one embodiment of a process 1110 that
may be used to monitor LOs throttling for one or more
memory modules 120. As shown, process 1100 comprises
two concurrently executed sub-processes. The first sub-pro-
cess of process 1100 may, in one embodiment, begin with a
check of a performance counter (block 1112). The value of
the performance counter may provide an indication of the
number of memory requests that are throttled 1n a given
period of time. I the number of throttled requests exceeds a
configurable threshold (decision block 1114), one or more
configuration changes may be made to LOs throttling (block
1116). For example, force LOs may be disabled 11 it 1s enabled.
Alternatively, or 1n addition, the value of the LTW may be
increased. Upon completing changes to the configuration of
[Os throttling, or if the number of throttled requests does not
exceed the configurable threshold, the first sub-process may,
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alter a suitable time delay, repeat checking the value of the
performance counter (block 1112).

The second sub-process of process 1100 may, in one
embodiment, begin with a check of a power counter (block
1122). The value of the power counter may provide an 1ndi-
cation of the number of LOs transitions that are made 1n a
given period of time. I the number of LOs transitions 1s less
than a configurable threshold (decision block 1124), one or
more configuration changes may be made to LOs throttling
(block 1126). For example, force LLOs may be enabled if 1t 1s
disabled. Alternatively, or in addition, the value of the LTW
may be decreased. Upon completing changes to the configu-
ration of LOs throttling, or 1f the number of LOs transitions 1s
not less than the configurable threshold, the second sub-
process may, aiter a suitable time delay, repeat checking the
value of the power counter (block 1122).

It 1s noted that the above described embodiments may
comprise software. For example, the functionality of memory
controller 115 may be implemented in hardware, soitware,
firmware, or some combination of the above. In such embodi-
ments, the program instructions which implement the meth-
ods and/or mechanisms may be conveyed or stored on a
computer readable medium. Numerous types of media which
are configured to store program instructions are available and
include hard disks, floppy disks, CD-ROM, DVD, flash
memory, Programmable ROMs (PROM), random access
memory (RAM), and various other forms of volatile or non-
volatile storage.

Although the embodiments above have been described 1n
considerable detail, numerous variations and modifications
will become apparent to those skilled in the art once the above
disclosure 1s fully appreciated. It 1s intended that the follow-
ing claims be nterpreted to embrace all such vanations and
modifications.

What 1s claimed 1s:

1. A memory system comprising;:

a memory controller coupled to one or more memory mod-
ules, at least one of the memory modules including a

buftfer;

wherein the memory controller 1s configured to:

convey a command to at least one of the memory modules
in response to detecting that no memory requests
addressed to the at least one of the memory modules
have been received during a specified window of time;
and

change a duration of the specified window of time based on
a comparison of a number of memory requests entering,
and exiting a memory request queue and number of
times the bufler has entered a reduced power state during
a given period of time;

wherein 1n response to the command, the bufier of the at
least one of the memory modules 1s configured to enter
the reduced power state.

2. The system of claim 1,

wherein the specified window of time comprises a speci-
fled number of refresh intervals; and
wherein the memory controller 1s further configured to:
maintain a count of memory refresh intervals; and
cach time the count reaches the specified number, deter-
mine whether or not any memory requests addressed
to the at least one of the memory modules have been
received during an immediately preceding window of
time equal 1n duration to the specified window of
time.
3. The system of claim 2, wherein the memory controller 1s
turther configured to:
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restart said count 1n response to detecting that eitther a
memory request addressed to the at least one of the
memory modules has been received, or the count has
reached the specified number.

4. The system of claim 1, 5

wherein the specified window of time comprises a speci-
fied number of buifer sync intervals; and

wherein to the memory controller 1s configured to:
maintain a count of buffer sync intervals; and
cach time the count reaches the specified number: 10
restart the count of buffer sync intervals; and
determine whether or not any memory requests
addressed to the at least one of the memory mod-

ules have been recerved during an immediately pre-
ceding window of time equal in duration to the 15

specified window of time.
5. The system of claim 4, wherein the memory controller 1s
turther configured to:
restart said count 1n response to detecting that a memory
request addressed to the at least one of the memory 2Y
modules has been received.
6. The system of claim 1, wherein the memory controller 1s
turther configured to:
monitor one or more windows of time, each window cor-
responding to a respective memory module; and
convey a command to each memory module for which no
memory requests have been received during the corre-
sponding window of time, which causes the correspond-
ing builer to enter a reduced power state; and
wherein each buffer 1s configured to pass commands
through to a next buifer while in the reduced power state.
7. A method of reducing power consumption in a memory
subsystem, the method comprising:
conveying a command to at least one of one or more
memory modules 1n response to detecting that no
memory requests addressed to the at least one of the
memory modules have been received during a specified
window ol time, wherein at least one of the memory
modules comprises a builer coupled to one or more
memory devices; and
changing a duration of the specified window of time based
on a comparison of a number of memory requests enter-

ing and exiting a memory request queue and a number of
times the buffer has been placed 1n a reduced power state

during a given period of time;

in response to the command, placing the butfer of the at
least one of the memory modules into the reduced power
state.

8. The method of claim 7, wherein the specified window of
time comprises a specified number of refresh intervals, the
method further comprising:

maintaining a count ol memory refresh intervals;

cach time the count reaches a specified number, determin-

ing whether or not any memory requests addressed to the 55
at least one of the memory modules have been recerved

during an immediately preceding window of time equal
in duration to the specified window of time.
9. The method of claim 8, further comprising;
restarting the count 1n response to detecting that either a 4o
memory request addressed to the at least one of the
memory modules has been received, or the count has
reached the specified number.
10. The method of claim 7, wherein the specified window
ol time comprises a specified number of butler sync intervals, 65
the method further comprising;:

maintaiming a count of butier sync intervals;
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cach time the count reaches a specified number, determin-
ing whether or not any memory requests addressed to the
at least one of the memory modules have been recerved
during an immediately preceding window of time equal
in duration to the specified window of time.

11. The method of claim 10, further comprising:

restarting the count in response to detecting that either a

memory request addressed to the at least one of the
memory modules has been received, or the count has
reached the specified number.

12. The method of claim 7, turther comprising;:

monitoring one or more windows of time, each window
corresponding to a respective memory module; and

conveying a command to each memory module for which
no memory requests have been recetved during the cor-
responding window ol time, which causes the corre-
sponding buffer to enter a reduced power state, wherein
cach butfer 1s configured to pass commands through to a
next butler while 1n the reduced power state.

13. A processor comprising:

a memory controller configured to be coupled to one or
more memory modules, at least one of the memory
modules including a butfer;

wherein the processor 1s configured to generate and convey
memory requests to the memory controller;

wherein the memory controller 1s configured to:

convey a command to at least one of the memory modules
in response to detecting that no memory requests
addressed to the at least one of the memory modules
have been recerved by the memory controller during a
specified window of time; and

change a duration of the specified window of time based on
a comparison ol a number of memory requests entering
and exiting a memory request queue and a number of
times the has entered a reduced power state during a
given period of time;

wherein 1n response to the command, the buffer of the at
least one of the memory modules 1s configured to enter
the reduced power state.

14. The processor of claim 13,

wherein the specified window of time comprises a speci-
fled number of refresh intervals; and

wherein the memory controller 1s further configured to:

monitor a status of the memory request queue;

maintain a count of memory refresh intervals; and

cach time the count reaches the specified number, deter-
mine whether or not any memory requests addressed to
the at least one of the memory modules have entered the
memory request queue during an immediately preced-
ing window of time equal 1n duration to the specified
window of time.

15. The processor of claim 14, wherein the memory con-

troller 1s Turther configured to:

restart the running count of memory refresh intervals 1n
response to detecting that either a memory request has
entered the memory request queue, or the count has
reached the specified number.

16. The processor of claim 13,

wherein the specified window of time comprises a speci-
fied number of buifer sync intervals; and

wherein to the memory controller 1s configured to:

monitor a status of the memory request queue;

maintain a count of buffer sync intervals; and

cach time the count reaches the specified number, deter-
mine whether or not any memory requests addressed to
the at least one of the memory modules have entered the
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memory request queue during an immediately preced-
ing window of time equal 1n duration to the specified
window of time.
17. The processor of claim 16, wherein the memory con-
troller 1s further configured to:
restart the count of buffer sync intervals in response to
detecting that either a memory request has entered the

memory request queue, or the count has reached the
specified number.

18. The processor of claim 13, wherein the memory con-

troller 1s Turther configured to:

monitor one or more windows of time, each window cor-
responding to a respective memory module; and

convey a command to each memory module for which no
memory requests have been received during the corre-
sponding window of time, which causes the butfer of the
respective memory module to enter a reduced power
state; and

wherein each buffer 1s configured to pass commands
through to a next buifer while in the reduced power state.

19. A memory controller comprising:

a memory request queue configured to store received
memory requests; and
circuitry configured to:

convey a command 1n response to detecting that no
memory requests addressed to a particular memory
module has been recerved by the memory controller
during a specified window of time; and

change a duration of the specified window of time based on
a comparison of a number of memory requests entering
and exiting a memory request queue and a number of
times a bulfer of the particular memory module has
entered a reduced power state during a given period of
time;

wherein the command 1s configured to cause the butiler of
the particular memory module to which 1t 1s addressed to
enter the reduced power state.

20. The memory controller of claim 19,

wherein the specified window of time comprises a speci-
fled number of refresh intervals, and wherein the cir-
cuitry 1s further configured to:

monitor a status of the memory request queue;
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maintain a count ol memory reiresh intervals; and

cach time the count reaches the specified number, deter-
mine whether or not any memory requests addressed to
the particular memory module have entered the memory
request queue during an immediately preceding window
of time equal in duration to the specified window of time.

21. The memory controller of claim 20, wherein the

memory controller 1s further configured to:

restart the count of memory refresh intervals inresponse to
detecting that either a memory request addressed to the
particular memory module has entered the memory
request queue, or the count has reached the specified
number.

22. The memory controller of claim 19,

wherein the specified window of time comprises a speci-
fied number of buffer sync intervals; and

wherein to the memory controller 1s configured to:

monitor a status of the memory request queue;

maintain a count of buffer sync intervals; and

cach time the count reaches the specified number, deter-
mine whether or not any memory requests addressed to
the particular memory module have entered the memory
request queue during an immediately preceding window
of time equal in duration to the specified window of time.

23. The memory controller of claim 22, wherein the

memory controller 1s further configured to:

restart the count of buffer sync intervals in response to
detecting that either a memory request has entered the
memory request queue, or the count has reached the
specified number.

24. The memory controller of claim 19,

wherein the memory controller 1s further configured to:

monitor one or more windows of time, each window cor-
responding to a respective memory module; and

convey a command to each memory module for which no
memory requests have been received during the corre-
sponding window of time, which causes the buffer of the
particular memory module to enter the reduced power
state; and

wherein each buffer 1s configured to pass commands
through to a next buffer while 1n the reduced power state.

G ex x = e
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