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SYSTEM FOR AUTHORING AND VIEWING
DETAIL ON DEMAND VIDEO

CROSS-REFERENCE TO RELATED
APPLICATION

This Application 1s related to the following application Ser.

No. 10/116,012, which 1s filed of even date herewith, and 1s
incorporated herein by reference:
“Reduced Representations of Video Sequences™.

FIELD OF THE INVENTION

The 1nvention relates to generating digital wvideo
sequences, and more particularly to generating digital video
sequences having multiple levels of detail and responsive to
user put.

BACKGROUND

With the advent of many different digital video systems,
many types of interactive video have been developed. One
type of interactive video 1s the inclusion of optional side trips.
This type of interactive video allows users to follow a link out
of the currently playing video to watch an alternate video
sequence. At the end of the video sequence, or upon user
input, the video presentation returns to the original video
departure point and continues to play.

Expanding on the concept of optional side trips 1n video,
detail on demand video comprises one or more base video
sequences. EHach base video sequence has one or more
optional alternate video sequences. Each alternate video
sequence provides additional details related to the base video
sequence. During video playback, users may select the alter-
nate video sequence to view this additional detail.

Upon user input or completion of the alternate video
sequence, the presentation returns to the base video sequence.
The location where the presentation resumes may be deter-
mined by the author. Additionally, alternate video sequences
may have links to other video sequences, creating a hierar-
chical structure in which video sequences providing addi-
tional detail may 1n turn contain links for even more detail.

The nature of detail on demand video 1s well suited for
creating training or “how-to” videos. In this application,
viewers are able to get the level of explanation they need. The
base video sequences may present an overview of the infor-
mation at an abstract level. Users may follow a link from a
base video sequence to view a more detailed presentation of
the information in an alternate video sequence. Even further
detail may be optionally provided by linking the alternate
video sequence to another video sequence. This hierarchical
presentation allows the viewer to watch detailed presenta-
tions of the topics 1n which they need the most help, while
skipping over familiar portions of the presentation. This
allows video guides to serve a wide audience by presenting a
customized level of detail for each viewer. This also saves the
viewer time by avoiding detailed presentations of information
already familiar to the user.

Home video editing i1s another application for detail on
demand video. Home users may create video summaries of
family activities. More detailed presentations of different
activities may be linked to the base video sequence to provide
additional footage of interest. For example, a family video
Christmas card may contain a main video sequence summa-
rizing family activities for the year. Viewers may select a link
during each portion of the main video sequence to view
additional video from the family activity of interest. For
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examples, a grandparent may select additional wvideo
sequences of grandchildren, while other relatives may select
addition details of a party or a family reunion.

It 1s desirable to offer a simple, yet flexible interface for
creating detail on demand video. This interface should allow
users to create detail on demand video without having to deal
with the complexities associated with freeform hypervideo or
nonlinear video editing. The interface should also support a
hierarchical video structure. In order to facilitate rapid devel-
opment, the interface should allow grouping of video clips
into a video composite. The video composites may be used as
building blocks to create video sequences or optional alter-
nate video sequences. It 1s also desirable to specily the entry
and exit points between a base video sequence and an alter-
nate video sequence. This allows the alternate video sequence
to function as a substitution for the base video sequence,
rather than a side trip.

(G1ven the limited real estate of the screen, 1t 1s desirable to
have reduced representations of video composites. In order to
be effective, the reduced representation should display impor-
tant characteristics of 1ts video sequence. These include the
starting and ending clip since those are important to the author
who must generate transitions between this sequence and
other video being edited. Other useful information includes
the other clips in the sequence, the time length of the
sequence, the number of component clips, and the depth of
the composite (for when the composite contains other com-
posites.) It1s further desirable to automatically select the most
interesting area of a keyframe for incorporation in a video
composite, or to visualize object motion over time.

SUMMARY

In one embodiment of the present invention, a method and
system for providing additional detail to a video sequence 1n
response to user input is provided. The system allows a user to
generate a video sequence having additional detail by gener-
ating a link from an anchor point 1n a source video sequence
to a target point 1n a destination video sequence. A video
sequence may be constructed from a single video clip or a
video composite comprised of video clips and other compos-
ites. Video composites may be used as objects to create video
sequences. Links between video source and destination
points may span one or more levels 1 a hierarchical video
structure. A user may configure the anchor point and target
point to be at different locations within corresponding video
sequences.

DESCRIPTION OF THE FIGURES

The present invention will be described with reference to
the drawings, 1n which:

FIG. 1 illustrates a hierarchy of video clips and video
composites arranged on a layout space;

FI1G. 2 1llustrates a method for creating links between video
sequences for detall on demand video according to an
embodiment of the present invention;

FIG. 3 1llustrates a method for creating a reduced repre-
sentation of a video composite according to an embodiment
of the present invention;

FIG. 4 illustrates a set of sample video clips used to create
a reduced representation;

FIG. § 1llustrates several embodiments of reduced repre-
sentations for a video composite;

FIG. 6 1llustrates several embodiments of reduced repre-
sentations for a video composite;
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FIG. 7 illustrates several embodiments of reduced repre-
sentations for a video composite; and

FIG. 8 illustrates the result of keyirame combination
according to an embodiment of the present invention.

DETAILED DESCRIPTION

A simple, flexible interface for creating detail on demand
video allows users to create detail on demand video without
having to deal with the complexities associated with freeform
hypervideo or nonlinear video editing. In an embodiment, the
interface 1s comprised of a two dimensional layout space for
arranging video clips. Each video clip 1s represented by an
icon, a still picture, or a reduced representation. The order of
the video clips 1n the layout space determines the final chro-
nological order of the video sequence.

The interface presented 1s adaptable for use on any general
purpose computer or other information processing device.
This includes desktop and portable computers, personal digi-
tal assistants, embedded computing systems, information
appliances, cell phones, and any other device capable of pro-
cessing digital information. The computer may optionally
include user input devices, such as keyboards or pointing
devices, and output devices, such as graphic displays devices
and video recording devices.

The 1nterface supports the rapid development of a hierar-
chical video structure. Unlike other video editing applica-
tions, an embodiment of the mnvention allows the grouping of
several video clips into a video composite. Although the video
composite 1s a sequence of video clips, the user may manipu-
late the video composite as a single, umfied object. Video
composites may be manipulated in the same manner as single
video clips. In this manner, video composites are used as
building blocks to create video sequences or optional alter-
nate video sequences. During playback, the component video
clips of a video composite are played in the order in which
they are grouped in the video composite.

Links may be created between video clips, between video
composites, or between video clips and video composites.
Links specity a transition between a source, or anchor, video
sequence and a destination, or target video sequence. During
playback, the link transition 1s performed 1n response to user
input. In an embodiment, the link 1s traversed from source to
destination 1n response to a first user input. An alternate user
input causes the traversal of a link from destination to source.
Alternatively, a link 1s traversed from destination to source at
the completion of a video sequence. In an embodiment, link
attributes specity the entry and exit points between a base
video sequence and an alternate video sequence. This allows
the alternate video sequence to function as a substitution for
the base video sequence, rather than a side trip.

Video may be input 1nto the editing application as a video
data file. One standard format for digital video 1s the DV
video format. Other digital video formats may be easily
adapted to the present invention. In an alternate embodiment,
an analog video signal may be iput into the editing applica-
tion via hardware and/or software for converting the analog
video signal into a digital video signal and storing the digital
video data. In either embodiment, the digital video file may be
stored on a local digital information storage medium, or alter-
natively, stored on a remote digital information storage
medium accessible via a local or wide area computer net-
work.

The video 1s segmented 1n short video clips. Video clips
typically represent a single scene of video. In an embodiment,
iI segmentation 1s performed prior to mput 1into the applica-
tion, then each video clip 1s contained 1n a separate digital
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video file. In an alternate embodiment, a single video file
containing multiple video clips 1s input into the application.
Segmentation 1s performed by the application 1n several dif-
terent methods.

In a first embodiment, segmentation 1s performed by
detecting the location where the camera has been turned off or
on. For the DV wvideo format, this information is explicitly
stored 1n the DV video file.

Another method of segmentation 1s by detecting fast cam-
era motion. Frames of the video source are compared with
cach other to compute a motion vector. The video 1s seg-
mented 1nto separate video clips at locations where the mag-
nitude of the motion vector exceeds a threshold value.

Alternatively, color similarities may be used to segment the
video source. Adjacent frames are compared for color simi-
larity. The video 1s segmented into separate video clips at
locations where the magnitude of the color dissimilarity
exceeds a threshold value.

The output video 1s created by selecting, modifying, and
reordering video clips. To facilitate rapid manipulation of
video clips, users create video composites by grouping of
several video clips together. The sequence of clips 1n a video
composite determines the sequence of clips during playback.
During editing, the user may manipulate the video composite
as a single, unified object 1n the same manner as single video
clips. Like video clips, they may be moved, cut, copied, and
pasted or inserted into a video sequence. Moreover, video
composites may also contain other video composites. Video
composites allow users to create video sequences or optional
alternate video sequences with reusable building blocks.

In an embodiment, video composites may be created using
a graphical interface. Fach video clip in the composite 1s
selected by the user in the desired chronological order. A
group command 1s executed in order to create the composite.
The separate representations for each video clip may be
replaced by a single representation. This may be an 1con, one
or more still images, or a reduced representation.

FIG. 1 shows a hierarchy of video clips and video compos-
ites arranged on a layout space. Video composite 110, labeled
Sequence 1, 1s comprised of video clip 113 and video com-
posites 115 and 117, labeled Sequence 2 and Sequence 3
respectively. Each video composite can be manipulated in the
same manner as a single video clip, allowing for the rapid
development of complex video sequences. For example,
video composite 115 1s comprised of an alternate copy of
Sequence 3, 119 and Sequence 4, 121. It should be noted that
video composites 117 and 119 are identical copies of the same
sequence, Sequence 3. The use of multiple copies of the same
sequence allows the user to reuse the same content in multiple
contexts.

Links may be created between video clips and video com-
posites to specily alternate video sequences for detail on
demand video. Link 130 specifies that Sequence 6, 133, 1s an
alternate video sequence for Sequence 3, 119. Similarly, link
135 specifies that Sequence 8, 137 1s an alternate video
sequence for video clip 127, and link 139 specifies that video
clip 125 i1s an alternate video sequence for video clip 141.

As can be seen from FIG. 1, links may be created from
video clips and video composites. Since any links may be
placed between any two video clips or composites, a user may
create circular references. In an embodiment, the application
detects circular references and notifies the user. Additionally,
users may create multiple layers of detail on demand video, as
opposed to the simple two layer example shown 1n FIG. 1. In
an embodiment, information on transitions between video
sequences 1s maintained 1n a data stack, a commonly used last
in, first out (LIFO) data structure.
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FIG. 2 1s a flowchart showing a method for creating a link
for detaill on demand video. At step 210, a link source 1s
selected. Similarly, a link destination 1s selected at step 220.
The link source and destination may be a video clip or video
composite. A link 1s created at step 230 through a user com-
mand. Finally, link attributes may be setup by the user at step
240. Link attributes specily the entry and exit points between
the source video sequence and the destination video sequence
and are discussed in detail below. Depending on the user
interface, steps 210 through 240 may be completed 1n any
order.

Link attributes control the presentation of detail on demand
video by specilying the type of transition between source and
destination video sequences. Link attributes include the
sequence start point when entering a destination video
sequence, the playback resumption point of the source video
sequence when the destination playback 1s complete, and the
playback resumption of the source video sequence when the
destination playback1s interrupted by the user. Link attributes
may be set by the user, or be automatically set to a default
point by the application.

In an embodiment, when a destination video sequence 1s
complete or interrupted by the user, the playback returns to
the source video sequence. Alternatively, playback could be
redirected to a different video sequence. Link attributes upon
termination of the destination video sequence playback,
either through user imnput or the end of the sequence, may be,
in an embodiment, at the point of departure from the source
video. Alternatively, the playback may return to the end of the
source video sequence. In a further embodiment, playback
may return at a predetermined point of the source video
sequence. Another embodiment returns to the source video
sequence at a location proportional to the point of termination
of the destination video. For example, 11 the user exits the
destination sequence halfway through the sequence, then
playback of the source video sequence will begin approxi-
mately haltway through the source video sequence.

In an embodiment, the destination video sequence start
point 1s the beginming of the destination video sequence. In an
alternate embodiment, the destination video start point 1is
proportional to the playback position of the source video
sequence. For example, 1f the user selects the link halfway
through a source video sequence, then playback of the desti-
nation video sequence will begin approximately haltway
through the destination video sequence. In a further embodi-
ment, 1f the source video sequence and destination are com-
prised of the same number of video clips or composites, then
the destination start point corresponds to the currently play-
ing portion of the source video sequence.

The completed video may be exported from the application
to a data file containing the video information as well as the
link information. In an alternate embodiment, the link infor-
mation 1s stored 1n a separate data file, such as an edit decision
l1st, from the video information. In a further embodiment, the
video data and the link information 1s used to create a DVD
disc according to well known methods 1n the art.

Given the limited real estate of the screen, reduced repre-
sentations of video composites are used to display important
characteristics of a video sequence. These include the starting
and ending video clip, a selection of other clips in the
sequence, the time length of the sequence, the number of
component clips, and the depth of the composite (for when
the composite contains other composites.) In the layout
space, a reduced representation 1s a single graphical object.
The reduced representation may be expanded by the user.
When expanding a composite, the images representing the
composites and individual clips of the next level are shown. In

10

15

20

25

30

35

40

45

50

55

60

65

6

an embodiment, the unexpanded reduced representation
occupies the same amount of screen space as the representa-
tion of a single video clip.

FIG. 3 shows a flowchart for generating a reduced repre-
sentation of a video composite. At step 310, keyirames are
selected from the video clips or composites contained in the
video composite. Keyirames are selected according to a vari-
ety of criteria. In an embodiment, a keyirame is selected from
cach video clip or composite. In an alternate embodiment,
keyirames are selected from the first and last video clips in the
sequence. Additional keyframes are selected so as to provide
a good overall summary of the sequence. This may be done by
selecting keyframes from the longest clip, by selecting key-
frames from the most distinctive clips, or by selecting the
required number of keyirames at even time intervals from the
composite.

Any of numerous methods may be used to select an 1ndi-
vidual keyirame from a video clip. In an embodiment, the
first, last, or center frame may be selected as the keyirame fo
the clip. In another embodiment, a keyframe may be selected
that 1s most similar or representative of the other frames of the
video clip. Similarity between clips may be determined by
comparing the color histograms of the frames or by some
other method.

Keyframe clipping 1s performed at step 320. Keyirame
clipping identifies portions of each keyirame which are mean-
ingful. In an embodiment, meaningiul portions of each key-
frame are preserved, while extraneous portions, such as the
background, of the keyiframe are discarded. This minimizes
the scaling required to reduce keyirames to the required size.
Heuristics are used to select meamngiul portions of each
keyframe 1n an embodiment. One heuristic 1s to select the
center of the keyframe as the most meaningiul portion. In an
alternate embodiment, heuristics are used 1n conjunction with
a loreground/background separation technique. The fore-
ground/background separation identifies all the portion of
keyiframe occupied by foreground objects. Heuristics are
used to select a portion of the foreground, taking into account
undesirable results, such as cutting out a person’s head from
the 1mage.

In an embodiment, a pixel sampling technique can be used
to separate the foreground from the background pixels. In this
embodiment, each pixel in the frames of a video clip 1s
sampled overtime. The pixel values that change only slightly,
if at all, may be considered the background pixels. In one
embodiment, pixel changes can be classified by determining
whether the pixel changes have a standard deviation below or
above a certain threshold. Small gaps 1n areas of foreground
pixels can be filled betfore selecting the foreground objects. In
one embodiment, an adjustment for camera motion 1s made
betore performing the pixel sampling technique.

At optional step 330, several keylrames are combined into
a single keyframe. In an embodiment discussed below, object
motion overtime 1s visualized with this technique. Clip layout
step 340 places the keyirames 1n a graphical arrangement.
The separate keyirames are combined at this step into a single
graphical object. Example graphical layouts are discussed
below. In an embodiment, keyirames may be reduced 1n size
in order to {it into the reduced representation.

Optional step 350 overlays additional information on the
reduced representation. Information includes composite time
length, number of components, and component depth. In an
embodiment, an abstract tree representation 1s overlaid on the
reduced representation to show the number of components
and their depth. In an example of an abstract tree representa-
tion, nodes, displayed as dots, represent components, and
lines connecting nodes show the depth of the components.
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FIG. 4 shows a group of nine video clips which are to be
grouped 1nto a video composite. FIG. 5 shows three example
reduced representations for a video composite comprised of
the video clips of FIG. 4. Reduced representations 520, 540,
and 560 arrange keyirames 1n a four-way representation. A
keyirame from the starting clip will be 1n the top leit position,
and a keyirame from the ending clip of the sequence occupies
the bottom right position. This arrangement 1s ntended to
mirror the left-to-right order 1n presenting text in English, and
may be reversed as needed for other languages. The other two
positions are occupied by keyirames from intermediate video
clips.

In the embodiment of representation 520, each full key-
frame 1s scaled to occupy one quarter of the representation.
Embodiment 540 displays only a meaningtul portion of each
keyirame. Selecting a region of the keyframe of the desired
s1ze, here one quarter of the representation area, eliminates
the need to reduce the size of the keylrame. Alternatively, a
larger region of the keyiframe may be selected and scaled
down appropriately. Portions of the keyirame may be selected
using heuristics or by a foreground/background separation, as
discussed above.

Embodiment 560 allocates space to the first and last clips’
keyirames in proportion to the importance of each clip. In an
embodiment, the importance of a video clip may be deter-
mined by the relative length of each clip. Other measures of
importance may be used in determining the relative size for
cach keyirame in the reduced representation, such as mea-
sures of action or motion. Embodiments 520, 540, and 560 are
intended as 1illustrative examples; the specific features of
embodiments 520, 540, and 560 may be interchanged to
produce variations of these embodiments.

Rather than selecting only four of the component key-
frames, FIG. 6 shows two example embodiments of reduced
representations that combine all nine keyirames. The nine
source frames are overlaid, moving each sequential keyirame
up (or down) and to the right of the prior keyframe. In these
examples, the overall layout 1s in an S-shaped arc (first going
up, then down beyond the starting position, then back up.) In
an embodiment, each keyirame 1s reduced in size so that the
reduced representation occupies the same amount of space as
the representation of a single video clip. In an alternate
embodiment, each keyirame 1s reduced in size, but the entire
reduced representation 1s permitted to exceed the size of a
representation of a single video clip.

Embodiment 620 uses a constant offset in both the X andY
dimensions. This causes the tops and bottoms of the key-
frames to line up when they are next to one another. Embodi-
ment 640 shows using a different offset when moving the next
frame up than when moving the next frame down, removing
the alignment of neighboring keyirames 1n the reduced rep-
resentation. This causes a general downward slope to the
s-shaped arc, conveying an additional visual cue of chrono-
logical order to users.

FIG. 7 1llustrates a modification to the embodiments of
FIG. 6. As an attempt to show more information in each
keyirame, the embodiments of FIG. 7 remove every other
keyirame the representation. Embodiments 720 and 740 use 5
keyirames each and are still 1n an S shape. Embodiment 740
allocates space to the each keyirames in proportion to the
relative lenght of each clip, similar to the technique used in
embodiment 560. Other measures of importance may be used
in determining the relative size for each keyirame in the
reduced representation, as discussed above. The spacing
between keyirames has also been increased in embodiment
740. This results 1n a less cluttered appearance.
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In an alternate embodiment, the keyirames are arranged 1n
an upside-down u-shaped arc. This embodiment, as well as
the embodiments of FIGS. 6 and 7, are intended as illustrative
examples; the specific features of these embodiments may be
interchanged to produce variations of these embodiments.

FIG. 8 1illustrates the result of keyframe combination as
discussed above with regard to step 330 of FIG. 3. In FIG. 8,
clips belonging to the same scene are combined to visualize
the object motion during the scene. To determine the motion
information, several frames from a clip are captured in equal
time 1ntervals to produce a sequence of frames. A frame from
the center of the sequence 1s selected as a base frame. The
frames before and after the base frame are used to visualize
the past and future, respectively.

Each frame 1s compared to 1ts adjacent frames and areas
that changed between two subsequent frames are colored 1n
the still image. The colorized differences are added to the base
frame. In an embodiment, different colors are used to visual-
1ze time. For example, events 1n the past are colored red
whereas events in the future are blue. The red varies from a
shade of orange 1n the far past to a solid red in the recent past.
Similarly, a light blue 1s used far 1n the future and a solid blue
closer to the present.

In an embodiment, thresholding may be used to emphasize
objects 1n motion. To determine changed areas between
frames, the luminance of corresponding pixels 1s compared.
If the luminance changes more than 10%, the pixels are con-
sidered to be different.

Lower thresholds make objects 1n motion stand out better
but they also introduce additional noise. In an alternate
embodiment, pixel differences that surpass half the threshold
are displayed semi-transparently.

In an embodiment, the luminance of the whole frame 1s
normalized before the comparison to avoid effects of overall
variations in luminance. The mean and standard deviation of
the luminance of all pixels 1n a frame are determined. For each
pixel, the mean 1s subtracted from the luminance value and
the result 1s divided by the standard deviation. In a further
embodiment, the frames are slightly blurred before the com-
parison addition to filter out very small movements. This blur
1s only used in the comparison and not for the display of the
center frame.

In an embodiment, the colorized parts are partially trans-
parent. The amount of transparency 1s varied depending on
how close a frame 1s to the center frame, so that changes far in
the past or future are more transparent than more recent
changes.

In an embodiment, the camera motion needs to be deter-
mined and corrected 1n order to adjust for camera panning.
This embodiment highlights object motion and 1gnores cam-
era motion as 1f the camera had not moved. One embodiment
for correcting camera motion 1s to determine the offset
between two subsequent frames. The center area of one frame
1s moved 1n different directions and compared with the center
area ol the other frame. The center area of a frame 1s moved by
the same amount 1n eight different directions and compared
with the subsequent frame. In an embodiment, the sum of the
squared luminance differences 1s used for comparison.

The comparison values for each of the eight different
points and the point without movement are compared to each
other. The point with the smallest difference is selected and
used as the starting point for the next iteration, 1n which the
area 1s moved half as far. This logarithmic approach quickly
finds the offset between two {frames. In an embodiment, it 1s
even suilicient only to compare every fourth pixel in each
direction so that the process 1s sped up by a factor o1 16. An
alternate embodiment moves nine areas independently of
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cach other and uses the average movement as the overall
movement. Once the offset between two frames has been
found, the position of the subsequent frame 1s shifted to
climinate the offset prior to the computation of object motion.

The foregoing description of the preferred embodiments of 5

the present invention has been provided for the purposes of

illustration and description. It 1s not intended to be exhaustive
or to limit the invention to the precise forms disclosed. Obvi-
ously, many modifications and variations will be apparent to
practitioners skilled in the art. The embodiments were chosen
and described 1n order to best explain the principles of the
invention and its practical applications, thereby enabling oth-
ers skilled in the art to understand the invention for various
embodiments and with the various modifications as are suited
to the particular use contemplated. It 1s intended that the
scope of the invention be defined by the following claims and
their equivalents.
The mvention claimed 1s:
1. A method for creating a hierarchy of video sequences,
the method comprising;:
creating source and destination video sequences and pre-
senting the combination of one or more video clips and
composites 1 a chronological order corresponding to
their arrangement 1n a user interface layout area;
creating a link between the source video sequence and the
destination video sequence for transitioning between
source and destination video sequences; and
assigning one or more link attributes to the link, the one or
more link attributes including:
speciiying a playback start point of the destination video
sequence when entering the destination wvideo
sequence Irom any point in the source video
sequence, wherein the playback start point 1s located
at any point in the destination video sequence;
specilying a playback resumption point when the desti-
nation playback 1s complete or 1s interrupted by a user,
wherein the playback resumption point 1s located at
one of any point in the source video sequence and any
point 1n an alternate video sequence;
reducing representations of a composite by selecting
keyirames from video clips in the composite;
displaying the keyirames to the user interface layout
area in the same amount of space as the representation
of a single video clip; and
clipping of keyirames to reduce keyirames to a smaller
s1ze, wherein clipping comprises one or more of:
selecting the center area of the keyirame as the portion
to retain; and
selecting objects in the foreground as the portion to
retain using heuristics or a pixel sampling tech-
nique.
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2. A method for creating a hierarchy of video sequences,
the method comprising:

creating source and destination video sequences;
creating a link between the source video sequence and the
destination video sequence for transitioning between
source and destination video sequences;
assigning one or more link attributes to the link, the one or
more link attributes including:
speciiying a playback start point of the destination video
sequence when entering the destination wvideo
sequence from any point i the source video
sequence, wherein the playback start point 1s located
at any point in the destination video sequence; and
speciiying a playback resumption point when the desti-
nation playback 1s complete or 1s interrupted by a user,

wherein the playback resumption point 1s located at
one of any point 1n the source video sequence and any

point in an alternate video sequence; and

wherein one or more of the playback start point and the
playback resumption point are each automatically set to
a default point.

3. A method for creating a hierarchy of video sequences,

the method comprising:

creating source and destination video sequences;

creating a link between the source video sequence and the
destination video sequence for transitioning between
source and destination video sequences;

assigning one or more link attributes to the link, the one or
more link attributes including:

speciiying a playback start point of the destination video
sequence when entering the destination wvideo
sequence Ifrom any point in the source video
sequence, wherein the playback start point 1s located
at any point in the destination video sequence;

speciiying a first playback resumption point when the
destination playback i1s complete, wherein the first
playback resumption point 1s located at one of any
point 1n the source video sequence and any point in an
alternate video sequence; and

specilying a second playback resumption point when the
destination playback is interrupted by a user, wherein
the second playback resumption point i1s located at
one of any point 1n the source video sequence and any
point in an alternate video sequence; and

wherein one or more of the playback start point, the first
playback resumption point, and the second playback
resumption point are each automatically set to a default
point.
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