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INFORMATION RECOGNITION DEVICE
AND INFORMATION RECOGNITION
METHOD

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an information recognition
device and information recognition method wherein the con-
tent of an utterance 1s recognized using the myo-electrical
signals of the speaker’s muscles when speaking.

2. Related Background Art

Information recognition devices are previously known
whereby the content of an utterance 1s recognized using the
myo-electrical signal generated by movement etc of perioral
muscles of the person performing the speaking action, inde-
pendently of sound. In this way, information recognition from
the movement of the mouth or tongue etc can be achieved
without the speaker generating sound. This 1s very usetul in
noisy environments or in places where silence 1s required.

Methods of mformation recognition from myo-electrical
signals in such an mnformation recognmition device include for
example: as disclosed 1n Noboru Sugie et al., “A speech
employing a speech synthesizer vowel discrimination from
perioral muscles activities and vowel production”, IEEE
transactions on Biomedical Engineering, vol. 32, No. 7, 1985,
pp 485-490, a method of information recognition in which the
five vowels (a, 1, u, e, o) are discriminated by passing a
myo-electrical signal through a bandpass filter and counting
the number of crossings of a threshold value; as disclosed in
Laid-open Japanese Patent Publication Number H. 7-181888,
a method of detection of not just vowels but also consonants
from a speaker by using an neural network to process a power
spectrum obtained by FFT processing of the myo-electrical
signals of perioral muscles; or as disclosed 1n Laid-open
Japanese Patent Publication Number H. 6-12483, a method of
converting the amplitude of a myo-electrical signal into
binary form using a threshold value and processing this using,
a neural network.

SUMMARY OF THE INVENTION

However, the information recognition methods described
above were subject to the problem that 1t was not possible to
improve the recognition rate of the content of utterances
significantly.

In view of the above, an object of the present invention 1s to
provide an imformation recognition device and information
recognition method with a high recognition rate.

An information recognition device according to the present
invention that recognizes the content of an utterance using a
myo-electrical signal of a muscle of a speaker when the
speaker 1s speaking, comprises: myo-electrical signal acqui-
sition means that acquires said myo-electrical signal; activity
amount information extraction means that extracts informa-
tion relating to the activity amount of said muscle from said
myo-electrical signal; and information recognition means
that recognizes the content of said utterance using informa-
tion relating to the amount of activity of said muscle.

An 1nformation recognition method according to the
present invention wherein the content of an utterance 1s rec-
ognized using a myo-electrical signal of a muscle of the
speaker when the speaker speaks, comprises: amyo-electrical
signal acquisition step of acquiring said myo-electrical sig-
nal; an activity amount information extraction step of extract-
ing information relating to the amount of activity of said
muscle from said myo-electrical signal; and an information
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2

recognition step in which the content of said utterance 1s
recognized using said information relating to the amount of
muscle activity.

With the mformation recognition device or information
recognition method according to the present invention, infor-
mation relating to muscle activity 1s extracted from the myo-
clectrical signal and information recognition 1s performed
using information relating to the amount of muscle activity of
the speaker. Since there 1s a prescribed correspondence rela-
tionship between the amounts of muscle activity of the
speaker and the phoneme that 1s being uttered by the speaker,
the content of an utterance can be recognized with a high
recognition rate by performing information recognition using
the information relating to amounts of muscle activity.

Preferably, 1n said information recognition device, said
activity amount imnformation extraction means acquires at
least one of the root mean square, average rectified value and
integrated average value of said myo-electrical signal as
information relating to said amount of muscle activity.

Also preferably, 1n said information recognition method, 1n
said activity amount information extraction step at least one
of the root mean square, average rectified value and integrated
average value of said myo-electrical signal 1s acquired as said
information relating to the amount of muscle activity.

Since the root mean square, average rectified value and
integrated average value of the myo-electrical signal have a
high correlation with the amount of muscle activity, recogni-
tion of the content of an utterance can suitably be performed
by acquiring the root mean square, average rectified value or
integrated average value as information relating to amounts
of muscle activity. Also, the computational load for acquiring
such averages from the myo-electrical signal 1s considerably
lower than that involved 1n FFT processing of the myo-elec-
trical signal, as conventionally.

Preferably also, in said information recognition device,
said information recognition means recognizes the content of
said utterance by means of a neural network that inputs infor-
mation relating to said amount of muscle activity.

Preferably also, in said information recognition method, in
said information recognition step the content of said utterance
1s recognized by means of a neural network that inputs 1nfor-
mation relating to said amount of muscle activity.

In this way, the content of an utterance can conveniently be
recognized by performing information recognition using a
neural network that inputs information relating to amounts of
muscle activity.

Said information recognition device may also comprise a
database 1n which phonemes are associated with information
relating to amounts of muscle activity of a speaker when the
phoneme 1n question 1s uttered and said information recog-
nition means may acquire a phoneme uttered by said speaker
by referring to said database using information relating to the
amount of muscle activity extracted by said activity amount
information extraction means.

Also, 1n said information recognition method, 1n said infor-
mation recognition step a phoneme uttered by said speaker
may be acquired by referring to a database that associates
phonemes with information relating to the amount of muscle
activity of the speaker when the phoneme in question 1is
uttered, using information relating to the amount of muscle
activity extracted by said activity amount information extrac-
tion step.

In this way, the phonemes uttered by a speaker are easily
acquired and the content of an utterance conveniently recog-
nized by referring to a database that associates phonemes
with information relating to the amount of muscle activity
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when the phoneme i1s uttered, using information relating to
the amount of muscle activity.

Preferably also, said information recognition device com-
prises: audio information acquisition means that acquires
information relating to sound generated on said utterance;
audio information recognition means that recognizes the con-
tent of said utterance using information relating to said sound;
and learning means that performs learning relating to infor-
mation recognition by said information recognition means
using information relating to amount of muscle activity
extracted by said activity amount information extraction
means and the content of the utterance constituting the teach-
ing data recognized by said audio information recognition
means, and said information recognition means recognizes
the content of said utterance by referring to the result of said
learning, using information relating to the amount of muscle
activity extracted by said activity amount information extrac-
tion means.

Preferably also, said information recognition method com-
prises: an audio information acquisition step of acquiring
information relating to sound generated in said utterance; an
audio information recognition step of recognizing the content
of said utterance using information relating to said sound; and
a learning step of performing learming relating to information
recognition in said mformation recognition step using infor-
mation relating to the amount to muscle activity extracted by
said activity amount information extraction step and the con-
tent of an utterance constituting teaching data recognized by
said audio information recognition step, and 1n said informa-
tion recognition step, the content of said utterance 1s recog-
nized by referring to the results of said learning, using infor-
mation relating to the amount of muscle activity extracted by
said activity amount information extraction step.

By means of such learning, information recognition
adapted to the speaker can be achieved and the recognition
rate even further increased. Also, since teaching data 1s gen-
erated by imformation recogmtion using sound during an
utterance, learning can be performed using free utterances
without the speaker being conscious of i1t and the load on the
speaker during learning 1s thereby reduced.

The present invention will become more fully understood
from the detailed description given hereinbelow and the
accompanying drawings which are given by way of 1llustra-
tion only, and thus are not to be considered as limiting the
present invention.

Further scope of applicability of the present invention waill
become apparent from the detailed description given herein-
after. However, 1t should be understood that the detailed
description and specific examples, while indicating preferred
embodiments of the invention, are given by way of illustration
only, since various changes and modifications within the
spirit and scope of the invention will become apparent to
those skilled 1n the art from this detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing an information recog-
nition device according to a first embodiment;

FIGS. 2A and 2B are views given in explanation of a
method of windowing a myo-electrical signal by a time win-

dow 1n the activity amount information extraction means 1n
FIG. 1;

FIG. 3A and FIG. 3B are views given 1n explanation of a
method of acquiring mformation relating to the amount of
muscle activity from the extracted myo-electrical signal, in
the activity amount information extraction means in FIG. 1;
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4

FIG. 4 1s a view showing information relating to the
amount of muscle activity of three perioral muscles when not
speaking and when uttering “a”, “1”, “u”, “e”, and “0”’;

FIG. 5 1s a view showing a neural network 1n activity
amount information recognition means in FIG. 1;

FIG. 6 1s a tlow chart showing a procedure whereby learn-
ing relating to information recognition 1s performed 1n a first
embodiment;

FIG. 7 1s a flow chart showing a procedure whereby infor-
mation recognition 1s performed using unvoiced utterances in
the first embodiment;

FIG. 8 15 a block diagram showing an information recog-
nition device according to a second embodiment; and

FIG. 9 1s atable showing an example of a phoneme activity

amount information database of FIG. 8.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

A preterred embodiment of an information recognition
device according to the present invention 1s described in detail
below with reference to the appended drawings.

FIG. 1 1s a block diagram of an imformation recognition
device according to a first embodiment. The information rec-
ognition device 100 according to this embodiment 1s an infor-
mation recognition device that recognizes the content of an
utterance of a speaker who performs an unvoiced speaking
action 1.e. a speaking action without generating voice and
comprises: myo-electrical signal acquisition means 11 that
acquires a myo-electrical signal from a speaker; activity
amount information extraction means 12 that extracts infor-
mation relating to the amount of muscle activity from a myo-
clectrical signal; activity amount information recognition
means (corresponding to information recognition means) 16
that performs information recognition of utterance content of
a speaker using information relating to the amount of muscle
activity; recognition results presentation means 17 that pre-
sents the results of information recognition; and a learning
section 33 that performs learning relating to information rec-
ognition 1n the activity amount information recognition
means 16.

The myo-electrical signal acquisition means 11 acquires
fluctuations etc of myo-electrical signals produced by activity
ol perioral muscles (articulatory organs) when the speaker
performs a speech action and amplifies the acquired myo-
clectrical signals. In order to perform information recognition
with high accuracy, it 1s desirable to acquire myo-electrical
signals of a plurality of perioral muscles. An example of a
myo-electrical signal acquired 1n this way 1s shown in FIG.
2A. The horizontal axis 1s the time and the vertical axis 1s the
potential of the myo-electrical signal.

Returning to FIG. 1, the activity amount information
extraction means 12 windows the myo-electrical signal
amplified by the myo-electrical signal acquisition means 11
in prescribed time windows and extracts information relating
to the amount of muscle activity from the myo-electrical
signal 1n each of these time windows.

Specifically, first of all, as shown 1n FIG. 2A and FIG. 2B,
the myo-electrical signal 50 acquired by the myo-electrical
signal acquisition means 11 i1s sequentially windowed by
main time windows 40, 41, 42 etc of prescribed length. These
main time windows 40, 41, 42 are assumed to be of the same
time length and the starting times of these main time windows
40, 41, 42 are successively delayed by a prescribed time 1n
cach case, for example by half of the time length of the main
time windows 1n each case. Also, 1f required, the respective
main time windows 41 etc can be further divided into any
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desired number of subsidiary time windows 43, 44, 45. Rec-
ognition of vowels may be chietly performed using the main
time windows 40, 41, 42 etc and recognition of consonants
may be performed using the subsidiary time windows 43, 44,
45 etc. 5
Next, as mformation relating to the amount of muscle
activity in respect of the respective main time window 41 etc
or the subsidiary time window 43 etc, as shown in FIG. 3A
and FIG. 3B, the root mean square (RMS) of the myo-elec-
trical signal 1s calculated. The root mean square 1s defined by 10
the following expression, where e(t) 1s the potential of the
myo-electrical signal (EMG).

T (1) 15
— 2
RMS = ﬁf_?ﬁ (r—7dt

Other quantities that may be employed that are correlated
with the amount of muscle activity are the average rectified 20
value (ARV) of the myo-electrical signal, expressed by for-
mula (2) or the integrated average value of the myo-electrical
signal (IEMG), expressed by expression (3), etc all these may
be employed 1n combination.

25

ARV = f+mh(*r)|€(r +0)|d T (2)

where f hit)dT =0
—o0 30

T+AT (3)
IEMG = f le(r + T)|d T
T

The reasons for extracting information regarding the 35
amount of muscle activity in this way from the myo-electrical
signal will now be described.

The amounts of activity of the respective perioral muscles
ol a speaker when a speaker pronounces phonemes such as
vowels or consonants are different for each phoneme. FIG. 4 40
shows the results of plotting on the X axis, Y axis and Z axis
respectively the root mean squares of the respective acquired
myo-electrical signals representing the amounts of activity of
three representative perioral muscles of a speaker when the
speaker 1s pronouncing respectively “a”, “17, “u”, “e”, and “0” 45
and when 1n the relaxed condition 1.e. not speaking.

As can be seen from FI1G. 4, the magmitudes of the amounts
of activity of the respective muscles when not speaking and
when pronouncing “a”, “1’°, “u”, “e”, and “0” are mutually
different and 1t can be seen that there 1s a prescribed corre- 50
spondence relationship between the amounts of activity of the
respective muscles and the respective phonemes. Information
recognition with a high recognition rate can therefore easily
be achieved by extracting information relating to the amounts
of activity of the muscles from the myo-electrical signals and 55
acquiring the phonemes corresponding to the information
relating to the amounts of activity of these muscles.

Next, returning to FIG. 1, the activity amount information
recognition means 16 recognizes the content of the speaker’s
utterance by acquiring the phonemes pronounced by the 60
speaker, by using the information relating to the amounts of
muscle activity acquired in this way.

Specifically, as shown 1n FIG. 5, information recognition 1s
performed by a neural network 70 of three-layer structure.
Specifically, to the mnput layer 71 there 1s mput information, 653
such as for example the root mean square, relating to the

amount of activity of the respective muscles acquired by the

6

activity amount information extraction means 12. The output
layer 72 1s constituted as a unit responsive to phonemes, for

- B Y - b B Y SN B B 4] 4 2

example vowels and consonants such as “a”, “1”, “u”, ...,
and “n”. This neural network 70 identifies phonemes 1n the
utterance 1n question using prescribed recognition param-
cters, from the immformation relating to amounts of muscle
activity that 1s input to the input layer 71, and outputs these to
the output layer 72; the content of the utterance 1s thereby
recognized.

For the recognition parameters in this neural network 70,
umversal recognition parameters that have been prepared
beforechand or recognition parameters etc adapted to the
speaker, generated by a learning section 33, to be described,
may be employed.

Returning to FIG. 1, the recognition results presentation
means 17 presents the recognition results recognized by the
activity amount information recognition means 16 to the
speaker by means of a display or speaker etc, or transfers them
to an application such as a word processor, or transmits them
to another party etc by communication means etc.

The learning section 33 comprises audio information
acquisition means 14, audio information recognition means
15 and learning means 13. The audio information acquisition
means 14 acquires an audio signal generated when the
speaker generates voice 1.e. when the speaker performs a
voiced speaking action and acquires audio information by
performing spectral analysis and/or cepstrum analysis etc of
the acquired audio signal.

The audio information recognition means 15 acquires the
content of the speaker’s utterance by performing voice rec-
ognition using the audio mnformation acquired by the audio
information acquisition means 14 and uses this to provide
teaching data corresponding to the content of the speaker’s
utterance. There are no particular restrictions regarding the
voice recognition method in the audio information recogni-
tion means 15 and for example a hidden Markov model using
spectral envelopes etc or DP matching method etc may be
employed.

The learming means 13 acquires information relating to the
amount ol muscle activity extracted by the activity amount
information extraction means 12 and, as teaching data,
acquires the content of the utterance acquired by the audio
information recognition means 13, carries out learning relat-
ing to the information recognition performed by the activity
amount recognition means 16 and thereby generates recog-
nition parameters for this information recognition.

Specifically, 11, as 1n this embodiment, a neural network 70
1s employed (see FIG. 5) by the activity amount information
recognition means 16, adopting the back propagation method
for this neural network 70, the root mean square etc of the
myo-electrical signal constituting the information relating to
the amount of muscle activity 1s supplied to the input layer 71
while the respective content of the utterances recognized by
the audio information recognition means 15 of the output

GG Lol

layer 72 may be supplied thereto as the phonemes “a”, “1”,

e 22 114 S S -

u’, “...7, and “n”; 1n this way, recognition parameters
adapted to each speaker may be generated.

Next, the operation of such an information recognition
device 100 1s described and an information recognition
method according to this embodiment 1s also described con-
currently.

First of all, a procedure for learning relating to information
recognition will be described with reference to FIG. 6.

First of all, the information recognition device 100
acquires myo-electrical signals of the speaker’s muscles
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when the speaker 1s freely generating voiced speech and
acquires audio information based on the sound generated
with this speech (step 101).

Next, the myo-electrical signals are windowed 1n pre-
scribed time windows and information relating to the amount
of muscle activity in each time window 1s extracted, while the
content of the utterance 1s extracted (step 102) by performing
voice recognition on the audio information.

Next, recognition parameters for information recognition
are generated (step 103) by performing learning relating to
information recognition by the activity amount information
recognition means 16 based on the information relating to the
amounts of muscle activity and the content of an utterance
constituting teaching data.

The activity amount of information recognition means 16
then acquires the recognition parameters (step 104).

Next, referring to FIG. 7, the procedure for performing
information recognition using unvoiced utterances of the
speaker will be described.

First of all, the information recognition device 100
acquires myo-electrical signals from the speaker when the
speaker 1s generating an unvoiced utterance (step 201).

Next, the myo-electrical signal 1s windowed 1n prescribed
time windows and information relating to the amount of
muscle activity 1n each time window 1s extracted (step 202).

Next, the content of the utterance 1s recognized (step 203)
by performing information recognition by means of the neu-
ral network 70, using the recognition parameters etc acquired
by the learning described above, and using the information
relating to amounts of muscle activity.

The recognition results are then output to a screen or by
voice or transmitted to an application such as a word proces-
sor (step 204).

In this way, with the information recognition device and
information recognition method according to this embodi-
ment, mformation relating to amounts of muscle activity 1s
extracted from the myo-electrical signals and information
recognition 1s performed using the information relating to the
amounts of muscle activity of the speaker. Since there 1s a
prescribed correspondence relationship between the amounts
of the speaker’s muscle activity and the phonemes uttered by
the speaker, recognition of the content of an utterance can be
achieved with a high recognition rate by information recog-
nition using the mformation relating to amounts of muscle
activity.

Also, since the root mean square, average rectified value
and integrated average value of the myo-electrical signal have
a high correlation with the amount of muscle activity, recog-
nition of the content of an utterance can suitably be performed
by acquiring this root mean square, average rectified value
and integrated average value as information relating to
amount of muscle activity. Also, the computational load for
acquiring these averages from the myo-electrical signals 1s
considerably lower than that of conventional processing of
the myo-electrical signal using FFT processing.

Also, the content of utterances can be suitably recognized
by performing information recognition using a neural net-
work that inputs imnformation relating to amounts of muscle
activity.

In addition, mnformation recognition adapted to a speaker
can be achieved by learning enabling an even higher recog-
nition rate to be achieved. Also, since, 1 this learning, the
teaching data i1s generated by voice-recognition using the
sounds during utterance, learning i1s performed using iree
speech without the speaker being conscious of 1t, so the load
on the speaker during learning 1s reduced.
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It should be noted that information recognition could be
achieved 1n the same way even without performing learning
as described above, by setting universal recognition param-
cters inrespect of the activity amount information recognition
means 16 beforehand. Preferably, also, 1n order to achieve
information recognition with a high recognition factor, infor-
mation regarding amounts of muscle activity 1s obtained for a
large number of muscles.

Next, an information recognition device 200 according to a
second embodiment 1s described with reference to FIG. 8.
The difference of the information recognition device 200 of
this embodiment and the information recognition device 100
of the first embodiment lies 1n the provision of a phoneme/
activity amount information database (database) 30. The pho-
neme/activity amount information databas 30 stores phe-
nomes and the information relating to the amounts of muscle
activity when these phonemes are uttered which are associ-
ated with the phenomes 1n question. Thus, the activity amount
information recognition means 16 recognizes the content, of
an utterance by referring to the phoneme/activity amount
information database 30 based on the information relating to
the amounts of muscle activity extracted by the activity
amount information extraction means 12, rather than by using
a neural network 70.

In this phoneme/activity amount information database 30,
there 1s stored beforehand typical universal data constituting
data associating phonemes with information relating to
muscle activity when the phoneme in question is uttered, but,
i need be, data based on the results of learning by the learning
means 13 can be matched with a speaker.

In one example of such a phoneme/activity amount infor-
mation database 30, for example i accordance with FIG. 4
etc, for each phoneme, the probability distribution of the
magnitude of information relating to the amounts of activity
of respective muscles when each phoneme 1s uttered 1s found
and the probabaility distribution of the magnitude of informa-
tion relating to the amounts of activity of these muscles 1s
stored 1n association with each phoneme 1n the database. It
such a database 1s employed, the activity amount information
recognition means 16 can recognize the content of an utter-
ance by acquiring a phoneme having the probability distribu-
tion that 1s closest to the distribution 1n question by referring
to the database, using the distribution of magnitudes of
amount ol muscle activation extracted by the activation
amount information extraction means 12.

Also, as another example of a phoneme/activity amount
information database 30, there may be considered {for
example a table 1n which respective phonemes are associated
with magnitudes of the muscle activity amounts when the
phonemes are uttered, as shown 1n FIG. 9. This table shows
the results of evaluating 1n terms of five levels the degree of
activation of each of the perioral muscles when each phoneme
1s uttered by a typical Japanese person. Even when such a
database 1s employed, the activity amount information rec-
ognition means 16 can recognize the content of an utterance
by acquiring the phonemes whose muscle activity amount
pattern 1s closest, by referring to the table, using the magni-
tudes of the muscle activity amounts extracted by the activity
amount information extraction means 12.

In this way, 1n this embodiment, the phonemes uttered by a
speaker can easily be acquired and the content of an utterance
suitably recognized using acquired information relating to
muscle activity, by referring to a database 1n which the pho-
nemes and information relating to the amounts of muscle
activity when the phoneme in question i1s pronounced are
associated.
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It should be noted that 1t such a phoneme/activity amount
information database 30 1s constructed beforehand, informa-
tion recognition with a certain level of recognition rate can be
achieved even without necessarily performing learning relat-
ing to information recognition for each speaker. Also, by
performing learnming as 1n the first embodiment, information
recognition with a higher recognition rate can be achieved by
turther adapting this phoneme/activity amount information
database 30 to each speaker. It should be noted that, 1n order
to perform information recognition with a high recognition
rate, 1t 1s desirable to obtain information relating to amounts
of muscle activity for a large number of muscles.

It should be noted that an information recognition device
according to the present invention 1s not restricted to the
above embodiments and could take various modified forms.

For example, although, in the above embodiments, the
learning section 33 acquired utterance content as teaching
data by using audio imformation of the speaker, there 1s no
restriction to this and 1t would for example be possible for the
speaker to directly input the content of an utterance by pro-
viding mput means such as a keyboard.

It should be noted that, although the information recogni-
tion devices 100, 200 of the above embodiments were adapted
to information recognition of unvoiced utterances, they could
of course perform voiced recognition 1.e. information recog-
nition of voiced utterances.

As described above, with the information recognition
device and information recognition method according to the
present invention, information recognition using information
relating to amounts of muscle activity of a speaker 1s per-
formed by extracting information relating to amounts of
muscle activity from a myo-electrical signal. Thus, since
there 1s a prescribed correspondence relationship between the
amounts ol muscle activity of a speaker and the phonemes
uttered by the speaker, recognition of the content of utter-
ances can be achieved with a high recognition rate by per-
forming information recognition using information relating
to amounts of muscle activity.

From the invention thus described, it will be obvious that
the invention may be varied in many ways. Such variations are
not to be regarded as a departure from the spirit and scope of
the invention, and all such modifications as would be obvious
to one skilled 1n the art are intended for inclusion within the
scope of the following claims.

The basic Japanese Applications No. 2002-54235 filed on

Feb. 28, 2002 1s hereby 1incorporated by reference.

What 1s claimed 1s:

1. An information recognition device that recognizes con-
tent of an utterance of a speaker using a myo-electrical signal
of a muscle of the speaker when the speaker 1s speaking,
comprising;

a myo-electrical signal acquisition unit configured to

acquire said myo-electrical signal;

an activity amount information extraction unit configured

to extract information of an activity amount of said
muscle from said myo-electrical signal;

an information recognition unit configured to recognize the

content of said utterance using said information of the
activity amount of said muscle;

an audio information acquisition umt configured to acquire

audio mnformation of sound generated on said utterance,
said audio mformation being different from said infor-
mation of an activity amount of said muscle;

an audio mnformation recognition unit configured to recog-

nize the content of said utterance using said audio infor-
mation; and
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a learning unit configured to perform learning of recogniz-
ing the content of said utterance using said information
of the activity amount of said muscle and produce rec-
ognition parameters, by using said immformation of the
activity amount of said muscle extracted by said activity
amount information extraction unit and the content of
the utterance recognized by said audio information rec-
ognition unit as teaching data,

wherein said information recognition unit 1s configured to
recognize content ol a respective utterance of the
speaker by referring to the result of the learning unit,
using a neural network that recerves respective informa-
tion of an activity amount of said muscle extracted by
said activity amount information extraction unit as an
input and provides the mput to an output layer that
recognizes contents of the respective utterance using the
recognition parameters produced by the learning unit.

2. The information recognition device according to claim
1, wherein said activity amount information extraction unit 1s
configured to acquire at least one of the root mean square,
average rectified value and integrated average value of said
myo-electrical signal as said information of said activity
amount of said muscle.

3. The information recognition device according to claim
1, wherein the activity amount information extraction unit 1s
configured to place the myo-electrical signal into respective
time windows and extract the information of an activity
amount of the muscle from the myo-electrical signal in the
respective time windows.

4. The information recognition device according to claim
3, wherein each of the respective time windows are further
divided into subsidiary time windows, and the information
recognition unit 1s configured to perform recognition of vow-
cls using the respective time windows and recognition of
consonants using the subsidiary time windows.

5. An information recognition device that recognizes con-
tent ol an utterance of a speaker using a myo-electrical signal
of a muscle of the speaker when the speaker 1s speaking,
comprising;

a myo-electrical signal acquisition unit configured to

acquire said myo-electrical signal;

an activity amount information extraction unit configured
to extract mformation of an activity amount of said
muscle from said myo-electrical signal;

an information recognition umt configured to recognize the
content of said utterance using said information of the
activity amount of said muscle;

an audio information acquisition unit configured to acquire
audio mformation of sound generated on said utterance,
said audio information being different from said infor-
mation of an activity amount of said muscle;

an audio information recognition unmt configured to recog-
nize the content of said utterance using said audio infor-
mation;

a learning unit configured to perform learning of recogniz-
ing the content of said utterance using said information
of the activity amount of said muscle, by using said
information of the activity amount of said muscle
extracted by said activity amount information extraction
unit and the content of the utterance recognized by said
audio information recognition unit as teaching data; and

a database 1n which phonemes are associated with infor-
mation of amounts of muscle activity of a speaker when
the phoneme 1s uttered,

wherein said information recognition unit 1s configured to
recognize content ol a respective utterance of the
speaker by referring to the result of the learning unit,
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using respective information of an activity amount of
said muscle extracted by said activity amount informa-
tion extraction unit, and determine a phoneme uttered by
said speaker by referring to said database and acquiring,
a phoneme that has a probability distribution closest to a
probability distribution of a magnitude of said informa-
tion of the activity amount of said muscle extracted by
said activity amount information extraction unit.

6. The information recognition device according to claim
5, wherein the activity amount information extraction unit 1s
configured to place the myo-electrical signal into respective
time windows and extract the information of an activity
amount of the muscle from the myo-electrical signal in the
respective time windows.

7. The information recognition device according to claim
6, wherein each of the respective time windows are further
divided into subsidiary time windows, and the information
recognition unit 1s configured to perform recognition of vow-
cls using the respective time windows and recognition of
consonants using the subsidiary time windows.

8. An information recognition method for recognizing con-
tent ol an utterance of a speaker, using a myo-electrical signal
of a muscle of the speaker when the speaker speaks, compris-
ng:

acquiring said myo-electrical signal;

extracting information of an activity amount of said muscle

from said myo-electrical signal;

recognizing the content of said utterance, using said infor-

mation of the activity amount of said muscle;
acquiring audio mformation of sound generated on said
utterance, said audio information being different from
said information of an activity amount of said muscle;
recognizing the content of said utterance using said audio
information;

learming of recognizing the content of said utterance using,

said information of the activity amount of said muscle
and producing recognition parameters by using said
information of the activity amount of said muscle
extracted and the content of the utterance recognized
using said audio information as teaching data; and

12

recognizing content of a respective utterance of the speaker
by referring to the result of the learning, using a neural
network that receives respective information of an activ-
ity amount of said muscle extracted as an input and
provides the mput to an output layer that recognizes the

content of said respective utterance using the recogni-
tion parameters produced in said learning.

9. Aninformation recognition method for recognizing con-
tent of an utterance of a speaker, using a myo-electrical signal

10 of a muscle of the speaker when the speaker speaks, compris-
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ng:
acquiring said myo-electrical signal;
extracting information of an activity amount of said muscle
from said myo-electrical signal;

recognizing the content of said utterance, using said infor-
mation of the activity amount of said muscle;

acquiring audio information of sound generated on said
utterance, said audio information being different from
said information of an activity amount of said muscle;

recognizing the content of said utterance using said audio
information;

learning of recognizing the content of said utterance using,
said information of the activity amount of said muscle,
by using said information of the activity amount of said
muscle extracted and the content of the utterance recog-
nized using said audio information as teaching data;

recognizing content of a respective utterance of the speaker
by referring to the result of the learning, using respective
information of an activity amount of said muscle
extracted; and

determining a phoneme uttered by said speaker by refer-
ring to a database 1n which phonemes are associated
with information of amounts of muscle activity of a
speaker when the phoneme 1s uttered, and acquiring a
phoneme that has a probability distribution closest to a
probability distribution of a magnitude of said informa-
tion of the activity amount of said muscle extracted.
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