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STORAGE MANAGEMENT SERVER
COMMUNICATION VIA STORAGE DEVICE
SERVERS

BACKGROUND OF THE INVENTION

In disaster recovery solutions where there are storage man-
agement servers mvolved, 1t 1s necessary to provide a high
availability (HA) solution so the user can use different storage
management servers to control their storage devices for data
replication.

In a HA environment, 1t 1s necessary for two or more
storage management servers, €.g., IBM TotalStorage® Pro-
ductivity Center for Replication (TPC-R), to communicate
with each other to synchronize and maintain consistency of
data.

The problem arises when the connection link between the
two or more storage management servers 1s dropped. As a
result, the storage management servers will not be 1 sync
with one another and the servers will not be aware ol new
operations 1mtiated by a user or from internal events.

This will become a problem when both storage manage-
ment servers have connections to the storage devices as they
are aware ol actions of the alternate storage management
server and such actions are interpreted as an error. Such errors
will cause the data replication to suspend 1n certain cases
which 1s not desirable as the users will not be protected
against a disaster any longer.

SUMMARY OF THE INVENTION

This embodiment allows for a communications path
between two storage management servers, when they don’t
have theirr normal HA communications path connected
directly with one another, to send communications through
the storage device server. An embodiment of this invention
creates a request header that will direct the storage device
server to perform certain operations. This request header 1s
used to send commands from the storage management server
to the storage device servers.

This common connection with the storage device between
the two storage management servers allow them to continue
communication with each other 1f the direct link 1s severed.

It would also be possible to just use the communication
paths through the storage device servers to send any type of
HA communications; rather than the normal HA communi-
cations path directly between the storage management serv-
ers. The storage device communications paths would be used
when the direct communication paths don’t exist. It 1s pos-
sible to never have a direct commumnications path between two
or more storage management servers and just have them use
the storage device servers to communicate any sort of HA
communications.

The messages that are sent between multiple storage man-
agement servers don’t necessarily need to be HA messages.
These could be any type of command or notification that
would need to be sent to the other storage management serv-
ers. HA 1s just one of those message sets that are necessary to
be able to send over the communications path through a
storage device to another storage management server.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic diagram of normal HA operation

FIG. 2 1s a schematic diagram of HA operation through
storage device
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2

FIG. 3 1s a schematic diagram of HA operation through
multiple storage devices

FIG. 4 1s a schematic diagram of HA operation through
multiple storage devices with load balancing.

DETAILED DESCRIPTION OF THE PR
EMBODIMENTS

(1]
=]

ERRED

For purpose of demonstration and not limiting by it, TPC-R
1s used to refer to storage management server. Also, the
example uses three TPC-R servers, however, the invention 1s
1ust as applicable to two or more storage management servers
in HA environment.

The basic HA environment will continue to work the same
way. The only difference 1s when the TPC-R servers lose
connection with one another to be able to continue 1n the usual
HA environment, they will check with the storage devices to
see 1I e1ther TPC-R server still has a connection so they can
still continue to communicate.

If TPC-R servers still have a connection with the storage
device, they will then be able to continue 1n the HA environ-
ment by sending any HA noftifications through the storage
device rather than sending them directly to each other.

TPC-R servers #2 and #3 won’t need to have a communi-
cations path between each other in most cases. There are some
cases where they will need to have a communications path.
The HA environment would determine which connections
would be needed.

FIG. 1 depicts the normal operation of normal HA opera-
tion. Server 1 communicates with server 2 and 3 through
bi-directional channels (100 and 110 respectively). The bi-
directional communication channel 120 between server 2 and
server 3 1s optional.

FIG. 2 depicts the operation of the HA servers through a
storage device. TPC-R Server 1 (200) commumnicates with
TPC-R Server 2 (220) and TPC-R Server 3 (230) through
Storage Device A (210). Moreover, TPC-R Server 2 (220) and
TPC-R Server 3 (230) also communicate through Storage
Device A (210).

If there are multiple storage devices connected to the
TPC-R servers 1in the HA environment, then any storage
device could be used for the HA communications path. As a
result, 1f one of the storage devices went down for any reason
or a TPC-R server lost connection with another one, the HA
communications could be redirected to the connection to a
storage device that 1s still running and accessible.

FIG. 3 depicts the operation of HA servers through mul-
tiple storage devices. TPC-R Server 1 and TPC-R Server 2
communicate with TPC-R Server 2 and TRC-R Server 3
respectively, through Storage Device X where Storage
Device X canrepresent any of Storage Devices A, B or C. (as
shown by 300, 310, 320, 330)

The TPC-R servers in the HA environment don’t have to
use the same storage device for HA communications; it 1s
preferred to use different connections to decrease the load on
a single storage device where multiple storage devices are
available.

FIG. 4 depicts the operation of HA servers with load bal-
ancing where TPC-R Server 1 1s connected to TPC-R Server
2 through Storage Device A and where TPC-R Server 1 1s
connected to TPC-R Server 3 through Storage Device B and
TPC-R Server 2 1s connected to TPC-R Server 3 through
Storage Device C specifically. (as shown by 400, 410, 420,
430, 440, 450)

The TPC-R servers would need to have a connection with
the storage devices for this method of HA to work properly.
This 1s the normal case of operation unless there 1s a disaster
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scenar1o. This basically adds another layer of protection onto
the HA environment so there 1sn’t a single point of failure for
losing a single communications path between the TPC-R
servers. The connection to the storage devices would use a
different communication line, 1n order to provide for higher
redundancy.

In order for the storage device to know which TPC-R server
to route the HA communications to, each TPC-R server will
need to have a umique 1dentifier associated with 1t so that the
storage device will know where to send the request; espe-
cially when there are multiple TPC-R servers connected to 1t.

Each of these IDs would be setup in the mnitial HA com-

munications and all TPC-R Servers would be aware of unique
IDs.

ID LIST

TPC-R server 1->1D 1
TPC-R server 2—->1D 2
TPC-R server 3—>1D 3

COMMUNICATIONS EXAMPLE WITH IDS

1. TPC-R Server 1 (sending command to TPC-R 1D_ 2
through storage device A)

2. Storage Device A (finds TPC-R ID_ 2 and sends the

command 1f connected; error sent back to TPC-R ID_ 1
if not connected)

3. TPC-R Server 2 (recetves command from TPC-R ID__1
and sends acknowledgment and/or results 11 requested
from TPC-R ID__1)

The TPC-R Server will know which storage device to send
the HA communications through, by querying this informa-
tion from the storage device itselt. This will allow for the
TPC-R server that 1s sending the communication to use load
balancing, so it doesn’t use the same storage device server for

—

communication to all TPC-R servers 1n the HA environment.

—

Storage Device A (TPC-R servers connected)
TPC-RID__1
TPC-RID_ 2
TPC-R ID__3

An embodiment of the mvention 1s a method of providing
a redundant communication path 1n a high availability storage
environment, the method 1s comprised of:

A first storage management server queries a first storage
device server to determine a set of storage-connected
management servers that the first storage device server 1s
connected to and the first storage management server
and the set of storage-connected management servers
are 1n a plurality of storage management servers. The
first storage device server 1s 1n a plurality of storage
device servers and the plurality of storage management
servers and the plurality of storage device servers are in
the high availability storage environment.

Each of the plurality of storage management servers 1s
identified by a corresponding unique identifier. The
umque 1dentifier 1s established at an nitial high avail-
ability communication between the plurality of storage
management servers. Moreover, a second storage man-
agement server 1s 1n the set of storage-connected man-
agement servers.

The first storage device server routing a high availability
message sent from the first storage management server
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4

to the second storage management server, based on a
header of the high availability message. This header
indicates a unique identifier of the first storage manage-
ment server and a unique identifier of the second storage
management Server.

In case the first storage device server fails to route the high
availability message to the second storage management
server, then the first storage device server notifies the
first storage management server about the failure, the
first storage management server determines an alternate
communication path to the second storage management
server via a second storage device server, wherein the
second storage management server 1s connected to the
second storage device server, and the second storage
device server routes the high availability message from
the first storage management server to the second stor-
age management server.

The first storage management server communicates with
multiple storage management servers of the plurality of

storage management servers, via multiple storage device
servers of the plurality of storage device servers to load-
balance the commumnication with the multiple storage
management servers.

A system, apparatus, or device comprising one of the fol-
lowing items 1s an example of the invention: storage device
server, storage management system, server, client device,
PDA, mobile device, cell phone, storage to store the mes-
sages, router, switches, network, communication media,
cables, fiber optics, physical layer, buffer, nodes, packet
switches, computer monitor, or any display device, applying
the method mentioned above, for purpose of storage device
server and storage management system.

Any vanations of the above teachung are also intended to be
covered by this patent application.

The invention claimed 1s:

1. A method of providing a redundant communication path
in a high availability storage environment, said method com-
prising:

a first storage management server querying a first storage
device server to determine a set of storage-connected
management servers that said first storage device server
1S connected to;

wherein said first storage management server and said set
of storage-connected management servers are 1n a plu-
rality of storage management servers;

wherein said first storage device server 1s 1n a plurality of
storage device servers;

wherein said plurality of storage management servers and
said plurality of storage device servers are 1n said high
availability storage environment;

wherein each of said plurality of storage management serv-
ers 1s 1dentified by a corresponding unique identifier;

wherein said unique identifier 1s established at an 1nitial
high availability communication between said plurality
ol storage management servers;

wherein a second storage management server 1s 1n said set
ol storage-connected management servers;

said first storage device server routing a high availability
message sent from said first storage management server
to said second storage management server, based on a
header of said high availability message;

wherein said header indicates a unique identifier of said
first storage management server and a unique 1dentifier
of said second storage management server;

11 said first storage device server fails to route said high
availability message to said second storage management
server, then said first storage device server notifying said
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first storage management server about said failure, said
first storage management server determining an alter-
nate commumnication path to said second storage man-
agement server via a second storage device server,
wherein said second storage management server 1s con-
nected to said second storage device server, and said
second storage device server routing said high availabil-
ity message from said first storage management server to
said second storage management server; and

6

said first storage management server communicating with

multiple storage management servers of said plurality of
storage management servers, via multiple storage device
servers of said plurality of storage device servers to

load-balance said communicating with said multiple
storage management servers.
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