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FRAMEWORK FOR RESTRICTING
RESOURCES CONSUMED BY GHOST
AGENTS

BACKGROUND

1. Field of the Invention

The present invention relates to the field of computer sci-
ence and, more particularly to a framework for restricting
resources consumed by ghost agents disposed within a grid
environment.

2. Description of the Related Art

A grid environment 1s a distributed computing environ-
ment where computing, application, storage, and/or network
resources can be shared across geographically disperse orga-
nizations. An 1deal grid environment allows flexible, secure,
coordinated resource sharing among dynamic collections of
individuals, organizations, and resources. In the grid environ-
ment, a variety ol computing resources that contribute to a
virtual resource pool can be transparently utilized on an as-
needed basis. Grid computing resources in the wvirtual
resource pool can be treated as commodities or services,
which can be consumed 1n a manner similar to the commer-
cial consumption of electricity and water.

While grid computing may presently be at an early stage in
its evolution, several grid environments have been success-
tully implemented. One noteworthy implementation 1s the
NC Bi1oGrid Project that was successtully implemented in the
fall of 2001 to enable researchers and educators throughout
North Carolina to pool computing resources for use in
sequencing genes and related genetic research. Other notable
orid implementations include SETI(@home, the Drug Design
and Optimization Lab (D20L), and EUROGRID. Addition-
ally, commercially available software products exist for
establishing a customizable grid environment, such as Ava-
k1’s data grid from Avaki of Burlington, Me. and Grid MP
Enterprise from United Devices of Austin, Tex. Further, a
number of readily available toolkits and standards have been
developed for creating a grid environment including, for
example, the Globus Toolkit provided by the Globus project
and the Open Gnid Services Architecture (OGSA).

A grid environment can include multiple applications.
Each application can include a set of computing resources
that performs a series of related tasks. Examples of applica-
tions include, but are not limited to, word processors, data-
base programs, Web browsers, development tools, drawing
applications, 1image editing programs, and communication
programs. The various computing resources for one applica-
tion can be distributed across several different grids within a
orid environment, wherein each grid can contain a myriad of
diverse hardware components, such as communication lines,
networking routers, servers, workstations, peripherals, 1ntra-
nets, and the like.

The interdependencies that exist among applications and
hardware resources 1n a grid environment can make 1t difficult
for providers of grid-based applications to perform testing,
installation, monitoring, and maintenance tasks. One such
difficulty relates to induced environmental interferences.
That 1s, methods for performing the above listed tasks can
consume significant computing resources of the grid environ-
ment, which can be referred to as overhead. The overhead can
alfect operational characteristics of the grnid environment.
Consequently, results from the listed tasks can be compro-
mised by the overhead resulting from task execution. If the
amount ol resources used 1n performing the listed tasks can be
constrained, however, the disruptions induced by the tasks
can be mimmized.
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Conventional methods for controlling the privileges
granted to system resources include such methodologies as
Java’s sand box model by Sun Microsystems of Palo Alto,
Calif., Free BSD’s “ja1l” function by the FreeBSD Founda-
tion, and Linux’s chroot “jail” function. None of these meth-
odologies, however, can provide resource consumption con-
trols flexible enough to be generically utilized within a grid
environment. Consequently, a new methodology 1s required
that reduces undesirable perturbations resulting from over-

head.

SUMMARY OF THE INVENTION

The present invention provides a method, a system, and an
apparatus for establishing a framework for restricting the
resources consumed by ghost agents. More specifically, a
ghost agent can be 1dentified within a domain of a grid envi-
ronment, where the ghost agent can be associated with a
soltware object called ahostin order to log actions of the host.
Once 1dentified, the ghost agent can register 1tself with a ghost
registry for the domain. The ghost registry can then convey a
containment policy to the ghost agent. The ghost agent can
adhere to the received containment policy, thereby limiting
the resources the ghost agent can consume. If a quantity of
resources consumed by the ghost agent meets or exceeds one
or more established thresholds, the ghost agent can be deac-
tivated for a period. A deactivated ghost agent can be 1nca-
pable of executing resource consuming operations. Addition-
ally, the ghost agent can be removed from the domain. When
removed, the ghost agent can be de-registered from the ghost
registry.

One aspect of the present invention can include a method
for restricting resources consumed by ghost agents within a
domain of a grid computing environment. The method can
include the step of 1dentifying a host, which 1s a software
object operating within the grid environment and movable
from one grid to another grid within the grid environment.
The method also can include associating a ghost agent with
the host. The ghost agent 1s configured to replicate and record
at least one action of the host and follows the movement of the
associated host. Additionally, the ghost agent can be regis-
tered with a ghost registry of the domain 1n which 1t 1s dis-
posed. Once registered, a containment policy for the domain
can be conveyed to the ghost agent. The ghost agent can be
configured according to the containment policy, which can be
utilized to restrict resources that are available to the ghost
agent.

For example, a resource utilization value for the ghost
agent can be first determined and then compared to a limait
established by the containment policy. If the limit 1s met or
exceeded, the ghost agent can be prevented from executing
one or more operations. One arrangement for preventing
operations from being executed can involve deactivating the
ghost agent for a period. A deactivated ghost agent can be a
ghost agent that 1s unable to execute operations. An idle timer
can be provided for the ghost agent, which can be started
when the ghost agent 1s deactivated. When the 1dle timer
exceeds a time threshold, the ghost agent can be reactivated.

In one embodiment, a default containment policy can be
established for the ghost agent. When the ghost agent is
configured according to the containment policy specified
within the domain, the default containment policy can be
overridden. IT the ghost agent 1s removed from the domain,
the ghost agent can be de-registered from the domain. Fur-
ther, when the ghost agent 1s de-registered, the containment
policy of the ghost agent can be configured according to the
default containment policy.




US 7,472,184 B2

3

In another embodiment, the containment policy of the
domain can be dynamically altered. For example, the limits of
the containment policy can be altered based upon which ghost
agents are registered within the domain. Whenever the con-
tainment policy 1s altered, the alterations can be broadcasted
to the ghost agents registered with the domain.

Another aspect of the present invention can include a
framework including a ghost registry and one or more ghost
agents. The ghost registry can be disposed within a domain of
a grid environment. The ghost registry can include a contain-
ment policy for the domain 1n which 1t 1s disposed. The ghost
registry can further include a policy engine. The policy engine
can dynamically alter resource consumption limits of the
containment policy based upon which ghost agents are reg-
istered with the domain. The ghost agents can move from
domain to domain within the grid environment. When the
ghost agents are disposed within the domain, the ghost agents
can adhere to the containment policy for the domain. The
framework can also include one or more registry agents. The
registry agents can exchange data between the ghost registry
and the ghost agents.

In one embodiment, the framework can include a different
ghost registry 1n a different domain of the grid environment
having a different containment policy. When ghost agents are
disposed within the different domain, the ghost agents can
adhere to the different containment policy. In another
embodiment, the ghost agents can include a ghost contain-
ment policy. When the ghost agents are disposed within a
domain that has no ghost registry, the ghost agents can adhere
to the ghost containment policy.

Yet another aspect of the present invention can include a
ghost agent including an operation queue, an interface, a
ghost log, a ghost controller, and/or a ghost 1dentifier. The
ghost agent can move within a grid environment to follow
movements ol an associated host. The operation queue can
queue operations for execution by the ghost agent. The inter-
face can associate the ghost agent with a host. The ghost log
can record data relating to the host. The ghost controller can
manage interactions between the ghost agent and a grid envi-
ronment. The ghost controller can also establish which
resources are available to the ghost agent. Additionally, the
ghost controller can vary the resources available to the ghost
agent based upon the domain within which the ghost agent 1s
disposed. The ghost 1dentifier can identily the ghost agent to
components within the grid environment. A means for disas-
sociating the ghost agent from the host and a means for
associating the ghost agent with a different host can be pro-
vided. Further, a means for registering the ghost agent with a
domain and a means for de-registering the ghost agent with
the domain can be provided.

BRIEF DESCRIPTION OF THE DRAWINGS

There are shown 1n the drawings, embodiments which are
presently preferred, 1t being understood, however, that the
invention 1s not limited to the precise arrangements and
instrumentalities shown.

FIG. 1 1s a schematic diagram illustrating an exemplary
orid environment enabled for ghost agents and hosts 1n accor-
dance with the inventive arrangements disclosed herein.

FIG. 2 1s a schematic diagram for a system 1llustrating an
exemplary ghost registry 1 accordance with the mventive
arrangements disclosed herein.

FIG. 3 1s a schematic diagram of a exemplary ghost agent
including a containment policy that restricts the resources
that the ghost agent can consume in accordance with one
embodiment of the inventive arrangements disclosed herein.
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FIG. 4 1s a schematic diagram illustrating a host and a ghost
agent within a grid environment in accordance with the mven-
tive arrangements disclosed herein.

FIG. 5 1s a flowchart illustrating a method for restricting
resources consumed by a ghost agent according to one
embodiment of the inventive arrangements disclosed herein.

DETAILED DESCRIPTION OF THE INVENTION

The present invention can provide a method, system, and
apparatus for implementing a framework that restricts the
resources consumed by ghost agents. A ghost agent can be a
self-managing, self-identifying software object configured to
associate themselves with hosts, where a host can be a soft-
ware object. Any suitable technique can be used to attach the
ghost agent to the host including, but not limited to, debug-
ging attachment techniques, system calibration techniques,
hardware performance testing techniques, and similar bind-
ing methodologies. Ghost agents can replicate the actions of
the associated hosts and perform operations on the replicated
actions. In one embodiment, ghost agents can record actions
performed by the hosts to generate a log of host activities.
Additionally, the ghost agents can determine a time required
to execute host actions, the resources consumed in executing
host actions, and/or the load upon system components while
executing host actions.

The resources consumed by the ghost agents can be
restricted using a containment policy. The containment policy
can establish resource usage limitations that can be compared
to resource utilization values determined for the ghost agent.
If a limitation 1s met or exceeded, the ghost agent can be
deactivated for a specified period. A deactivated ghost agent 1s
one that does not consume computing resources. Diflerent
domains of a grid environment can establish different con-
tainment policies. Accordingly, when a ghost agent moves
from one domain to another, an appropriate containment
policy can be conveyed to the ghost agent. The ghost agent
can be configured according to the conveyed containment
policy.

FIG. 1 1s a schematic diagram illustrating an exemplary
orid environment 100 enabled for ghost agents and hosts 1n
accordance with the imnventive arrangements disclosed herein.
The grid environment 100 can be a distributed shared com-
puting environment where a pool of computing resources are
accessible on an as needed basis to a multitude of applica-
tions, users, and organizations. That 1s, within the grid com-
puting environment 100 computing resources can be treated
as commodities 1n a fashion similar to other consumer com-
modities, such as electricity and water.

As used herein, computing resources can include low-level
and high-level resources as well as software and hardware
resources. Low-level resources can include processing cycles
of a CPU, storage space in a memory, capacity, bandwidth
within a communication pathway, and other such hardware
resources. Low-level resources can also include microcode
routines, threads, CPU processes, and other such software
resources. High-level hardware computing resources can
include printers, fax machines, copiers, input devices, display
devices, database storage space, removable media, and the
like. High-level software resources can include algorithms
and heuristics such as database search routines, spell-check-
ing routines, transcription services, text-to-speech services,
format conversions, and the like.

The grnid environment 100 infrastructure can include com-
ponents that utilize any hardware platform, operating system,
storage scheme, and software resource. In order to be inte-
grated within the grid environment 100, each computing
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component can be communicatively linked to the grid envi-
ronment 100 through the network 105. Each computing com-
ponent can also adhere to the standards and protocols defined
within the architecture of the grid environment 100.

The grid environment 100 can include grids 130, 135, and
140. Each grid can represent a grouping of physically differ-
entiable hardware resources. The grid environment 100 can
also include domains 115, 120, and 125. Each domain can be
a logical segment of the grid environment 100 that establishes
policies and rules for ghost agents 155 disposed within the
domain. It should be noted that the domain segmentations do
not necessary correlate to grid segments. For example,
domain 115 can consist of grid 130, domain 120 can include
orid 135 and a portion grid 140, and domain 125 can include
a different portion of grid 140.

Grids 130, 135, and 140 can include a multitude of main-
frame or supercomputers. Additionally, grids 130, 135, and
140 can include several local area networks, workgroups, and
computing arrays. The grids 130, 135, and 140 can also
include computing resources arranged according to any
topography including, but not limited to, star topographies,
Fiber Distributed Data Interface (FDDI) rings, token rings,
and the like. One of ordinary skill in the art can appreciate that
the invention 1s not to be limited 1n this regard, that any
hardware resources, topography, and software can be
included 1n the grid environment 100, and that such arrange-
ments are contemplated herein.

Ghost agent 155 can be associated with host 150. Host 150
can be a software object capable of moving from one domain
to another within the grid environment 100. For example, the
host 150 can move from domain 115 to domain 120. When-
ever the host 150 moves, the associated ghost agent 155 can
move accordingly. When a ghost agent 155 moves 1nto
domain 120, the ghost agent 155 can register with ghost
registry 160. Additionally, when the ghost agent 155 moves
from domain 120 to another domain, the ghost agent 155 can
be de-registered from ghost registry 160.

Ghost registry 160 can establish a containment policy for
domain 120. The containment policy can restrict the
resources available to the registered ghost agents. Similarly,
ghost registry 165 can establish a containment policy for
domain 125. Because domain 115 does not include a ghost
registry, ghost agents disposed in domain 115 can adhere to a
default containment policy.

FI1G. 2 1s a schematic diagram for a system 200 1llustrating
an exemplary ghost registry 203 1n accordance with the mven-
tive arrangements disclosed heremn. The system 200 can
include ghost registry 205, ghost agent 210, and registry
agents 215. The ghost registry 2035 can establish rule based
policies applicable to ghost agents 210 disposed within the
domain of the ghost registry 205. Ghost registry 205 can
include a policy engine 220 and a domain containment policy
225,

The policy engine 220 can contain rules and algorithms
used to generate the limitations and/or resource allocations
specified within the domain containment policy 225. In one
embodiment, the policy engine 220 can include a multitude of
preconfigured limitations. Specific ones of the limitations can
be used to construct the domain containment policy 225. For
example, a highly restrictive set of resource limitations can be
established on weekdays from nine to five, when the quantity
of non-utilized grid resources can be scarce. A less restrictive
set of resource limitations can be established for other times.

In another embodiment, the policy engine 220 can dynami-
cally modily the domain containment policy 225 based at
least 1n part upon the ghost agents registered within the ghost
registry 205. For example, 1f N ghost agents are in a domain
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having M resources dedicated to ghost agents, M/N resources
can be available to each ghost agent 1n the domain. Other
more complicated dynamic resource allocation schemes are
also possible.

For example, the ghost agent 210 can include a resource
priority value. A running sum of the resource priority values
for registered ghost agents can be maintained by the policy
engine 220. Resource limitations can be established accord-
ing to the priority values and the runming sum value. For
instance, if ghost agent 210 has a priority value ol nine and the
running sum value equals one hundred, the ghost agent 210
can be allocated nine percent (or %100) of the domain resources
allocated to ghost agents.

The domain containment policy 225 can establish resource
limitations for all ghost agents disposed within a designated
domain. The domain containment policy 225 can establish
one or more resource utilization thresholds and one or more
corresponding deactivation times. Whenever the quantity of
resources consumed by the ghost agent 210 meets or exceeds
an established resource utilization threshold, the ghost agent
210 can be deactivated for a period equal to a specified deac-
tivation time. A deactivated ghost agent can be a ghost agent
that does not consume computing resources. Once the speci-
fied deactivation time passes, the ghost agent can be re-acti-
vated so that the ghost agent can perform operations that
consume computing resources.

The ghost agent 210 can contain a ghost containment
policy 230. The ghost containment policy 230 can include a
default containment policy that can be utilized when no other
containment policy 1s established for ghost agent 205. When
the ghost agent 210 registers with the ghost registry 205, the
domain containment policy 225 can be conveyed to the ghost
agent 210. The conveyed domain containment policy 225 can
override the ghost containment policy 230. When the ghost
agent 210 de-registers from the ghost registry 205, the regis-
try established policy can be cleared from the ghost agent 210
and the default containment policy can be reestablished. In
one embodiment, the ghost containment policy 230 can
include an overmaster parameter. The overmaster parameter
can indicate that the ghost containment policy 230 cannot be
overridden by the domain containment policy 225.

One or more registry agents 215 can convey data between
the ghost registry 2035 and the ghost agent 210. The registry
agents 215 can be domain-specific software objects config-
ured to move within the domain. The registry agents 2135 can
be used to register and to de-register the ghost agents 210.
Further, the registry agents 215 can convey domain contain-
ment policy 225 changes to registered ghost agents 210.

FIG. 3 1s a schematic diagram of a ghost agent 305 includ-
ing a containment policy 310 that restricts the resources that
ghost agent 305 can consume 1n accordance with the mven-
tive arrangements disclosed herein. The containment policy
310 can establish resource usage limitations. When these
limitations are exceeded, the resource consumption of the
ghost agent 305 can be reduced 1n a manner specified within
the containment policy 310. The resource usage limitations
can be compared to values calculated from one or more
resource usage messages 315. The record usage messages
315 can be generated by resource providing grid components
and/or by grid monitoring elements. Record usage messages
315 can specily a utilization of at least one computing
resource, such as CPU cycles, storage space, and network
capacity. It should be noted that any of a variety of different
computing resources can be specified within the resource
usage messages 315 and that the invention 1s not limited in
this regard.
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Exploded section 320 illustrates a few exemplary methods
in which the containment policy 310 can constrain the
resources used by the ghost agent 305. In exploded section
320, the first step 1n constraining resources involves calculat-
ing a resource utilization value. The resource utilization value
can be calculated based upon the resource usage messages
315. For example, the resource utilization value can be the
summation of multiple resource usages specified by within
the resource usage messages 313. In a different example, the
resource utilization can be equal to the greatest usage value
obtained from the usage messages 315. Alternately, the
resource utilization can be an average, mean, medium, and the
like calculated from the usage values. In still another
example, each usage value can be multiplied by an estab-
lished weight. The resource utilization can be the sum of the
weilghted usage values.

Once the resource utilization 1s determined, the resource
utilization can be compared to a defined threshold or limita-
tion. The defined threshold can be based on the quantity of
resources consumed by the ghost agent 305 as well as
resources consumed by the ghost agent 303 and/or the quan-
tity of resources consumed by software objects associated
with the ghost agent 305. If the resource utilization meets or
exceeds the usage threshold, the quantity of resources that are
consumed by the ghost agent 305 can be reduced. Reduction
methods used can include methods specified i policies 325,
330, and 335.

Inpolicy 325, the ghost agent 305 can be deactivated so that
the ghost agent 305 1s not able to execute operations.
Attempted operations during this deactivation period can be
discarded. After a designated time specified within the con-
tainment policy 310, the ghost agent 305 can be reactivated.
When re-activated, the ghost agent 305 can once again
execute attempted operations.

In policy 330, the ghost agent 305 can also be deactivated
so that the ghost agent 305 1s not able to execute operations.
In policy 330, however, attempted operations during this
deactivation period are queued. After a designated time speci-
fied within the containment policy 310, the ghost agent 3035
can be activated. Once activated, the ghost agent 305 can
execute queued operations, according to a queue priority
order. Accordingly, when policy 330 1s implemented, opera-
tions attempted during the deactivation period are not dis-
carded, but are mstead delayed.

In policy 335, the ghost agent 305 can be restricted to the
execution ol operations that consume a low quantity of
resources. Accordingly, some manner of specitying whether
an attempted operation consumes a high or a low quantity of
resources must be available. For example, a lookup table can
be accessible that categorizes ghost resources mto a low
resource consumption or a high resource consumption cat-
egory. In another example, the procedures and functions of
the ghost agent 305 can seltf-specity whether a high or low
quantity of resources 1s required. The restriction allowing
only operations having low resource requirements to be
executed can persist for a designated time period, after which
operations that consume a high quantity of resources can be
executed. It should be appreciated that the containment policy
3101s not limited to policy 325, policy 330, and/or policy 335,
and that any of a variety of policies can be utilized herein.

FI1G. 4 1s a schematic diagram 1llustrating a host 405 and a
ghost agent 415 within a grid environment 400 1n accordance
with the mventive arrangements disclosed herein. The grid
environment 400 can be a distributed computing environment
that includes a multitude of hardware and software compo-
nents that provide computing resources. The computing
resources of the grid environment 400 can be accessible on an

10

15

20

25

30

35

40

45

50

55

60

65

8

as needed basis to a multitude of applications, users, and
organizations. The gnd environment 400 can include any
hardware platform, operating system, storage scheme, and/or
soltware resource that adhere to the standards and protocols
defined for the grid environment 400.

The host 405 can be any definable software umt within the
orid environment 400 that can receive input 450 and execute
actions 456. The input 450 can include messages of any type
conveyed to the host 405, such as keyboard input, procedural
calls, and the like. The actions 456 can be relatively high-level
actions as well as low-level actions. High-level actions can
include calls to software routines that can contain one or more
external procedural calls. Low-level actions can include hard-
ware device calls and the execution of one or more processes
or threads.

The ghost agent 415 can be associated or bound to the host
405 though the ghost interface 410. The ghost interface 410
can generate replicated actions 455 that are copies of the
actions executed by the host 405, using any of a variety of
suitable techmques. For example, techniques used by soft-
ware debugging programs to attach monitors to running pro-
grams 1n order to evaluate system behavior and step through
code can be used by the ghost interface 410. Alternatively,
techniques used by system calibration and hardware perfor-
mance testing utilities can be used by the ghost interface 410
to bind the ghost agent 415 with the host 405. Further, oper-
ating system level commands, tools, and functions analogous
or similar to the UNIX commands “strace” and “ptrace,” can
potentially be used by the ghost interface 410 to bind the host
405 with the ghost agent 415. Strace 1s a commonly used
system call trace, 1.e. a debugging tool that prints out a trace
of all the system calls made by another process and/or pro-
gram. Additionally, ptrace 1s a commonly used system call
that enables one process to control the execution of another.
Ptrace also enables a process to change the core image of
another process.

In one embodiment, the ghost imterface 410 can be 1mple-
mented as one or more Java software objects. In such an
embodiment, the ghost interface 410 can cause a Java Web
server to be 1nitialized with the Java debugging command,
“1ava_g.” The ghost interface 410 can utilize a Java debugging
object to replicate the actions of the host 4035 and convey the
replicated actions 455 to the ghost agent 415. Additionally,
passwords provided by the host 405 can be echoed via the
ghost interface 410 and used to authorize the ghost agent 41
as appropriate.

In another embodiment that functions within a Java envi-
ronment, both the host 405 and the ghost agent 415 can be
implemented as different Java classes such that the ghost
interface 410 can appropriately convey messages between the
host 405 and ghost agent 415 classes. In yet another embodi-
ment, the ghost interface 410 can be implemented using a
Java/Tcl blend, where Tcl 1s a computing language that inter-
operates with Java code segments. In that embodiment, the
ghost interface 410 can use the “java::bind” command to
generate callback scripts from events 1n the host 405. The call
back scripts can replicate actions for the ghost agent 415.

The embodiments of the ghost interface 410 disclosed
herein are not restricted to the Java programming language as
one of ordinary skill in the art can utilize any of a variety of
programming languages and techniques. For example, the
ghost interface 410 can be implemented using a GNU debug-
ger distributed by the Free Software Foundation and an
Apache server distributed by the Apache Software Founda-
tion. The GNU debugger can be attached to an Apache server
causing all activity occurring within the server to be directed
to the GNU debugger. The host 405 can be disposed within
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the Apache server so that the ghost agent 415 can utilize
replicated actions of the host 405 provided by the GNU
debugger.

Regardless of how the ghost interface 410 1s implemented,
the ghost agent 415 can manipulate the replicated actions 455
when performing ghost operations. The replicated actions
4355 can be passive or “read only” actions that have no opera-
tional effect upon the grid environment 400 other than, per-
haps, consuming a portion of the computing resources of the
orid environment 400. Accordingly, 1 particular embodi-
ments, the passive actions can be stored within the ghost
agent, yet not be broadcasted into the grid environment 400.
For example, a passive action can involve analyzing a repli-
cated action to determine performance metrics, resource uti-
lization metrics, and/or estimated load metrics relating to the
replicated action. The ghost agent 415 can also generate one
or more active actions 457 that are executed within the grid
environment 400.

The ghost agent 415 can include an operation queue 416, a
ghost log 420, a ghost 1dentifier 425, and a ghost controller
430. The operation queue 416 can establish an order in which
ghost operations are to be performed using any of a variety of
known queuing algorithms. For example, the operation queue
416 can be a simple first-in-first-out (FIFO) queue. In another
example, the operation queue 416 can establish an execution
order based upon operation-specific priority values. In yet
another example, the operation queue 416 can prioritize
operations according to the resources required to execute the
respective operations. The operation queue 416 can also
establish a weighted priontization scheme that balances
available computing resources, the computing resources
required for individual operations, and established operation
preference values.

The ghost log 420 can record the data relating to the rep-
licated actions 4535, such as debugging actions, validation
actions, and testing actions, thereby creating a log. The ghost
log 420 can also recerve and record resource usage data from
one or more sources so that the ghost agent 415 can respon-
stvely determine resource usage values. For example, the
ghost log 420 can recerve a system message specitying the
amount of storage space consumed by the ghost agent 415.
The ghost agent 415 can responsively determine a resource
usage value signitying a level of the storage space consumed.
This resource usage value can be temporarly stored in the
ghost log 420. The ghost agent 413 can periodically retrieve
resource usage values as necessary from the ghost log 420 to
calculate the resource utilization value, which 1s used to
restrict the resources consumed by the ghost agent 415.

The ghost log 420 can be configured to record all activities
relating to the associated host 405 or can be configured to
record only selected activities. For example, the ghostlog 420
can record a statistically relevant portion of actions, such as
recording data relating to every n™ replicated action 455 or
every n” validation comparison. The ghost log 420 can also
capture system information and add annotations from this
system 1nformation to the generated log.

For example, system clock information can be captured
and used to annotate the time between recerving a replicated
action 455 and the completion time for an associated active
action 457. Operational metrics, including load metrics, for
the replicated action can be gathered in this fashion. In
another example, metadata information contained within
message flows, such as input 450, and active action 457, can
berecorded and/or utilized by the ghostlog 420. Additionally,
the ghost log 420 can time stamp data relating to replicated
actions 455.
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The ghost log 420 can also record the log information 1n a
ghost log repository 440. The ghost log repository 440 can be
a temporary builer or a persistent data storage area. If the
ghost log repository 440 1s external to the ghost agent 415,
any of a variety of different mechanisms can be utilized to
convey the log data to the ghost log repository 440.

For example, an imntermittent communication link, such as
a unicast or a point-to-point communication link can be estab-
lished between the ghost log 420 and the ghost log repository
440 through which data can be conveyed. In another example,
a bulfer space, which can be another embodiment of ghostlog
420, within the ghost agent 415 can record log information.
Whenever the bufler reaches a specified volume of data, a
message containing the buffered information can be con-
veyed to the ghost log repository 440. The buffer within the
ghost agent 415 can then be cleared and used to store fresh
data.

In yet another example, ghost agents 4135 can convey log
data to a local data server. The local data server can then
convey all recerved log data to the ghost log repository 440
from time to time or on a periodic basis. In still another
example, the ghost agent 4135 can mtermittently deposit log
data to a local location. Then a data-reaping object can gather
packets of the log data that have been locally deposited by the
various ghost agents 415. The packets of log data can be
conveyed to the ghost log repository 440 by the data-reaping
objects.

The ghost 1dentifier 425 can provide 1dentification, autho-
rization, and security related functions for the ghost agent
415. That 1s, the ghost 1dentifier 425 can 1dentily the ghost
agent 415 to the various components of the grid environment
400. Accordingly, servers in the grid environment 400 can
have an awareness ol the ghost agent 415. The grid servers
can then use policy-based controls to manage permissions,
authentication, resource utilization, and security for the ghost
agents 415. Ghost agents 415 adhering to the established
policies can be permitted to automatically enter and exit the
various grids of the grid environment 400.

The ghost agent 415 can be granted different access privi-
leges to computing resources as the ghost agent 415 traverses
from one grid in a grid environment 400 to another depending
on grid-based policies. Privileges afforded the ghost agent
415 can be determined 1n any manner known 1n the art. For
example, a ghost agent 415 can replicate the passwords pro-
vided by the host 405 and use the replicated passwords to
provide authentication to the grid environment 400. In
another example, before a ghost agent 415 can be permitted to
follow an associated host 405 from one grid 1n the grid envi-
ronment 400 to the next, a password or digital certificate
unique to the ghostagent 415 can be required. The ghost agent
415 can receive the same system privilege level within the
orid environment 400 as the host 405 or can recerve a different
privilege level.

The ghost controller 430 can manage the ghost agent 415.
For example, the ghost controller 430 can establish a life span
for a particular ghost agent 415 so that the ghost agent 415
seli-terminates atter a designated period. The ghost controller
430 can also limit the operations that can be performed by the
ghost agent 415 based upon an included containment policy
4'70. For example, the ghost controller can calculate resource
utilization values, compare these values to thresholds, and
can responsively activate and/or deactivate the ghost agent
415.

In one embodiment, the ghost controller 430 can accept
control signals 460 from an external source. Further, the ghost
controller 430 can include a listener object capable of
responding to particular events broadcasted by a correspond-
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ing notifier object. For example, a received broadcast can
cause the ghost controller 430 to alter the containment policy
4'70. Such broadcasts can be common within frameworks that
include ghost-regulating components.

While ghost log repository 440 1s depicted as being exter-
nal and possibly remotely located from the ghost agent 4135, it
should be appreciated that the ghost log repository 440 can
also be an allocated memory space internal to the ghost agent
415. For example, the ghost log repository 440 can be a
dynamically allocated segment of random access memory
(RAM) available to the ghost agent 415 as needed.

It should be noted that there are many possible ways to
implement the elements of system 400. Implementation
details can depend upon the conditions of the host 405, the
specifics of the ghost agent 415, and details concerning the
orid environment 400. One of ordinary skill in the art can
apply the teachings disclosed herein to a variety of different
conditions using well-known software engineering tech-
niques and principles.

FI1G. 5 1s a flowchart illustrating a method 500 for restrict-
ing resources consumed by a ghost agent according to one
embodiment of the present invention. The method 500 can be
performed 1n the context of a grid environment that includes
at least one domain. The method 500 can begin 1n step 505,
where a ghost agent entering a domain can be 1dentified. In
step 510, the ghost agent can register with the domain.

In step 315, a domain containment policy can be updated as
necessary. In one embodiment, the domain containment
policy can establish fixed resource consumption limitations
for ghost agents. In such an embodiment, the domain con-
tainment policy will not require updating when a new ghost
agent 1s registered. In another embodiment, however, the
domain containment policy will need to be updated when a
new ghost agent 1s registered or de-registered. For example,
the domain containment policy can allocate a fixed resource
pool to the ghost agents within the domain and equally dis-
tribute resources to registered ghost agents. For instance, 1f N
ghost agents are in the domain having M resources, M/N
resources can be available to each ghost agent in the domain.
Still, resources can be apportioned 1n any of a variety of ways
and need not be equally distributed among ghost agents.

In step 520, the domain containment policy can be con-
veyed to the newly registered ghost agent. In step 5235, 11 the
domain containment policy has changed as a result of step
515, an updated containment policy message can be broad-
casted to registered ghost agents. In step 330, a resource
utilization value can be calculated based upon the received
messages. In step 5335, the resource utilization value can be
compared with one or more limits established by the domain
containment policy. In step 540, if at least one limit 1s
exceeded, the method can proceed to step 545, where an 1dle
timer can be started for the ghost agent. In step 550, the ghost
agent can be deactivated until the 1dle timer exceeds a prede-
termined time threshold. Once the time threshold 1s exceeded,
the ghost agent can be re-activated and the method can pro-
ceed to step 555. If no limits are exceeded 1n step 540, the
method can proceed directly to step 3355.

In step 355, the host can move from the domain and the
ghost agent can responsively follow the host. Accordingly,
the ghost agent can be removed from the domain. In step 560,
the removed ghost agent can be de-registered from the
domain. In step 565, the domain containment policy can be
updated as necessary. In step 570, 1f the domain containment
policy has changed as a result of de-registration of the ghost
agent, an updated containment policy can be broadcasted to
registered ghost agents remaining in the domain.
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The present invention can be realized 1n hardware, soft-
ware, or a combination of hardware and software. The present
invention can be realized in a centralized fashion in one
computer system, or 1n a distributed fashion where different
clements are spread across several interconnected computer
systems. Any kind of computer system or other apparatus
adapted for carrying out the methods described herein is
suited. A typical combination of hardware and soiftware can
be a general purpose computer system with a computer pro-
gram that, when being loaded and executed, controls the
computer system such that 1t carries out the methods
described herein.

The present invention also can be embedded 1n a computer
program product, which comprises all the features enabling
the implementation of the methods described herein, and
which when loaded 1n a computer system 1s able to carry out
these methods. Computer program in the present context
means any expression, in any language, code or notation, of a
set of 1nstructions intended to cause a system having an infor-
mation processing capability to perform a particular function
either directly or after either or both of the following: a)
conversion to another language, code or notation; b) repro-
duction 1n a different material form.

This mvention can be embodied 1n other forms without
departing from the spirit or essential attributes thereof.
Accordingly, reference should be made to the following
claims, rather than to the foregoing specification, as indicat-
ing the scope of the invention.

What 1s claimed 1s:

1. A method for restricting resources consumed by ghost
agents within a domain of a grid computing environment
comprising the steps of:

identifying a host, wherein the host 1s a software object

operating within the grid environment and movable
from one grid to another grid within the grid environ-
ment;

associating a ghost agent with the host, wherein the ghost

agent 1s configured to replicate and record at least one
action of the host, wherein the ghost agent follows the
movement of the associated host;

registering the ghost agent with a ghost registry of the

domain, wherein the ghost agent 1s de-registered when
the ghost agent leaves the domain;

responsive to said registering, conveying a containment

policy to said ghost agent from the ghost registry,
wherein the containment policy 1s dynamically altered
when a ghost agent 1s registered or de-registered with the
ghost registry and a update of the containment policy 1s
broadcasted to registered ghost agents;

determining a resource utilization value for the ghost

agent;

comparing the resource utilization value to a limit estab-

lished by the containment policy; and

11 said limit 1s exceeded, preventing the ghost agent from

executing at least one operation.

2. The method of claim 1, wherein said preventing step
further comprises the steps of:

deactivating said ghost agent;

starting an 1dle timer for said ghost agent; and

when said 1dle timer exceeds a time threshold, activating

said ghost agent.

3. A system for restricting resources consumed by ghost
agents within a domain of a grid environment, the system
comprising;

a host, wherein the host 1s a software object operating

within the grid environment and movable from one grid
to another grid within the grid environment;
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a ghost agent associated with the host, wherein the ghost
agent 1s configured to replicate and record at least one
action of the host, wherein the ghost agent follows the
movement of the associated host;

means for registering the ghost agent with a ghost registry
of the domain, wherein the ghost agent 1s de-registered
when the ghost agent leaves the domain;

means for conveying, responsive to the registering, a con-
tainment policy to the ghost agent from the ghost regis-
try, wherein the containment policy 1s dynamically
altered when a ghost agent 1s registered or de-registered
with the ghost registry and a update of the containment
policy 1s broadcasted to registered ghost agents;

means for determining a resource utilization value for the
ghost agent;

means for comparing the resource utilization value to a
limit established by the containment policy; and

means for, preventing the ghost agent from executing at
least one operation, 1f the limit 1s exceeded.

4. A machine-readable storage having stored thereon, a
computer program having a plurality of code sections, said
code sections executable by a computer for causing the com-
puter to perform a method for restricting resources consumed
by ghost agents within a domain of a gnd computing envi-
ronment comprising the steps of:

identifying a host, wherein the host 1s a software object
operating within the grid environment and movable
from one grid to another grid within the grid environ-
ment;

associating a ghost agent with the host, wherein the ghost
agent 1s configured to replicate and record at least one
action of the host, wherein the ghost agent follows the
movement of the associated host;

registering the ghost agent with a ghost registry of the
domain, wherein the ghost agent 1s de-registered when
the ghost agent leaves the domain;

responsive to said registering, conveying a containment
pohcy to said ghost agent from the ghost registry,

wherein the containment policy 1s dynamically altered
when a ghost agent 1s registered or de-registered with the
ghost registry and a update of the containment policy 1s
broadcasted to registered ghost agents;
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determiming a resource utilization value for the ghost
agent;

comparing the resource utilization value to a limit estab-
lished by the containment policy; and

11 said limit 1s exceeded, preventing the ghost agent from
executing at least one operation.

5. The machine-readable storage of claim 4, wherein said

preventing step further comprises the steps of:

deactivating said ghost agent;

starting an 1dle timer for said ghost agent; and

when said 1dle timer exceeds a time threshold, activating
said ghost agent.

6. A system for restricting resources consumed by a ghost

agent comprising:

a processing element of a computing resource within a grid
environment, wherein the processing element 1s associ-
ated with a domain of the grid environment, and wherein
the processing element 1s configured for:

identifying a host, wherein the host 1s a software object
operating within the grid environment and movable
from one grid to another grid within the grid environ-
ment;

associating a ghost agent with the host, wherein the ghost
agent 1s configured to replicate and record at least one
action of the host, wherein the ghost agent follows the
movement of the associated host;

registering the ghost agent with a ghost registry of the
domain, wherein the ghost agent 1s de-registered when
the ghost agent leaves the domain;

responsive to said registering, conveying a containment
policy to said ghost agent from the ghost registry,
wherein the containment policy 1s dynamically altered
when a ghost agent 1s registered or de-registered with the
ghost registry and a update of the containment policy 1s
broadcasted to registered ghost agents;

determining a resource utilization value for the ghost
agent;

comparing the resource utilization value to a limit estab-
lished by the containment policy; and

11 said limit 1s exceeded, preventing the ghost agent from
executing at least one operation.
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