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1
RE-PROGRAMMABLE COMSEC MODULE

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority under 35 USC §120 to
Provisional Application No. 60/524,033, filed on Nov. 24,

2003, and titled “A Re-programmable COMSEC Module,”
the entire contents of which are hereby incorporated by ret-
erence.

FIELD OF THE INVENTION

This mvention relates to a programmable logic, and more
particularly, to an architecture for a reprogrammable COM-
SEC module that can be used 1n space applications.

BACKGROUND

In the space environment, handling secure communica-
tions presents unique complications. For example, large tem-
perature gradients occur within the electronics that must be
tolerated. Specifically, two different sides of a component can
be at opposite temperature extremes, e.g., the side facing the
sun 1s hot and the side facing away from the sun 1s cold.
Free-floating radiation, e.g., photons and neutrons, can pen-
etrate an electronic device and cause the electronics to mal-
function, e.g., flip a bit: 1 to 0 or O to 1, which could corrupt
data communications or cause an erroneous result to be out-
put.

Additionally, the component architecture must usually
consider communications security (COMSEC) requirements
to protect sensitive information and significant governmental
interests. Currently, government satellite information 1s
required to be secured with Type 1 encryption and current
modules are classified and thus, impose significant hardships
(1.e., costs, time, security measures, inventory controls) on
satellite vendors.

There are generally two approaches to countering or maiti-
gating the potential for error 1 a system: redundancy and
independence. With redundancy, multiple copies of the same
component perform the same functions, usually 1 lock-step,
and each component obtains a result. The results are usually
the same, and theretfore, considered the correct result. There
1s, however, an inherent flaw 1n the redundancy approach
when the result reached by each component 1s incorrect.
Because of the redundancy in the components, the compo-
nents make the same error and thus, determine the same
incorrect result. For example, the components may be
alfected by free-floating radiation 1n space. Even with redun-
dancy, 1.e., multiple copies of the same component performs-
ing the same functions, the result may be incorrect because
cach of the components were affected by the radiation and
thus made the same error.

With independence, multiple components reach the result
without an exchange of information between/among them-
selves. The components could be multiple copies of the same
component or different components performing the same
calculations. In either mstance, 11 the components reach the
same result, then presumably the result 1s a correct result
because none of the components communicated with each
other and thus did not influence any other result. However, the
inherent flaw 1n the independent approach arises when differ-
ent results are provided and there 1s no indication which of the
possible results 1s correct. Thus, with the current architecture,
errors may occur unnoticed or, 1f an error 1s noted, the error
may not be correctable.
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One known method for countering errors caused by pen-
etration of free-floating radiation 1s triple mode redundancy
(TMR). TMR 1s a technique by which three implementations
of the same function and their results are voted using a voting
circuit to determine an output. Using TMR, an electronic
component can, at times, continue to operate in spite of an
error. A TMR 1mplementation may be a register technique
where each register 1s 1implemented by three tlip-tflops (or
latches) that “vote” to determine the state of the register.
Alternatively, combinatorial cells could be used instead of
tlip-flops or latches. However, there are still flaws with such a
mitigation techmique, particularly, 1if one of the registers
becomes temporarily or permanently non-operable. The
TMR mitigation techmque becomes insuilicient because only
two of the three registers are operable.

Further, current architecture 1s generally not able to correct
for errors during operation because the electronic compo-
nents have fixed programming as a consequence of an effort
to “harden” components against radiation intluences. The
term “hardened” (or “hard”) refers to forming the electronic
component 1n such a way that the electronic 1s resistant to
penetration by free-floating radiation, 1.e., relatively unat-
tected by free-floating radiation.

The architecture of electronics 1n space, however, needs the
ability to accommodate and correct for errors as they arise,
¢.g., by 1activating a component for reprogramming. For
instance, after a space vehicle 1s 1n orbit, a need can arise that
requires modification of the electronics. In order to provide
such adaptability, the communications security (COMSEC)
must be modifiable. Currently available space devices have
limited, 1f any, flexibility because fixed cryptographic algo-
rithms are used and there are a fixed number of channels
available.

Current architecture can be considered radiation resistant,
1.€., able to withstand particle penetration, 1f designed as such.
Such electronic components are, for example, SOS, silicon on
sapphire, or SOI, silicon on msulator. While there 1s a benefit
to being radiation resistant, the functions of such components
are fixed. There 1s no flexibility to adapt the components, e.g.,
re-program the component, to changing missions needs, or
even, correcting for internal errors.

Moreover, different electrical components within a device
may function at different levels with regard to maintaining,
sending and recerving non-critical and critical information.
For non-critical information, 1t 1s possible to include bit error
checking and even some bit error correcting, while a compo-
nent 1s 1n use. However, with critical information, 1t 1s not
possible for even one bit to be 1n error; the result 1s that the
information is corrupted and not recoverable.

SUMMARY

Potential errors caused by free-tfloating radiation particles
can be mitigated. In particular, triple mode redundancy
(TMR) can be implemented 1n an electronic device where
there are both programmable and fixed logic components.
Each piece of programmable logic, e.g., field programmable
gate arrays (FPGAs), implements TMR to provide a respec-
tive result to the fixed logic component, e.g., application
specific mtegrated circuit (ASIC). The term, “fixed,” means
that the component 1s programmed, and that the component 1s
not reprogrammable during operation. An example of a fixed
logic component 1s an ASIC. The fixed logic component then
implements TMR and examines the results, e.g., three results,
and determines the correct result. The correct result 1s deter-
mined through majority voting, 1.e., where there are three
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results, the correct result 1s the result that at least two of the
programmable logic components provided to the fixed logic
component.

The programmable logic components are radiation toler-
ant. The fixed logic component 1s “hardened,” e.g., radiation 5
resistant.

With a predetermined multi-tier architectural design that
incorporates TMR at each tier, a mixture of radiation tolerant
and radiation resistant (e.g., “hardened’) electronic compo-
nents can be used to accommodate and/or correct for potential 10
errors resulting from penetration of free-tfloating radiation.
Further, the flexibility to reprogram electronic component
functions becomes possible with the use of radiation tolerant
clectronic components.

In a general aspect, a method of mitigating logic upsets 15
includes providing an input to each of a plurality of program-
mable logic components, processing the input 1n each of the
plurality of programmable logic components, determining an
output from each of the plurality of programmable logic
components, providing the output from each of the plurality 20
ol programmable logic components to a fixed logic compo-
nent, examining the outputs from the plurality of program-
mable logic components, and determining a validated output
from among the outputs from the plurality of programmable
logic components. 25

Some or all of the following features may be included 1n the
above method. The plurality of programmable logic compo-
nents 1s N programmable logic components, where N 1s an
integer number greater than 2. More particularly, N can equal
3. Alternately, N can equal 4. 30

The mput includes N copies of the input and each of the N
copies of the input 1s provided to each of the N programmable
logic components, respectively. The mput can be plaintext
data.

Each of the programmable logic components can be a field 35
programmable gate array (FPGA). Each of the programmable
logic components can be radiation tolerant. Each of the plu-
rality of programmable logic components can include an
encryption algorithm and a majority voting logic. Each of the
plurality of programmable logic components can process the 40
input redundantly through the encryption algorithm to obtain
redundant results. Each of the plurality of programmable
logic components can process the redundant results through
the majority voting logic to determine the output of each of
the plurality of programmable logic components, respec- 45
tively. The majority voting logic can be triple mode redun-
dancy (TMR) logic.

The fixed logic component can be an application specific
integrated circuit (ASIC). The fixed logic component can be
radiation resistant. 50

Each of the plurality of programmable logic components
can 1nclude the same encryption algorithm. Each of the plu-
rality of programmable logic components can recerve the
same 1nput.

The fixed logic component can include majority voting 55
logic. The majority voting logic can be triple mode redun-
dancy (TMR) logic. The fixed logic component can process
the outputs of each of the plurality of programmable logic
components to determine the validated output.

In another general aspect, an architecture for mitigating 60
logic upsets icludes an mnput, a plurality of programmable
logic components, and a fixed logic component. The input 1s
provided to each of the plurality of programmable logic com-
ponents. Each of the programmable logic components
includes an encryption algorithm and a first majority voting 65
logic. Each of the plurality of programmable logic compo-
nents processes the respective input to determine a respective

4

output from each of the plurality of programmable logic
components. The fixed logic component receirves each
respective output from each of the plurality of programmable
logic components. The fixed logic component includes a sec-
ond majority voting logic. The fixed logic component exam-
ines the outputs from the plurality of programmable logic
components and determines a validated output.

Some or all of the following features may be included in the
above implementation. The plurality of programmable logic
components 1s N programmable logic components, where N
1s an 1iteger number greater than 2. More particularly, N can
equal 3. Alternately, N can equal 4.

The 1mnput includes N copies of the input and each of the N
copies of the mnput 1s provided to each of the N programmable
logic components, respectively. The mput can be plaintext
data.

Each of the plurality of programmable logic components
can process the mput redundantly through the encryption
algorithm to obtain redundant results. Each of the plurality of
programmable logic components can process the redundant
results through the first majority voting logic to determine the
output of each of the plurality of programmable logic com-
ponents, respectively. The first majority voting logic can be
triple mode redundancy (TMR) logic. Each of the plurality of
programmable logic components can include the same
encryption algorithm. Each of the plurality of programmable
logic components can recetve the same mput.

Each of the programmable logic components can be a field
programmable gate array (FPGA). Each of the programmable
logic components can be radiation tolerant.

The fixed logic component can be an application specific
integrated circuit (ASIC). The fixed logic component can be
radiation resistant. The second majority voting logic can be
triple mode redundancy (TMR) logic. The fixed logic com-
ponent can process the outputs of each of the plurality of
programmable logic components to determine the validated
output.

The above and still further features will become apparent
upon consideration of the detailed description of specific
implementations thereof, when taken in conjunction with the
accompanying drawings wherein like reference numerals 1n
the various figures are used to designate like components.

BRIEF DESCRIPTION OF THE FIGURES

The 1invention will now be explained 1n more detail with
reference to the accompanying figures.

FIG. 1 1llustrates the current architecture of a known COM -
SEC module.

FIG. 2 illustrates a mitigation technique for FPGA upsets
in a COMSEC module.

DETAILED DESCRIPTION

The space environment 1s extremely harsh and electronic
components are constantly bombarded with free-floating
radiation, 1.e., photons and neutrons. Consequently, elec-
tronic components, such as field programmable gate arrays
(FPGAs), may “upset,” e.g., make an error or malfunction,
during operation. Upsets or errors caused by free-tfloating
radiation particles can be mitigated. Portions of the architec-
ture of the electronics can be “hardened” with regard to radia-
tion penetration. The term “hardened” (or “hard™) refers to
forming the electronic i such a way that the electronic is
resistant to penetration by free-tloating radiation. By “hard-
ening”’ an electronic component or an electronic device, the
component/device 1s better able to be unatfected by free-
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floating radiation and perhaps errors typically caused by pen-
etration of free-tloating radiation can be prevented. In par-
ticular, to mitigate FPGA upsets, an overall device
architecture can be designed so as to mix “hard” electronic
parts, €.g., application specific itegrated circuits (ASICs),
with electronic parts that are radiation tolerant (e.g., FPGAs).

Cryptographic flexibility can be accomplished by allowing
modifications to the COMSEC module after launch. In par-
ticular, the programmable logic components, e.g., the
FPGASs, can be re-programmed after launch. For example, a
software upgrade to the space vehicle electronics could
implement high-speed en/decryption along with parallel
interfaces to support a high-speed design, which could send
space 1mages to the ground.

Consequently, 1t 1s possible that the programmable logic
component(s) could be unclassified until programmed. By
having a COMSEC module that 1s unclassified until pro-
grammed, vendors would more easily be able to pursue com-
mercial use of such modules and would minimize possible
financial and other hardships to the vendor, such as inventory
tracking, security monitoring, and security clearances. It also
avails other than Type I implementations to satellite vendors.
Many vendors may want to protect their proprietary data
using other algorithms. The mvention 1s not restricted to just
Type I implementations and can be used with algorithms such
as AES (Advanced Encryption Standard). This invention
would avail to these implementation the same data accuracy
and the same reprogrammability features.

Referring to FIG. 1, an exemplary architecture for a COM-
SEC module used 1n space includes a processor 180, memory
110, 115, 130, 150, storage 140, 160, fixed programmed
components 120, 125, 200, and programmable components
190A, 1908, 210. As appropriate,, the components are also
designated “red” or “black.” The term “red” means that the
incoming or outgoing communication 1s plaintext, unpro-
tected, and unencrypted. The term “black” means that the
incoming or outgoing communication 1s ciphertext, pro-
tected, and encrypted.

Accordingly, the COMSEC module includes the security-
critical functions: red/black separation, encrypt/decrypt, fill
interface, and key management. Both hardware and software
are used to implement the security-critical functions. The
cryptographic engines 190A, 190B are implemented with
FPGA technology that has been “hardened” for space appli-
cations. For example, cryptographic engine A 1s an FPGA that
1s radiation tolerant.

Referring to FIG. 2, a mitigation technique to counter the
elfects of errors 1n the programmable components ol a COM-
SEC module 1s formed 1ntegral to the cryptographic engine of
the COMSEC module. For example, the architecture of FIG.
2 can replace cryptographic engine A 190A of FI1G. 1. Archi-
tecture 290 includes programmable logic components, 1.e., in
this example, three (3) FPGAs, 291, 292, 293, and a fixed
logic component, 1.¢., an ASIC, 295. In this exemplary dia-

gram, plaintext tratfic, 1.e., “red” data, 1s input to each of the
FPGAs 291, 292, 293. The red data, for instance, may be

received from red addr decode & mailbox 125 1n FIG. 1. The
input plaintext traific 1s redundantly received by the three
FPGAs 291, 292, 293.

Each FPGA 291, 292, 293 includes a cryptographic algo-
rithm (not shown) and triple mode redundancy (I1MR) logic
(not shown). Each FPGA 291, 292, 293 redundantly imple-
ments the cryptographic algorithm on the received “red” data.
The results of the redundant implementation of the algorithm
are provided to the TMR logic of each FPGA 291, 292, 293.
Then, the TMR logic of each FPGA 291, 292, 293 1s applied
to the internally redundant results of the each of the FPGAs
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291, 292, 293. Through a majority voting scheme, the TMR
loglc of each FPGA 291, 292, 293 determines a respectwe
encrypted output, labeled TRAFFIC 291A, 292A, 293A 1n
FIG. 2. The encrypted output 291A, 292A, 293A of each
FPGA 291, 292, 293, respectively, 1s transierred to the fixed
logic component, 1.¢., ASIC A 295, from each of the FPGAs
291,292, 293. The ASIC A 295 then applies 1ts TMR logic to
the three results 291 A, 292 A, 293 A received from the FPGAs
291,292,293  ASIC A 295 1s “rad hard,” (radiation hardened)
meaning 1t 1s designed to be radiation resistant. After exam-
ining the three results 291A, 292A, 293 A received from the
FPGAs 291, 292, 293, respectively, ASIC A 295 determines
which 1s the correct result through majority voting and trans-
mits the validated encrypted output. Thus, the validated
encrypted output 1s the result of applying multi-tier TMR to
an nput, 1.¢., applying a second level of TMR to outputs of a
first level of TM R.

If any of the FPGAs detect an upset, 1.€., a failure, then that
status, labeled FAIL Det 291B, 292B, 293B 1s transferred to
the ASIC A 295 along with an output from the FPGA. The
upset 1s then detected by logic 1n ASIC A 295. ASIC A 295
includes a state machine, which can initiate a re-program-
ming function for the FPGA that was upset, see Re-Prog
291C, 292C, 293C. The upset FPGA can be taken ofi-line,
re-programmed, and the re-programming tested. Then, the
formerly upset FPGA can be brought back on-line with the
other FPGAs.

While the above example describes the process of the miti-
gation technique in which the mput 1s “red” or plaintext
traffic, this 1s not meant to limit the scope of the present
invention or to suggest that the architecture can only handle

“red” tratlic. Rather, as seen 1n FIG. 1, there 1s a “red” and a
“black” side to the COMSEC module and data tratfic flows to

and from each side of the COMSEC module. Accordingly, the
input could be “black™ or encrypted traific that 1s decrypted
by the cryptographic algorithm with the resulting validated
output being a validated unencrypted output.

Additionally, as seen1n FIG. 1, the COMSEC module may
include more than one crypto engine, e.g., cryptographic
engine A and cryptographic engine B 190A, 190B. Multiple
copies ol the architecture of the mitigation technique
described above may be included in a COMSEC module.

Further, while the example of the mitigation technique to
be integrated into the COMSEC module has three (3) FPGAs,
the number of FPGAs can be extended to n FPGAs. A cur-
rently preferred number of FPGAs 1s four (4). With four
redundant FPGAs, 1t 1s still possible to implement a TMR
strategy when one of the FPGAs 15 offline, as there will still be
three (3) online FPGA:s.

Moreover, further refinements of the design of the mitiga-
tion technique are possible. For instance, depending upon the
actual orbit of the space vehicle, orbit specific calculations are
necessary to determine the upset rate and desired operational
redundancy. However, the overall concept of redundancy and
majority voting remain the same.

While the reprogrammable COMSEC module has been
described and represented as an architecture, the reprogram-
mable COMSEC module may be implemented solely as soft-
ware as well as a combination of both software and hardware,
or even as hardware alone. The above description 1s not meant
to limit the reprogrammable COMSEC module to a particular
design, as many variations are possible and within the scope
of the description provided thus far.

The present invention may include any quantity of conven-
tional or other transmitters, receivers and/or transceivers,
where each transmitter or transceiver may transmit signals at
any suitable frequency and 1n any suitable energy form (e.g.,
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radio signals, microwave, optical signals, etc.), and any quan-
tity of conventional or other receivers or transceivers, where
cach receiver or transceiver may receive signals at any suit-
able frequency and in any suitable energy form (e.g., radio
signals, microwave, optical signals, etc.). The present inven-
tion may include any quantity of independent transmitting
and/or receiving devices, may utilize any quantity of fre-
quency channels of any desired frequencies and may send
voice and/or data. The present mvention may employ any
conventional access scheme or protocol to initially access
and/or transmit information. The present invention may be 1n
the form of any type of radio unit or other communications
device.

The reprogrammable COMSEC module of the present
invention may be implemented by any conventional or other
microprocessor, controller or circuitry to perform the func-
tions described herein, while any quantity of processors or
processing devices or circuitry may be employed within the
present invention where the processor functions may be dis-
tributed 1n any fashion among any quantity of hardware and/
or soltware modules, processors or other processing devices
or circuits. The software of the present mvention may be
implemented 1n any suitable computer language, and could be
developed by one of ordinary skill in the computer and/or
programming arts based on the functional description con-
tained herein and 1illustrated i1n the drawings. Further, any
references herein of solftware performing various functions
generally refer to processors performing those functions
under software control. The soiftware and/or algorithms
described above and illustrated may be modified in any man-
ner that accomplishes the functions described herein.

The communications received or transmitted may be of any
s1ze, may have any format, and may contain any desired
information. The communications may be transmitted at any
suitable transmission rate or have any desired interval
between transmissions. The various communications may
include any identifier to identify the type of message. The
communications may be broadcasted or transmitted any
quantity of times.

It 1s to be understood that the present imvention 1s not
limited to the applications or designs described herein, but
may be utilized for various secure communications applica-
tions.

While the invention has been described in detail and with
reference to specific embodiments thereof, 1t will be apparent
to one skilled in the art that various changes and modifications
can be made therein without departing from the spirit and
scope thereol. Accordingly, 1t 1s intended that the present
invention covers the modifications and variations of this
invention provided they come within the scope of the
appended claims and their equivalents.

The mvention claimed 1s:

1. A method of mitigating logic upsets, comprising:

providing an mput to each of a plurality of programmable
logic components;

processing the mput 1 each of the plurality of program-
mable logic components;

providing an output from each of the plurality of program-
mable logic components to a fixed logic component;

examining, 1n the fixed logic component, the outputs from
the plurality of programmable logic components;

determining, 1n the fixed logic component, a validated out-
put from among the outputs from the plurality of pro-
grammable logic components;
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transferring from at least one of the programmable logic
components a fail detect signal along with the output
from the at least one of the programmable logic compo-
nents;

detecting at the fixed logic component, using the fail detect
signal, that the at least one of the plurality of program-
mable logic components has failed; and

imitiating, from the fixed logic component, a re-program-
ming function for the at least one of the plurality of
programmable logic components that has failed.

2. Themethod of claim 1, wherein the plurality of program-
mable logic components 1s N programmable logic compo-
nents, N being an integer number greater than 2.

3. The method of claim 2, wherein N equals 3.

4. The method of claim 2, wherein N equals 4.

5. The method of claim 2, wherein the input comprises N
copies of the mput and each of the N copies of the mnput 1s
provided to each of the N programmable logic components,
respectively.

6. The method of claim 1, wherein the input 1s plaintext
data.

7. The method of claim 1, wherein each of the program-
mable logic components 1s a field programmable gate array
(FPGA).

8. The method of claim 1, wherein each of the program-
mable logic components 1s radiation tolerant.

9. The method of claim 1, wherein each of the plurality of
programmable logic components includes an encryption
algorithm and a majority voting logic.

10. The method of claim 9, wherein each of the plurality of
programmable logic components processes the input redun-
dantly through the encryption algorithm to obtain redundant
results.

11. The method of claim 10, wherein each of the plurality
of programmable logic components processes the redundant
results through the majority voting logic to determine the
output of each of the plurality of programmable logic com-
ponents, respectively.

12. The method of claim 9, wherein the majority voting
logic 1s triple mode redundancy (TMR) logic.

13. The method of claim 9, wherein each of the plurality of
programmable logic components includes the same encryp-
tion algorithm.

14. The method of claim 9, wherein each of the plurality of
programmable logic components recetves the same mput.

15. The method of claim 1, wherein the fixed logic com-
ponent 1s an application specific integrated circuit (ASIC).

16. The method of claim 1, wherein the fixed logic com-
ponent 1s radiation resistant.

17. The method of claim 1, wherein the fixed logic com-
ponent 1includes majority voting logic.

18. The method of claim 17, wherein the majority voting
logic 1s triple mode redundancy (TMR) logic.

19. The method of claim 17, wherein the fixed logic com-
ponent processes the outputs of each of the plurality of pro-
grammable logic components to determine the validated out-
put.

20. An architecture for mitigating logic upsets, comprising:

a traific mput;

a plurality of programmable logic components, the traific
input being provided to each of the plurality of program-
mable logic components, each of the programmable
logic components including an encryption algorithm
and a {irst majority voting logic, each of the plurality of
programmable logic components processing the respec-
tive traific input to determine a respective traific output
from each of the plurality of programmable logic com-
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ponents, each of the plurality of programmable logic
components also including a fail detect signal output;
and

a fixed logic component, the fixed logic component rece1v-

ing each respective traffic output from each of the plu-
rality of programmable logic components along with the
fail detect signal output from each of the plurality of
programmable logic components, the fixed logic com-
ponent including a second majority voting logic, the
fixed logic component examining the traific outputs
from the plurality of programmable logic components
and determining a validated output,

wherein the fixed logic component detects that one of the

plurality of programmable logic components has failed
based on the fail detect signal output from one of the
plurality of programmable logic components and 1ni-
tiates a re-programming function for the one of the plu-
rality of programmable logic components that has
failed.

21. The architecture for mitigating logic upsets of claim 20,
wherein the plurality of programmable logic components 1s N
programmable logic components, N being an integer number
greater than 2.

22.'The architecture for mitigating logic upsets of claim 21,
wherein N equals 3.

23. The architecture for mitigating logic upsets of claim 21,
wherein N equals 4.

24. The architecture for mitigating logic upsets of claim 21,
wherein the tratfic input comprises N copies of the traffic
input and each of the N copies of the traific input 1s provided
to each of the N programmable logic components, respec-
tively.

25. The architecture for mitigating logic upsets of claim 20,
wherein each of the plurality of programmable logic compo-
nents processes the traific mput redundantly through the
encryption algorithm to obtain redundant results.
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26. The architecture for mitigating logic upsets of claim 20,
wherein each of the plurality of programmable logic compo-
nents processes the redundant results through the first major-
ity voting logic to determine the tratiic output of each of the
plurality of programmable logic components, respectively.

277. The architecture for mitigating logic upsets of claim 20,
wherein the tratfic input 1s plaintext data.

28. The architecture for mitigating logic upsets of claim 20,
wherein each of the plurality of programmable logic compo-
nents includes the same encryption algorithm.

29.'The architecture for mitigating logic upsets of claim 20,
wherein each of the plurality of programmable logic compo-
nents receives the same traific input.

30. The architecture for mitigating logic upsets of claim 20,
wherein the first majority voting logic 1s triple mode redun-
dancy (TMR) logic.

31. The architecture for mitigating logic upsets of claim 20,
wherein each of the programmable logic components 1s a
field programmable gate array (FPGA).

32.The architecture for mitigating logic upsets of claim 20,
wherein each of the programmable logic components 1s radia-
tion tolerant.

33. The architecture for mitigating logic upsets of claim 20,
wherein the fixed logic component 1s an application specific
integrated circuit (ASIC).

34. The architecture for mitigating logic upsets of claim 20,
wherein the fixed logic component 1s radiation resistant.

35. The architecture for mitigating logic upsets of claim 20,
wherein the second majority voting logic 1s triple mode
redundancy (TMR) logic.

36. The architecture for mitigating logic upsets of claim 20,
wherein the fixed logic component processes the tratfic out-
puts of each of the plurality of programmable logic compo-
nents to determine the validated output.
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