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METHOD AND DEVICE FOR EVALUATING
THE NOISE ASSOCIATED WITH
TURBOCODES, AND SYSTEMS USING THEM

RELATED APPLICATION

This application 1s a divisional of application Ser. No.

09/805,176, filed Mar. 14, 2001, the entire contents of which
are incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a method and device for
evaluating the noise associated with turbocodes, and to sys-
tems using them.

2. Related Art

Turbocodes are very advantageous in conditions of low
signal to noise ratios (SNRs). A conventional turbo-encoder
consists of two recursive systematic convolutional (RSC)
encoders and an 1nterleaver, disposed as shown 1n FIG. 1. The
turbo-encoder supplies as an output three series of binary
clements (x, y1, y2), where x 1s the so-called systematic
output of the turbo-encoder, that 1s to say one which has not
undergone any processing with respect to the mput signal x,
v1 1s the output encoded by the first RSC encoder, and y2 1s
the output encoded by the second RSC encoder after passing,
through the interleaver.

For more details on turbocodes, reference could usefully be
made to the article by C. Berrou, A. Glavieux and P. Thitima-
1shima entitled “Near Shannon limit error-correcting coding
and decoding: turbo-codes”, ICC *93, Geneva.

FIG. 2 depicts an example of a conventional turbo-decoder
able to decode data supplied by a turbo-encoder like the one
in FIG. 1. The mputs x', y1', y2' of the turbodecoder are the
outputs of the turbo-encoder altered by the transmission
channel and the transmission and reception processes. The
structure of such a turbodecoder 1s well known to persons
skilled in the art and will therefore not be described 1n detail
here.

It requires 1n particular two decoders, referred to as
“Decoder 1”7 and “Decoder 27 1n FIG. 2, for example of the
BCIR type, that 1s to say using the Bahl, Cocke, Jelinek and
Raviv algorithm, or of the SOVA (*Soit Output Viterbi Algo-
rithm”) type. The data supplied as an input to the decoders 1
and 2 take 1into account the signal to noise ratio.

A conventional turbodecoder also requires a looping back
of the output of the deinterleaver m2 onto the input of the first
decoder, 1n order to transmit the so-called “extrinsic” infor-
mation from the second decoder to the first decoder.

It can be shown that the result of the decoding depends on
the noise impairing the transmission channel as well as the
transmission and reception processes.

In a theoretical study or during a simulation, the “noise”
parameter 1s generally a given 1n the problem.

On the other hand, 1n an application to the real world, the
noise 1s a characteristic related to the channel and can vary
from one data transmission to another, or even during the
same data transmission. In fact, it 1s possible to know only
approximate statistics of the noise.

In the case of turbocodes, the decoding system can work
with a highly incorrect noise estimation; nevertheless, its
ability to correct the errors which have been introduced by the
channel noise will be decreased. In this case, the encoding
cost, which 1s the redundancy of the data, 1s high compared
with the gain 1n performance and makes the system inad-
equate.
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Different techniques are known for effecting a statistical
evaluation of the noise.

For example, since the appearance of data transmission
modems, the possibility has been known of using the constel-
lation of the signal for establishing statistics of the noise.
Thus, when the points transmitted are coded 1n accordance
with an NRZ (Non-Return to Zero) modulation, the original
symbols belong to a set {-1; +1}. It is assumed that the
symbols received have undergone a white Gaussian noise
addition; they are therefore distributed 1n accordance with a
distribution 1llustrated 1n FIG. 3.

It 1s then possible to extract an estimation of the noise
which, in the case illustrated 1n FIG. 3, corresponds to the
standard deviation of the symbols recerved with respect to a
mean centred on the position of the symbols sent. It should be
noted that the centring on the theoretical symbols 1s a conse-
quence of using a white Gaussian noise.

During an actual transmission, the assumption according,
to which the noise on the channel 1s Gaussian 1s ah approxi-
mation. It 1s however possible to obtain an estimation of the
noise by accumulating the measurements of the deviations of
cach symbol received with respect to a theoretical symbol
situated at the shortest distance from this received symbol,
and then dividing this accumulation by the total number of
symbols recerved. Here a maximum likelihood criterion 1s
applied, which assimilates a received symbol to 1ts closest
neighbour. Thus the evaluation of the noise B on a modula-
tion, whether 1t 1s plotted on the Fresnel plane with one or two
dimensions, 1s effected by means of the following operation:

N
2, min; [(+=5)*)

B= =1

N

where 11s an integer, N designates the number of symbols per
frame or block, “min” designates the smallest Euclidian dis-
tance between a recerved symbol and the theoretical points of
the constellation, the sign * designates the position of the
received symbols and S, designates the positions of the theo-
retical symbols.

This technique 1s known notably in the field of modems,
where 1t 1s used for obtaining a negotiation of the bit rate per
symbol as a function of the state of the channel.

However, this solution has the drawback of introducing an
inaccuracy, since the noise suifered by the original symbol
can be such that the received symbol 1s situated at a smaller
distance from a theoretical symbol different from the original
symbol than the original symbol 1tself.

SUMMARY OF THE INVENTION

It will be understood that, the higher the signal to noise
ratio, the more accurate 1s the estimation described in this
solution. Likewise, the greater the number of symbols on
which the noise 1s evaluated, the more exact are the statistics.

From this viewpoint, the invention aims to evaluate the
noise on an estimator having an identical structure for all the
symbols, whether they represent the systematic data 1tem or
any one of the parity data. The invention also proposes a
method of evaluating the noise adapted to the turbodecoder
which, although going counter to the accuracy of the statis-
tics, makes 1t possible to improve the performance of the
decoder.
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Thus the present invention proposes a method of evaluating
the noise related to data streams 1ssuing from a turbo-encoder
having at least first and second encoders, these data streams
being intended for a turbodecoder having at least first and
second elementary decoders, according to which:

an operation of estimating the noise 1s performed, consist-

ing ol determining an estimate of the noise related to the
systematic output of the turbo-encoder, an estimate of
the noise related to the data stream 1ssuing from the first
encoder and an estimate of the noise related to the data
stream 1ssuing from the second encoder;

this method being remarkable 1n that 1t also includes steps
according to which the following operations are performed:
an addition operation of adding at least two of the estimate
of the noise related to the systematic output, the estimate
of the noise related to the data stream 1ssuing from the
first encoder, and the estimate of the noise related to the

data stream 1ssuing from the second encoder;

a division operation of dividing the result of the addition
operation by the number of augends added 1n the addi-
tion operation;

an inversion operation of determining the inverse of the
result of the division operation as a noise factor; and

a multiplication operation of multiplying the noise factor
with the data stream 1ssuing from at least one of the first
encoder, second encoder and systematic output.

The present invention thus makes it possible to establish
statistics of the noise adapted to the structure of the turbode-
coder, which makes 1t possible to improve the performance 1n
terms of bit error rate (BER).

The 1nvention can be implemented both on signal proces-
sors and on FPGAs (*“Field Programmable Gate Arrays™), that
1s to say by means of hard-wired or programmed logic.

According to a particular characteristic,

in the addition operation, the estimate of the noise related
to the systematic output, the estimate of the noise related
to the data stream 1ssuing from the first encoder, and the
estimate of the noise related to the data stream 1ssuing
from the second encoder are added,

in said division operation, the result of the addition opera-
tion 1s divided by three, and

in said multiplication operation, the noise factor 1s multi-
plied with each of the data streams 1ssuing from the first
encoder, second encoder, and systematic output.

According to a particular characteristic,

the addition operation comprises a first and second addi-
tion operations, the first addition operation consisting of
adding the estimate of the noise related to the systematic
output and the estimate of the noise related to the data
stream 1ssuing from the first encoder, and the second
addition operation consisting of adding the estimate of
the noise related to the systematic output and the esti-
mate of the noise related to the data stream 1ssuing from
the second encoder,

the division operation comprises a first and second division
operations, the first division operation consisting of
dividing by two the result of the first addition operation,
and second division operation consisting of dividing by
two the result of the second addition operation,

in the inversion operation, the mverse of the results of the
first and second division operations are determined as
first and second noise factors, respectively, and

the multiplication operation comprises a first, second, third
and fourth multiplication operations, the first multipli-
cation operation consisting of multiplying the data
stream 1ssuing from the first encoder by the first noise
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factor, the second multiplication operation consisting of
multiplying the data stream 1ssuing from the systematic
output and mntended for the first elementary turbode-
coder by the first noise factor, the third multiplication
operation consisting of multiplying the data streams
issuing from the second encoder by the second noise
factor, and the fourth multiplication operation consisting
of multiplying the data streams 1ssuing from the system-
atic output and intended for the second elementary tur-
bodecoder by the second noise factor.

According to a particular characteristic, during the noise
estimation operation, the moving average of the sum of the
Euclidian distances from each noisy symbol received to the
closest theoretical symbol 1s determined, respectively for
cach symbol of the data stream 1ssuing from the systematic
output, for each symbol of the data stream 1ssuing from the
first encoder and for each symbol of the data stream 1ssuing
from the second encoder.

This characteristic makes 1t possible to improve the decod-
ing performances of the turbodecoder by the use of an evalu-
ation of the noise resulting from a statistical measurement of
the deviation of the symbols received during a transmission
with respect to the theoretical symbols, on the basis of a
decision on the maximum likelihood.

It constitutes an mexpensive means of evaluating the noise,
casy to implement on hard-wired or programmed logic cir-
cuits, or during a calculation program on a digital signal
processor (DSP) or a microprocessor.

According to a particular characteristic, in order to deter-
mine the moving average mentioned above, a comparison
operation 1s performed, consisting of determining to which
Voronoi region each noisy symbol received belongs.

It would be possible, as a varniant, to calculate the Euclidian
distances between the received symbol and each of the theo-
retical points, and then to choose the smallest of the distances.
However, calculating the Euclidian distances entails the cal-
culation of a squared quantity, as well as subtractions. The
above particular characteristic has the advantage that the
Voronoi regions are defined easily and the comparison opera-
tion makes 1t possible to reduce the number of operations to
be performed.

According to a particular characteristic, the method of the
invention also includes a step according to which:

a delay application operation 1s performed, consisting of
applying a delay to the data streams 1ssuing from the
systematic output and the first and second encoders,
prior to the multiplication operations.

This characteristic makes it possible to terminate the esti-

mation of the noise before commencing decoding proper.

According to a particular characteristic, the first and sec-
ond encoders are recursive systematic convolutional encod-
ers.

For the same purpose as that indicated above, the present
invention also proposes a device for evaluating the noise
related to data streams 1ssuing from a turbo-encoder having at
least first and second encoders, these data streams being
intended for a turbodecoder having at least first and second
clementary decoders, this device having:

a noise estimation module, for determining an estimate of
the noise related to the systematic output of the turbo-
encoder, an estimate of the noise related to the data
stream 1ssuing {rom the first encoder and an estimate of
the noise related to the data stream issuing from the
second encoder; this device being remarkable in that it
also has:

addition modules, for adding at least two of the estimate of
the noise related to the systematic output, the estimate of
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the noise related to the data stream 1ssuing from the first
encoder, and the estimate of the noise related to the data
stream 1ssuing from the second encoder;

division modules, for dividing the result supplied by the
addition modules by the number of augends added by
the addition modules:

inversion modules, for determining the inverse of the result
supplied by the division modules as a noise factor; and

multiplication modules, for multiplying the noise factor
with the data stream 1ssuing from at least one of the first
encoder, second encoder and systematic output.

The present invention also relates to a digital signal pro-
cessing apparatus, having means adapted to implement a
method as above.

The present invention also relates to a digital signal pro-
cessing apparatus, having a device as above.

The present invention also relates to a telecommunications
network, having means adapted to implement a method as
above.

The present invention also relates to a telecommunications
network, having a device as above.

The present 1nvention also relates to a mobile station 1n a
telecommunications network, having means adapted to
implement a method as above.

The present invention also relates to a mobile station in a
telecommunications network, having a device as above.

The 1nvention also relates to:

an information storage means which can be read by a
computer or microprocessor storing instructions of a
computer program, enabling a method as above to be
implemented, and

an information storage means which i1s removable, par-
tially or totally, and which can be read by a computer or
microprocessor storing instructions of a computer pro-
gram, making i1t possible to implement a method as
above.

The 1nvention also relates to a computer program product
comprising soitware code portions for implementing a
method as above.

The particular characteristics and advantages of the noise
evaluation device, the different digital signal processing
apparatus, the different telecommunications networks, the
different mobile stations, the information storage means and
the computer program product being similar to those of the
noise evaluation method according to the invention, these
particular characteristics and advantages are not repeated
here.

BRIEF DESCRIPTION OF THE DRAWINGS

Other aspects and advantages of the invention will emerge
from a reading of the following detailed description of par-
ticular embodiments, given by way of non-limitative
examples. The description refers to the drawings which
accompany 1t, in which:

FIG. 1, already described, depicts schematically the struc-
ture of a conventional turbo-encoder;

FI1G. 2, already described, depicts schematically the struc-
ture of a conventional turbodecoder;

FI1G. 3, already described, illustrates schematically the dis-
tribution of the received symbols which have undergone a

white Gaussian noise addition, the symbols sent being
encoded 1n NRZ (Non-Return to Zero);

FI1G. 4 depicts schematically a noise evaluation device in a
first embodiment:
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FIG. 5 depicts schematically a noise evaluation device
according to the present invention, in another embodiment,
adapted to the structure of the turbo-encoder;

FIG. 6 1s a flow diagram 1illustrating the main steps of the
noise evaluation method according to the ivention, in a par-
ticular embodiment;

FIG. 7 depicts schematically a noise estimation module
used by the noise evaluation device of the present invention,
in a particular embodiment;

FIG. 8 1s a simplified schematic view of a wireless tele-
communications network, for example of the type 1 accor-
dance with the Hyperlan II or UMTS-3GPP standard, able to
implement the invention;

FIG. 9 1s a schematic representation of a peripheral station
in a network like the one 1n FIG. 8, used for transmission and
able to implement the invention; and

FIG. 10 1s a schematic representation of a peripheral station
in a network like the one in FIG. 8, used for reception and able
to implement the mvention.

L1
=]

ERRED

DETAILED DESCRIPTION OF THE PR.
EMBODIMENTS

In the application of the noise evaluation to turbocodes, 1t 1s
possible to apply the prior art described 1n the introduction to
the construction of a decoder including a noise evaluation
device like the one illustrated 1n FIG. 4.

This noise evaluation device includes a module 23 for
estimating the noise related to the systematic output X~ of the
turbo-encoder (the notation “+BBAG” designating the white
additive Gaussian noise affecting the data), a module 21 for
estimating the noise related to the data stream X,'# issuing
from the first recursive systematic convolutional encoder
included 1n the turbo-encoder and a module 25 for estimating
the noise related to the data stream X,*” issuing from the
second recursive systematic convolutional encoder included
in the turbo-encoder. Such noise estimation modules are
detailed later in relation to FIG. 7. The symbols 1ssuing from
the three outputs of the turbo-encoder being presented by
blocks, the noise estimation modules 23, 21 and 25 supply an
estimation of the noise over the length of each block.

Delay application modules 22, 20 and 24 are also provided
in parallel to the noise estimation modules 23, 21 and 25, on
cach of the three outputs of the turbo-encoder. The modules
22, 20 and 24 make 1t possible to know the result of the
estimation of the noise on each output belore applying a
multiplying factor, taking this noise into account, to the first
symbol 1ssuing from each output and intended for the tur-
bodecoder.

An adder 26 adds the result of the three noise estimations
supplied by the modules 23, 21 and 235, and a module 27
divides the sum obtained by 3 and then calculates the inverse
of the result of this division.

The module 27 thus supplies a normalisation factor, which
1s applied by multiplication firstly to the first-parity data
stream, that 1s to say the one 1ssuing from the first encoder, by
means of a multiplier 28, secondly to the systematic data
stream, by means of a multiplier 29, and finally to the second-
parity data stream, that 1s to say the one 1ssuing from the
second encoder, by means of a multiplier 30.

The elements 31 to 35 form a conventional turbodecoder
similar to that of FIG. 2, having interleavers 33 and 34, a
deinterleaver 32 and two elementary decoders 31 and 35
applying, for example, the BCIR algorithm as stated in the
introduction.

FIG. 5 illustrates a preferred embodiment of the noise
evaluation device according to the ivention, more 1n accor-
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dance than the previous one with the structure of the turbode-
coder and making 1t possible to obtain a better performance.

In this embodiment, the three noise estimations are not
added together, but 1n pairs.

The noise evaluation device 1n FI1G. 5 has, as 1n the embodi-
ment described before, a module 42 for estimating the noise
related to the noisy systematic output X,”+BBAG of the
turbo-encoder, a module 41 for estimating the noise related to
the noisy data stream 1ssuing from the recursive systematic
convolutional encoder X, '?+BBAG and a module 44 for esti-
mating the noise related to the noisy data stream 1ssuing from

the second recursive systematic convolutional encoder X, +
BBAG.

The noise evaluation device also has, as 1n the previous
embodiment, three delay application modules 39, 40 and 43,
disposed respectively in parallel to the noise estimation mod-

ules 42, 41 and 44.

On the other hand, unlike the previous embodiment, the
noise evaluation device of FIG. 5 has not one but two adders
45 and 46, disposed as follows: the adder 45 adds the results
of the estimation of the noises suffered by the systematic data
stream and the first-parnity data stream, whilst the adder 46
adds the results of the estimation of the noises sutfered by the
systematic data stream and the second-parity data stream.

A module 47 efiects the division by 2, and then the mnver-
s1on of the result supplied by the adder 45, so as to supply as
an output the first normalisation factor or first noise factor.
Likewise, a module 48 effects the division by 2, and then the
inversion of the result supplied by the adder 46, so as to supply
as an output a second normalisation factor or second noise
factor.

The first noise factor 1s applied by multiplication to the
first-parity data stream, by means of a multiplier 50, and to the
systematic data stream intended for the first elementary
decoder 53 of the turbodecoder, by means of a multiplier 49.

In a stmilar fashion, the second noise factor 1s applied by
multiplication to the second-parity data stream, by means of
a multiplier 52, and to the systematic data stream intended for
the second elementary decoder 57 of the turbodecoder, by
means of a multiplier 51.

As 1n the previous embodiment, the elements 53 to 57 form
a conventional turbodecoder similar to that of FIG. 2, having
interleavers 35 and 56, a deinterleaver 54 and two elementary
decoders 53 and 57 applying, for example, the BCIR algo-
rithm as stated in the introduction. In particular, the first
clementary decoder 53 applies a decoding 1n accordance with
the trellis used 1n the first recursive systematic convolutional
encoder of the turbo-encoder, and the second elementary
decoder 57 applies a decoding 1n accordance with the trellis
used 1 the second recursive systematic convolutional
encoder of the turbo-encoder.

This embodiment, adapted to the structure of the turbo-
encoder, makes it possible to obtain an improvement of more
than 7% 1n the performance 1n terms of bit error rate com-
pared with the signal to noise ratio.

FIG. 7 depicts schematically a noise estimation module
like the modules 21, 23 and 25 1n FIG. 4 and the modules 41,
42 and 44 1n FIG. 5, 1n a particular embodiment.

The noise estimator considered here applies to NRZ sym-
bols, that is to say ones belonging to the set {-1; +1}. How-
ever, this 1s a non-limitative example and constellation sym-
bols with two dimensions could also be considered.

It has a discriminating module 5 and a module 82 for
calculating a moving average.
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The discriminating module 3 receives as an input a noisy
signal S and compares 1t with O (see the reference numbers 10
and 13 1n FIG. 7) 1 order to determine to which Voronoi
region 1t belongs.

It should be stated that the Voronoi regions of a constella-
tion are planes delimited by the axes of symmetry of the
constellation, and that they define the decision regions for
reception: a point received 1s estimated by means of the clos-
est point 1n the constellation, for example 1n the sense of the
Euclidian distance, which amounts to estimating, by means of
a grven point in the constellation, all the points received which
are 1n the same Voronoi region as this point 1n the constella-
tion. In NRZ modulation, the Voronoi regions are two hali-
lines delimited by the point O.

If the result of the comparison 10 1s false, the variable ¢,
designating the Euclidian distance 1s zero (reference 11).
Otherwise the discriminator 5 calculates this Euclidian dis-
tance squared e,=(S-1)" corresponding to the maximum like-
lihood criterion (reference 12).

Likewise, the discriminator 5 has means adapted to com-
pare the noisy symbol received with 0 1n order to determine
whether it belongs to the other Voronoi region (reference 13).
[t the result of this comparison 1s false, the variable e, desig-
nating the Euclidian distance 1s zero (reference 15). If not, the
discriminator 5 calculates this Euclidian distance squared
e%(S+1)* corresponding to the maximum likelihood criterion
(reference 14).

The process of enumerating the Voronoi regions which has
just been described can easily be extended to modulation
modes different from NRZ modulation.

An adder 16 adds the results corresponding to the different
Voronoi regions, which makes 1t possible to obtain the Euclid-
1an distance from the symbol recerved to the closest theoreti-
cal point.

Next the module 82 calculates the moving average of the
sum of these Euclidian distances. For this purpose, an ampli-
fier 84 applies a gain of 1/N to the result 1ssuing from the
discriminator 5, N being the number of data items 1n each
block processed by the noise estimator.

The result obtained 1s stored by means of a module 86
which applies a delay corresponding to the period between
two successive data items, and then this result 1s amplified by
an amplifier 88 which applies a gain of (N-1)/N.

An adder 90 adds the results 1ssuing from the amplifiers 84
and 88.

The flow diagram of FIG. 6 illustrates the steps of the noise
evaluation method according to the invention, 1n a particular
embodiment.

First of all a noise estimation operation 70 1s performed,
during which there 1s determined an estimate of the noise
related to each output of the turbo-encoder, namely the sys-
tematic output, the first-parity output and the second-parity
output in the case of a two-parity turbo-encoder. This opera-
tion can be performed by means of three noise estimators like
the one which has just been described 1n relation to FIG. 7.

Then, during a step 70, additions in pairs of the noise
estimations are elfected: the estimate of the noise related to
the systematic output of the turbo-encoder and the estimate of
the noise related to the data stream 1ssuing from the first
recursive systematic convolutional encoder included 1n the
turbo-encoder are added, and the estimate of the noise related
to the systematic output of the turbo-encoder and the estimate
of the noise related to the data stream 1ssuing from the second
recursive systematic convolutional encoder included 1n the
turbo-encoder are added.

Next, during a step 74, the result of each of the additions
elfected at step 72 1s divided by 2.
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The following step 76 consists of mverting the result of
cach of the previous divisions, so as to determine first and
second normalisation factors or noise factors. This step 76 can
form, with step 74, one and the same step.

Then a step 78 consists of applying the noise factors to the
different data streams before mput into the turbo-encoder:

a first multiplication operation consists of multiplying the
data stream 1ssuing from the first encoder by the first
noise factor, calculated from the systematic and first-
parity outputs;

a second multiplication operation consists of multiplying
the data stream 1ssuing {from the systematic output and
intended for the first elementary decoder included 1n the
turbodecoder by the first noise factor;

a third multiplication operation consists of multiplying the
data stream issuing from the second encoder by the
second noise factor, calculated from the systematic and
second-parity outputs; and

a fourth multiplication operation consists of multiplying
the data stream 1ssuing from the systematic output and
intended for the second elementary decoder included 1n
the turbodecoder by the second noise factor.

In parallel to the noise estimation operation 70, the noise
evaluation method includes a delay application operation 80,
consisting of applying a delay to the data streams 1ssuing from
the three outputs of the turbo-encoder, prior to the multipli-
cation operations of step 78; this makes it possible to termi-
nate the calculation of the noise estimates before taking these
into account for the turbodecoding.

As shown 1n FIG. 8, a network according to the invention
consists of a so-called base station SB designated by the
reference 64, and several peripheral stations SP1, 1=1, . .., M,
M being an integer greater than or equal to 1, respectively
designated by the references 66,, 66, . . ., 66,,. The periph-
cral stations 66,, 66,, . . . , 66,, are remote from the base
station SB, each connected by a radio link with the base
station SB and able to move with respect to the latter.

The block diagram of FIG. 9 depicts a more detailed view
of a peripheral station SP1, 1=1, . . . , M according to the
invention which comprises a data source 200 and a transmis-
sion device 220.

The peripheral station SP1 has, for example, a digital cam-
era, a computer, a printer, a server, a facsimile machine, a
scanner or a digital photographic apparatus.

The transmission device 220 comprises a data processing,
unit 240 comprising a calculation unit CPU (*Central Pro-
cessing Unit”) 260, a temporary data storage means 280
(RAM memory), a data storage means 300 (ROM memory),
character entry means 320, such as a keyboard for example,
image retrieval means 340 such as a screen for example, and
input/output means 360.

The RAM 280 contains, 1n different registers:

input data “datal _in”", coming from the data source 200;

output data “datal_out™, obtained at the end of the unfold-
ing of the noise evaluation method of the invention; and

the current elements of the series of bits x, y1, y2 coming
from the turbo-encoder.

The peripheral station SP1 also comprises a transmission
unit 380 and a radio module 400 including a known transmit-
ter with one or more modulators, filters and a radio antenna
(not shown).

The transmission device 220, by virtue of the program
“Program”, which 1s stored in ROM 300 and whose sequence
ol mstructions corresponds to the steps ol the noise evaluation
method of the mvention, 1s able to execute the steps of the
noise evaluation method 1llustrated 1n FIG. 6.
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The peripheral station SP1 according to the mvention also
comprises, as shown 1n FIG. 10, areception device 700 which
consists of a data processing unit corresponding to the data
processing unit 240 already described with reference to FIG.
9, a reception unit 720 and a radio module 400 with 1ts
antenna as depicted 1n FIG. 9.

In the reception device 700, the RAM 280 contains, in
different registers:

input data “data2_in”, coming from the turbo-encoder,
after passing through a transmission channel;

output data X,y1,y2, obtained at the end of the unfolding of
the noise evaluation method of the invention; and

the data “data2_out” obtained after decoding.

The reception device 700, by virtue of the program “Pro-
gram’ stored 1n ROM 300 and whose sequence of instructions
corresponds to the steps of the noise evaluation method of the
ivention, 1s able to execute the steps of the noise evaluation
method 1llustrated 1n FIG. 6.

The decoder can be produced so as to be hard-wired and
placed 1n the reception device upstream of the reception unit
720 and downstream of the data processing unit 240.

The present invention, although described previously 1n
this application to a two-parity turbo-encoder system, applies
just as well to turbocode systems with more than two parities.

The 1nvention applies easily to systems using quadrature
amplitude modulations (QAM), with the exception of the
modulation where the QAM symbol 1s used for transporting
conjointly the systematic symbols and all the parity symbols,
since 1n this case the noise statistics give the same results at all
the outputs.

The mmvention also applies easily to systems using an
Orthogonal Frequency Division Multiplex (OFDM).

The mvention 1s mndependent of the type of modulation
used.

The invention claimed 1s:

1. A method of removing noise from data streams encoded
by a turbo-encoder having at least first and second encoders,
the method comprising:

a noise estimation step, of estimating at least two of anoise
related to a systematic output of the turbo-encoder, a
noise related to a data stream 1ssuing from the first
encoder, and a noise related to a data stream 1ssuing from
the second encoder;

a noise determination step, of determining an estimate of
noise on the basis of the at least two noises estimated 1n
said noise estimation step; and

a modification step, of modilying a data stream 1ssuing
from at least one of the first encoder, the second encoder,
and the systematic output based upon the noise deter-
mined 1n said noise determination step.

2. The method according to claim 1, wherein said noise
determination step includes determining an average of the at
least two noises as an estimate of the noise.

3. The method according to claim 1, wherein said modifi-
cation step imncludes multiplying an inverse of the estimate of
the noise with the data streams 1ssuing from at least one of the
first encoder, the second encoders and the systematic output.

4. The method according to claim 1, wherein said noise
estimation step includes estimating each of the noise related
to the systematic output of the turbo-encoder, the noise
related to the data stream 1ssuing from the first encoder, and
the noise related to the data stream 1ssuing from the second
encoder.

5. The method according to claim 4, wherein

said noise determination step includes determining the
estimate of the noise on the basis of the three noises
estimated 1n said noise estimation step, and
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said modification step includes moditying the data streams noise estimation means for estimating at least two of a
1ssuing from the first encoder, the second encoder, and noise related to a systematic output of the turbo-encoder,
the systematic output based upon the estimate of the a noise related to a data stream issuing from the first
noise. encoder, and a noise related to a data stream 1ssuing from
6. The method according to claim 4, wherein said noise 5 the second encoder:

determination step includes determiming at least two noise
estimates each on the basis of different pairs from among the
three noises estimated 1n said noise estimation step, and
said modification step includes moditying the data streams
1ssuing from at least two of the first encoder, the second 10
encoder, and the systematic output, based upon respec-
tive ones of the at least two noises determined 1n said
noise determination step.

noise determination means for determinming an estimate of
noise on the basis of the at least two noises estimated by
said noise estimation means; and

modification means for modilying a data stream issuing
from at least one of the first encoder, the second encoder,
and the systematic output, based upon the noise deter-
mined by the noise determination means.

7. The method according to claim 1, further comprising a 9. A computer-r eaflable program stored 1n a computer-
decoding step of decoding the data stream modified in said 15 readable storage medium that, when executed upon a com-
modification step. puter processor, controls a computer to perform the method

8. A data processing apparatus for processing data streams according to claim 1.

encoded by a turbo-encoder having at least first and second
encoders, the apparatus comprising: £ %k %k
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