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FIG. 3 (a)

<ONE EMBODIMENT OF LEARNING FLOW >

CONTENT PROVIDER THROW S IN "LEARNING S101
CONTENTS" INTO CONTENT SERVER 2

USER PURCHASES "LEARNING CONTENTS"

S102
LEARNING MANAGEMENT SERVER 3 DOW NLOADS
"LEARNING CONTENTS"
AT LEARNING MANAGEMENT SERVER 3, "LEARNING
CONTENTS" ARE TRANSFERRED FROM LEARNING <103

MANAGEMENT SERVER 3 TO INFORMATION PROCESSING
APPARATUS 1

AT INFORMATION PROCESSING APPARATUS 1, A USER 3104
INSTALLS AND SETS "LEARNING CONTENTS 101"

AT INFORMATION PROCESSING APPARATUS 1, A USER
LEARNS A WORDBOOKBY USE OF "LEARNING CONTENTS
1017

5100

AT INFORMATION PROCESSING APPARATUS 1,"UNMASTERED

W ORDBOOK DATA" IS TRANS FERRED FROM INFORMATION >106
PROCESSING APPARATUS 1 TO LEARNING MANAGEMENT

SERVER 3 BASED UPON "LEARNING INFORMATION 102"
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FIG. 3 (b)

AT LEARNING MANAGEMENT SERVER 3, "UNMASTERED

W ORDBOOK DATA"(LEARNING INFORMATION 301) IS S107
TRANS FERRED FROM LEARNING MANAGEMENT SERVER 3 TO

PORTABLE INFORMATION TERMINAL 4

AT PORTABLE INFORMATION TERMINAL 4, A USER RESUMES

S108
LEARNING OF THE W ORDBOOK BY USE OF "UNMASTERD
WORDBOOK DATA"
AT PORTABLE INFORMATION TERMINAL 4, "UNMASTERED
S109

W ORDBOOK DATA"(LEARNING INFORMATION 402) AFTER
LEARNING IS TRANSFERRED TO LEARNING MANAGEMENT
SERVER3

AT LEARNING MANAGEMENT SERVER 3, "UNMASTERED i

W ORDBOOK DATA"(LEARNING INFORMATION 302) IS ~—-S110
TRANSFERRED FROM LEARNING MANAGEMENT SERVER 3 TO
| INFORMATION PROCESSING APPARATUS |

AT INFORMATION PROCESSING APPARATUS 1, LEARNING

INFORMATION 102 IS UPDATED BY REFLECTING S111
TRANSFERRED "UNMASTERED W ORDBOOK DATA"
AT INFORMATION PROCESSING APPARATUS 1, A USER
S112

RESUMES LEARNING OR CONFIRMS LEARNING
MANAGEMENT DATA BY LEARNING INFORMATION 102

——

- N _ il

AT INFORMATION PROCESSING APPARATUS 1, "UNMASTERED
W ORDBOOK DATA" IS TRANSFERRED FROM INFORMATION S113
PROCESSING APPARATUS 1 TO LEARNING MANAGEMENT

SERVER 3 BASED UPON "LEARNING__I_NFQRMA_TION 102°

RETURN TO S107
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FIG. 5

| [[QUIZIPLEASE SELECT]

MEANING OF
FOLLOWING
ENGLISH WORD

f cost-cutter I

| SELECT FROM [T] - [4]

[sitaT }

FEROVIDE,
(3] #6F 72 K4
4] 32 & &2 Hli&KT 3
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FIG. 6
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1 LEARNING APPARATUS

CONTROL UNIT 11

OISPLAY
UNIT 1

INPUT UNIT 13

COMMUNI- 14
CATION UNIT

15 MEMORY UNIT

LEARNING
PROGRAM MEMORY

UNIT

191

LEARNING DATA
MEMORY UNIT

LEARNING RESULT
MEMORY UNIT

152

193




U.S. Patent Aug. 19, 2008 Sheet 8 of 31 US 7.413.442 B2

FIG. 7

(<PROCESS FOR PREPARING DATA
| FILE OF LEARNING APPARATUS>

STARIT

WORD IS DESIGNATED AND

FUNCTION FOR CONSULTING S
DICTIONARY IS EXECUTED

DESIGNATED WORD IS ACQUIRED .
AND STORED IN SEARCH WORD

FILE

WHOLE ONE SENTENCE INCLUDING

DESIGNATED WORD IS ACQUIRED S3
AND STORED IN ILLUSTRATIVE

SENTENCE FILE

BY PROCESS FOR CONSULTING <4

DICTIONARY, TRANSLATIONS ARE
STORED IN DICTIONARY DATA FILE

BY USE OF DICTIONARY DATA FILE,
SEARCH WORD FILE AND S5
| WORDBOOK FILE ARE PREPARED

END
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FIG. 8

SEARCHWORDFILE
' TRANSLATION g&%SD I%FA?I‘ESTRAT‘ON

R —JL

| ball IXF2 'NOUN| 2001/6/16
oy | BOTETHEH 2001/6/17
oen RN E T {E |NOUN| 2001/6/15
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F1G. 10

WORDBOOK STORAGE BUFFER
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FIG. 14

This is an English-Japanese translation program. |t translates
.( ............................

English sentences into |appropriate | Japanese. 1t is useful for

Ce R S ma s as s s e d e e e e .S EE . .."-.........-..--..----.--..).
tnglish learning.
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FIG1 o SEARCH WORD FILE
DBOOK FILE PREPARED
START (S55)
S31
_

Y
DICTIONARY DATA FILE IS READ
IN : LINE NUMBER N <—1

YES

S37
_

CONTENT OF WORDBOOK | ONE LINE OF N-TH
STORAGE BUFFER IS LINE IS PICKED OUT
ORGANIZED

! 539 334
REGISTRATION PROCESS TO DATA START NO
SEARCH WORD FILE TAG EXISTS 7
| S40 YES
y !
PROCESSING FOR 3135
PREPARING AND UPDATING NO
WORDBOOK FILE DATA END
TAG EXISTS 7
YES
S36

| DATA FROM DATA START

TAG TO DATA END TAG IS

STORED IN WORDBOOK
STORAGE BUFFER

SET TO NEXT LIN:
N <— N1
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FIG.16(a)

(PROCESS FOR PREPARING
WORDBOOK FILE)
START (S40)

EXISTING WORDBOOK FILE IS | 201

READ IN

SEARCH WORD FILE IS READ IN | 992

INITIALIZATION OF NUMBER M S53

M <— 1
_

M-TH WORD
EXISTS IN SEARCH WORD
FILE 7

NO

| SH5
\ 4 /’”}
YES WORDBOOK FILE IS

DISPLAYED

i

DATA D OF WORD NUMBER S56
M IS SELECTED

END
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F1G.16(b)
DATA D EXISTS NO
IN WORDBOOK
FILE 7 cEq
/_J

YES

S58

MASTER MARK ©
EXISTS IN CHECK
COLUMN ?

NO

YES

Y

ALARM DISPLAY

S61

MASTER MARK © DELETED S62

MASTER DATE DELETED

{ 1S ADDED TO FREQUENCY | S63
OF APPEARANCE

[ —

DATA D IS ADDED TO
WORDBOOK FILE

CHECK COLUMN
MASTER DATE

FREQUENCY OF
APPEARANCE

COLUMN INITIALIZ

_ _ _

NUMBER M<— M1
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FIG. 17

CRITERION FOR DETERMINING ORDER OF TEST PRESENTATION
FREQUENCY OF
APPEARANCE [NT] TIMES
DIFFICULTY LEVEL [IN2] LEVEL

TIME REQUIRED TO ANSWER | [N 3] SECONDS
TIME REQUIRED TO MASTER | [N4] DAYS
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FIG.21(a)

START

S201
_

[ WORD TEST PREPARATION USE DATA IS READ IN
“INDEX” 1S TAKEN OUT

5202

“ILLUSTRATIVE
SENTENCE"” EXISTS ?

YES
B

NO
S214
.,/

YES

"WRONG ANSWER
EXAMPLE” EXISTS ?

S217 r——
\
INDEX, TRANSLATION,
WRONGANSWER EXAMPLE NO

ARE STORED IN FOUR

S215

CHOICE TEST BUKFER

“"SEMANTIC ATT

S216 r - NO

INDEX. TRANSLATION
ARE STORED IN WORD
CARD TEST BUFFER

YES

S218

i} y ~
ALL OF TEST PREPARATION USE DATA IS SEARCHED
AND THREE WORDS HAVING THE SAME SEMANTIC
ATTRIBUTE ARE COLLECTED

5219
. s

INDEX_ TRANSLATION, INDEXES OF COLLECTED
WORDS ARE STORED IN FOUR CHOICE TEST BUFFER

5220

NO

“ALL OF “INDEX”
IS TAKEN OUT 7

END
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&) FIG.21(b)

5203

ILLUSTRATIVE

SENTENCE HAS DESIGNATION OF
FILL-IN WINDOW ?

NO S204
-/

YES

EACH WORD OF ILLUSTRATIVE SENTENCE IS
COMPARED WITH INDEX AND COINCIDED WORD
IS DESIGNATED AS FILL-IN WINDOW

w.

Y

~ 5205

WORD DESIGNATED AS FILL-IN WINDOW
IS MADE BLANK

S216
/

“"WRONG ANSWER
EXAMPLE” EXISTS ?

YES_}@

NO

"SEMANTIC
ATTRIBUTE” EXISTS ?

NO

S213
_

YES INDEX, TRANSLATION,
ILLUSTRATIVE SENTENCE

ARE STORED IN FILL-IN

WINDOW TEST BUFFER

h A

ALL OF TEST PREPARATION USE DATA IS S21 1@
SEARCHED AND THREE WORDS HAVING

SAME SEMANTIC ATTRIBUTE ARE COLLECTED

| INDEX, TRANSLATION. ILLUSTRATIVE ~-5212
SENTENCE, INDEXES OF COLLECTED WORDS
ARE STORED IN FILL-IN WINDOW+ FOUR
CHOICE TEST BUFFER
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FIG.21(c)

INDEX, TRANSLATION, ILLUSTRATIVESENTENCE |20/
ARE STORED IN FILL-IN WINDOW TEST BUFFER

INDEX. TRANSLATION, WRONG ANSWER EXAMPLE |~ 5208
ARE STORED IN FOUR CHOICE TEST BUFFER

INDEX. TRANSLATION. ILLUSTRATIVE SENTENCE, |~ 2209
WRONG ANSWER EXAMPLE ARE STORED IN
FILL-IN WINDOW +FOUR CHOICE TEST BUFFER
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LEARNING SUPPORT SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s related to Japanese Patent Applications
Nos. 2001-228211 filed on Jul. 27, 2001, 2001-228212 filed

on Jul. 27, 2001 and 2001-228213 filed on Jul. 27, 2001,
whose priorities are claimed under 35 USC §119, the disclo-
sures of which are incorporated by reference in their entirety.

BACKGROUND OF THE INVENTION

1. Field of the Invention

This mmvention relates to a learning support system, and
particularly, a learning support system in which learning data
are transierred and managed between various information
terminals through networks such as Internet. More particu-
larly, this invention relates to an information processing appa-
ratus and portable information terminals which are used in the
learning support system.

2. Description of the Related Art

Since early times, electronic education systems using the
Internet have been developed. For example, there was such a
system that an education server and student terminals are
connected through the Internet, a student sends data to the
education server by inputting data into a form 1n a home page,
and at the side of the education server, the received data 1s
read/written and processed to a file of textual form by a CGI
program and thereafter, sent back to the home page to be
displayed.

Japanese Unexamined Patent Publication No. Hei
11(1999)-282826 describes an electronic education system 1n
which student terminals and an education business owner
terminal are connected to an electronic education server
through the Internet. The electronic education server stores
educational contents which are remotely thrown into the elec-
tronic education server from the education business owner
terminal and provides students tests 1n the form of a home
page based upon the educational contents. Students throw
answers and/or inquiries into the tests provided in the form of
the home page. The system 1s capable of providing educa-
tional services which correspond to each student 1n accor-
dance with their learning curves with respect to each student.

Further, Japanese Unexamined Patent Publication No.
2000-194251 describes a learming support system 1n which a
server having learning material databases storing learning
content materials and a plurality of computers having a con-
tent browser for obtaining the learning content material and a
report editor for supporting preparation of a report by using
the obtained material are connected through the Internet.

However, in these precedent systems, 1t 1s possible to auto-
matically prepare tests which {it to students by analyzing and
compiling answers of students at the server side, but there 1s
a necessity of large capacity to store learning programs and
learning data, and a student terminal 1s limited to a desk-top
type personal computer which 1s placed at home or a note-
book type personal computer.

Further, 1n case that a student carries out learning by use of
a portable terminal, functions are limited since 1ts capacity 1s
small, and even 1n case that a student has both his/her own
personal computer and a portable terminal at home, they are
not linked with each other for learning. That 1s, in case that a
student carries out learning by using both of a personal com-
puter and a portable terminal, learning 1s carried out differ-
ently and respectively, and even 1n case that learning 1s com-
pleted by one of the computer and portable terminal, the other
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may present a test which contains the same contents as the
completed one so that effective learning may not be carried
out.

Further, in case of learning at home, 1t 1s possible to carry
out multidirectional learming since learning can be carried out
by securing a plenty of time 1n calm environment and by
consulting a text book, but in case of a portable terminal, 1t 1s
difficult to do the same learning as at home since there may be
a case that long and concentrated time can not be secured for
example during commute to and from work, and 1t 1s suitable
to use such time for learning with easy operation such as
memorization of words at most.

Furthermore, for example, 1n case learning 1s temporarily
discontinued, 1t 1s advantageous to users 11 1ts learning can be
continued at a portable terminal by reflecting the result of the
at-home learning or halfway out-turn, and conversely, 1f
learning discontinued at a portable terminal can be continued
at a home personal computer, 1t 1s considered that more effec-
tive learning can be carried out.

This mvention relates to mformation processing systems
which are used 1n learning support systems, and particularly,
information processing apparatus for preparing a data file of
words which are searched by dictionary search or translation
software and for learning the words 1n an mformation pro-
cessing terminal such as a personal computer.

Since early times, such a search application software has
been marketed that has a function for converting English
words or Japanese words, which users have mputted, into
Japanese words or English words. Also, such a learning appli-
cation software has been marketed that has a function for
preparing English word learning tests by use of illustrative
sentences stored 1n an electronic dictionary such as English
Japanese dictionary or Japanese English dictionary.

Japanese Unexamined Patent Publication No. Hei
11(1999)-109841 describes a language learning apparatus in
which for example, in case that carried out 1s an operation for
converting a letter string of a first language (for example,
Japanese) which 1s inputted, 1into a letter string of a second
language (for example, English), conversion history data
comprising the letter strings and word class data relating to
the letter strings 1s stored, and learning tests are prepared by
the conversion history data, and the prepared tests are used for
users to answer, and thereby, users can learn words which
they could not answer.

Further, Japanese Unexamined Patent Publication No. Heil
9 (1997)-185627 describes an electronic dictionary with a
wordbook function which 1s used for rote learning of words
by calling out words in registered order, which words are
registered together with their meanings aiter consulting a
dictionary 1s carried out by mnputting spellings of words.

Such an information processing apparatus 1s designed to
store history data 1n association with an operation for con-
sulting a dictionary in case that an electronic dictionary 1s
consulted for looking up unknown meaning and spelling, and
to prepare learning data.

However, precedent learning apparatus simply consults a
dictionary for a word which a user mputs, and 1t 1s possible to
prepare a learning test by use of the word but it 1s not possible
to present a test sentence which corresponds to learning level
of a user. That 1s, learming curb or rote memorization level of
a user 1s not considered.

Further, 1t 1s possible to carry out learning by calling out the
registered words 1n various orders (such as registered order or
alphabetical order) which users designate, but the number of
consulting a dictionary as to the same word or whether it 1s a
word for a user to feel difficulty 1n memorizing 1s not consid-
ered.
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Accordingly, 1t 1s not necessarily mean to be able to learn
elfectively corresponding to learning curbs and intelligibility
ol users.

Further, this invention relates to portable information ter-
minals and for example, portable type electronic learning
apparatus used for learning a language.

Heretolore, as an electronic learning apparatus for learning,
foreign languages, there 1s an apparatus in which a word and
a sentence of a foreign language are displayed and then, a user
(respondent) 1s asked to input an answer and then, aiter being
judged whether the mputted answer 1s correct or not, it 1s
displayed and then, if the answer 1s wrong, a correct answer 1s
displayed. Since, 1n such an electronic learning apparatus,
words and sentences as a test are stored in a memory in
advance, a memory of large capacity 1s necessitated 1n case
that the number of a test 1s 1ncreased.

On the other hand, known 1s an apparatus having an elec-
tronic dictionary in which an index word and 1ts illustrative
sentence are extracted in a random order from the electronic
dictionary, and the 1llustrative sentence from which the index
word 1s removed 1s displayed as a test, and a plurality of index
words extracted 1n a random order from the dictionary are
given to a respondent as an option which should be filled 1n
the removed portion (for example, see, Japanese Unexamined
Patent Publication No. He1 9(1997)-330011).

However, such an electronic learning apparatus becomes
large since a large s1ze memory 1s necessitated for storing an
clectronic dictionary.

Further, since an option 1s extracted in a random order from
the dictionary, one which 1s apparently a wrong answer far
from a correct answer 1s extracted as the option so that there
occurs a problem in which 1t becomes difficult to carry out
clfective learning.

From such a point, an electronic learning apparatus which
1s of small size and used as a portable one and effective
learning 1s possible regardless of time and place has been
desired since early times.

In the meantime, currently, small s1ze communication ter-
minals with enriched portability such as portable phones are
in distinguished widespread use, and miniaturization and
weilght saving have been advanced, and corresponding to it,
communication systems and communication patterns have
been extremely progressed.

SUMMARY OF THE INVENTION

Firstly, this invention has a task to provide a learning sup-
port system which 1s capable of continuous learning by
exchanging information such as learning results of users
among a plurality of terminals through a learning manage-
ment server on a network

The present invention provides a learning support system
comprising an information processing apparatus, a portable
information terminal and a learning management server,
which are connected through a network,

wherein the information processing apparatus comprises a

first memory unit for storing first learming contents
which comprise a learning program and data for use in
learning, a second memory unit for storing first learning
information which includes at least result of learning, a
first control unit for executing the learning program, and
a first communication umt for communicating with the
learning management server,

the portable information terminal comprises a third
memory unit for storing second learning contents which com-
prise a portable use learning program and data for use in
learning, a fourth memory unit for storing second learning
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information which includes at least result of learning at the
portable information terminal, a second control unit for
executing the portable use learning program and a second
communication unit for communicating with the learning
management server,

the learning management server comprises a third commu-
nication unit for communicating with the information pro-
cessing apparatus and the portable information terminal, and
a fifth memory unit for storing the first learning information
which 1s transferred from the information processing appara-
tus and the second learning information which 1s transferred
from the portable information terminal, and

the information processing apparatus or the portable infor-
mation terminal carries out learning by the first control unit or
the second control unit, after learning information of other
party 1s acquired through the fifth memory unat.

According to the invention, since the learning management
server stores learning information including results of learn-
ing at the information processing apparatus or the portable
information terminal, continuous learming can be resumed at
the information processing apparatus or the portable infor-
mation terminal by use of the learning information which 1s
stored 1n the learming management server, even 1f a user once
discontinues learning at the information processing apparatus
or the portable information terminal, and thus effective learn-
ing to the user can be carried out without any constrain of time
and place.

-

T'he learming management server may further comprise a
sixth memory unit for storing the first and second learning,
contents, and 1n case that a user purchases the first and second
learning contents, the learning management server may be
connected through the network to a content server which
stores the first and second learning contents in order to
acquire the first and second learning contents from the con-
tent server and may store them 1n the sixth memory unit, and
the stored first and second learning contents may be trans-
terred to the mformation processing apparatus and the por-
table information terminal, respectively.

Further, the present invention provides a learning support
system wherein the information processing apparatus further
comprises a {irst input unit, and 1n case that an mstruction to
complete learning or to discontinue learming 1s inputted by the
first input unit, the first learning information which has been
stored in the second memory unit1s transferred to the learning
management server through the first communication unit, and
after the transferred first learning information 1s stored 1n the
fifth memory unit by the learning management server, the first
learning information stored in the fifth memory unit is
acquired by the portable information terminal through the
second communication unit and stored in the fourth memory
unit, and thus continuous learming 1s carried out by the second
control unait.

The portable information terminal may further comprise a
second 1nput unit, and 1n case that an instruction to complete
learning or to discontinue learning 1s inputted by the second
input unit, the second learning information which has been
stored 1n the fourth memory umit may be transierred to the
learning management server through the second communica-
tion unit, and after the transferred second learning informa-
tion 1s stored 1n the fifth memory unit by the learning man-
agement server, the second learning information stored in the
{ifth memory unit may be stored in the second memory unit or
the fourth memory unit by the information processing appa-
ratus or the portable information terminal, and thus continu-
ous learning may be carried out by the first control unit or the
second control unait.
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Still further, the present invention provides a learning sup-
port system wherein the learning management server further
comprises a seventh memory unit for storing pre-registered
user information, the portable information terminal com-
prises a plurality of portable information terminals whose
users are different, and 1n case that the first learning informa-
tion which 1s transferred to the fifth memory unit of the
learning management server includes specific user informa-
tion, the first learning information 1s transferred only to a
portable information terminal which corresponds to user
information that is stored in the seventh memory unit and
coincides with the specific user information, and continuous
learning 1s carried out by the second control unit at the cor-
responding portable information terminal.

Secondly, this invention provides an information process-
ing apparatus which prepares a wordbook file by storing the
number of searches 1n a dictionary and can control priority
order of test presentation.

Thirdly, this invention provides a portable information ter-
minal which can be mimaturized and weight-saved by use of
functions of a small size communication terminal and can be
used easily by mcorporating with such a small size commu-
nication terminal which has been already popularized, and in
which effective learning can be carried out.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of one embodiment of the learn-
ing support system of the invention;

FIG. 2 1s an explanation drawing of a process flow of the
learning support system of the mvention;

FIGS. 3(a) and 3(d) are tlow charts of one embodiment of
learning by use of the learning support system of the mven-
tion;

FIG. 4 1s a drawing which shows a display screen of one
embodiment 1n execution of wordbook learning in the infor-
mation processing apparatus of the invention;

FIG. 5 1s a drawing which shows a display screen of one
embodiment 1n execution of wordbook learning in the por-
table information terminal of the invention;

FI1G. 6 15 a structural block diagram of one embodiment of
the learning apparatus of the invention;

FIG. 7 1s a schematic flow chart of data file preparation
tfunction of the learning apparatus of the invention;

FIG. 8 1s a drawing which shows a content of one embodi-
ment of “a search word file” 1n the invention;

FIG. 9 1s a drawing which shows a content of one embodi-
ment of “a dictionary data file” 1n the invention;

FI1G. 10 1s a drawing which shows a content of one embodi-
ment of “a wordbook storage butler” before the wordbook file
1s prepared 1n the invention;

FI1G. 11 1s a drawing which shows a content of one embodi-
ment of a wordbook file 1n the invention;

FI1G. 12 1s a drawing which shows a content of one embodi-
ment of a wordbook file 1n the invention;

FIGS. 13(a) and 13(b) are flow charts of a process for
acquiring an illustrative sentence file (step S3 1n FI1G. 7) in the
invention;

FI1G. 14 1s an explanation drawing of one embodiment of a
process for acquiring an illustrative sentence file in the mven-
tion;

FIG. 15 1s a flow chart of a process for preparing a word-
book file etc. (step S5 i FIG. 7) 1n the invention;

FIGS. 16(a) and 16(b) are detailed flow charts of a process
for updating preparation of a wordbook file (step S40 in FIG.
15) 1n the mvention;
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FIG. 17 1s an explanation drawing of one embodiment of
criterion 1tems which determine priority order of test presen-
tation 1n the invention;

FIG. 18 1s a flow chart of one embodiment of test presen-
tation process 1n the mvention;

FIG. 19 1s an explanation drawing of one embodiment for
setting taken-out criterion of taken-out information in the
invention;

FIG. 20 1s a block diagram which shows an electronic
circuit of an embodiment of the invention;

FIGS. 21(a), 21(b) and 21(c) are tlow charts which show
operations of an embodiment of the invention;

FIGS. 22(a) and 22(b) are tlow charts which show opera-
tions of an embodiment of the invention;

FIG. 23 1s a flow chart which shows operations of an
embodiment of the invention;

FIG. 24 1s an explanation drawing which shows receiving
information of an embodiment of the invention;

FIG. 25 1s an explanation drawing which shows contents of
stored data of a test storage unit of an embodiment of the
invention;

FIG. 26 1s an explanation drawing which shows contents of
stored data of a test storage unit of an embodiment of the
imnvention;

FIG. 27 1s an explanation drawing which shows contents of
stored data of a test storage unit of an embodiment of the
invention; and

FIG. 28 1s an explanation drawing which shows contents of
stored data of a test storage unit of an embodiment of the
ivention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

A learning support system comprising: an information pro-
cessing apparatus, a portable information terminal, and a
learning management server, the information processing
apparatus, the portable information terminal and the learning
management server being connected through a network,
wherein the information processing apparatus comprises a
first memory unit for storing first learning contents which
comprise a learning program and data for use 1n learning, a
second memory unit for storing first learning information
which includes at least result of learning, a first control unit
for executing the learning program, and a first communica-
tion unit for communicating with the learning management
server, the portable information terminal comprises a third
memory unit for storing second learning contents which com-
prise a portable use learning program and data for use in
learning, a fourth memory unit for storing second learning
information which includes at least result of learming at the
portable information terminal, a second control umt for
executing the portable use learning program and a second
communication unit for communicating with the learning
management server, the learning management server com-
prises a third communication unit for communicating with
the information processing apparatus and the portable infor-
mation terminal, and a fifth memory unit for storing the first
learning information which 1s transferred from the informa-
tion processing apparatus and the second learning informa-
tion which 1s transferred from the portable information ter-
minal, and the information processing apparatus or the
portable information terminal carries out learning by the first
control unit or the second control unit, after learning infor-
mation of other party 1s acquired through the fifth memory
unit.
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According to the mvention, since learning information
including results of learning at an information processing
apparatus or a portable information terminal i1s stored 1n a
learning management server, continuous learning may be
resumed at the information processing apparatus or the por-
table information terminal by use of the learning information
which 1s stored 1n the learning management server, even in
case that a user once discontinues learning at the information
processing apparatus or the portable information terminal,
and eflective learning to its user may be carried out without
any constrain of time and place.

At the learning support system, the learning management
server further comprises a sixth memory unit for storing the
first and second learning contents, and 1n case that a user
purchases the first and second learning contents, the learning
management server 1s connected through the network to a
content server which stores the first and second learning
contents, the first and second learning contents are acquired
from the content server and stored 1n the sixth memory unit,
and the stored first and second learming contents are trans-
terred to the mformation processing apparatus and the por-
table information terminal, respectively.

At the learning support system, the information processing
apparatus further comprises a first input unit, and 1n case that
an mstruction to complete learning or to discontinue learning
1s inputted by the first input unit, the first learning information
which has been stored 1n the second memory unit 1s trans-
ferred to the learning management server through the first
communication unit, and after the transferred first learning
information 1s stored 1n the fifth memory unit by the learning
management server, the first learning information stored in
the fifth memory unit 1s acquired by the portable information
terminal through the second commumication unit and stored
in the fourth memory unit, and continuous learning is carried
out by the second control unait.

At the learning support system, the portable information
terminal further comprises a second nput unit, and 1n case
that an instruction to complete learning or to discontinue
learning 1s-inputted by the second mmput unit, the second
learning information which has been stored in the fourth
memory unit 1s transierred to the learning management server
through the second communication unit, and after the trans-
ferred second learning information i1s stored in the fifth
memory unit by the learning management server, the second
learning information stored in the fifth memory unit is stored
in the second memory unit or the fourth memory unit by the
information processing apparatus or the portable information
terminal, and continuous learning 1s carried out by the first
control unit or the second control unait.

At the learning support system, the learning management
server further comprises a seventh memory unit for storing
pre-registered user information, the portable information ter-
minal comprises a plurality of portable information terminals
whose users are different, and 1n case that the first learning,
information which 1s transierred to the fifth memory unit of
the learning management server includes specific user infor-
mation, the first learning information 1s transterred only to a
portable information terminal which corresponds to user
information that i1s stored in the seventh memory unit and
coincides with the specific user information, and continuous
learning 1s carried out by the second control unit at the cor-
responding portable information terminal.

Since user mnformation 1s registered 1n the learning man-
agement server and the learning information contains the user
information, a user who has learned in the mnformation pro-
cessing apparatus can continue to carry out the learning 1n the
portable information terminal owned by the user even in case
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that a plurality of users carry out learning in the information
processing apparatus so that a plurality of users can use the
learning support system.

Hereinafter, this invention will be described 1n detail with
reference to embodiment shown 1n the drawings. Incidentally,
this invention 1s not limited by them.

In embodiments explained below, the first memory unit
corresponds to a learning program memory unit 151 and a
learning data memory unit 152; the second memory unit
corresponds to a learning result memory unit 133; the third
memory unit corresponds to a portable use learming program
memory unit 451 and a learning data memory unit 452; the
fourth memory unit corresponds to a portable use learning
result memory unit 453; the fifth memory unit corresponds to
a learning result memory unit 334: the sixth memory unit
corresponds to a learning distribution management program
memory unit 331 and a learning data memory unit 333; and
the seventh memory unit corresponds to a learning user infor-
mation memory unit 332.

The first learning contents correspond to learning contents
311, 101 of the information processing apparatus, and the
second learning contents correspond to learming contents
312, 401 of the portable information terminal.

The first learning information corresponds to learning
information 301, 102 of the information processing appara-
tus, and stored in the learming result memory unit 133, and
transierred to a learning result memory unit 334 of a learning
management server 3.

The second learning information corresponds to learning
information 302, 402 of the portable information terminal,
and stored in the portable use learming result memory unit
4353, and transferred to the learning result memory unit 334 of
a learning management server 3.

1. Structure of the Learning Support System

FIG. 1 shows a block diagram of one embodiment of the
learning support system of the invention.

In FIG. 1, an mformation processing apparatus 1 i1s an
apparatus such as a personal computer disposed in a home or
an office, and a portable information terminal 4 1s a portable
type terminal such as PDA or a portable phone. This infor-
mation processing apparatus 1 and portable information ter-
minal 4 are supposed to belong to one user and the user 1s
supposed to do learning by use of both two.

However, 1t should be appreciated that as to the information
processing apparatus 1, even 1n case of a common use per-
sonal computer which a plurality of persons use 1n an office,
the computer may be treated as the information processing
apparatus 1 1f one user can use it.

In such a common use personal computer, 1t should be
appreciated that a user may use a learning function by mnput-
ting a password which 1s specific only to the user when the
learning program 1s executed.

Further, 1t 1s not limited to one unit as to the information
processing apparatus 1 and the portable information terminal
4, and may be designed to be a plurality of such unaits.

In the following embodiment, the information processing,
apparatus 1 and the portable information terminal 4 will be
distinctively explained mainly from the view point of pres-
ence and absence of portability but both of them are so-called
learning apparatus and therefore, the information processing
apparatus 1 may be an apparatus having portability and the
portable information terminal 4 may be a transportable 1nfor-
mation processing apparatus although 1t does not have port-
ability like a portable phone.

The learning management server 3 may be a part of a server
which 1s provided by a general provider and has a function for




US 7,413,442 B2

9

managing learning data and learning condition of a user. A
content server 2 1s a server owned by an education business
owner which provides a user with learning contents such as an
English word dictionary, a historical chronological table and
technical jargon database.

In the learning support system of the mnvention, the infor-
mation processing apparatus 1, the portable information ter-
minal 4, the learning management server 3 and the content
server 2 are connected by a network such as the Internet.

Further, in case that a user already has a learning program
to be used 1n the information processing apparatus 1 and the
portable information terminal 4 and data such as an electronic
dictionary to be used for learning, it 1s not necessarily
required to have the content server 2. The learning support
system of the invention may be constructed by the structure of
the information processing apparatus 1, the portable informa-
tion terminal 4 and the learning management server 3.

<Structure of the Information Processing Apparatus>

Various display devices such as an LCD, an EL and a CRT
may be used as a display unit 12 which visually displays
information to be used for learning to users.

Various mput devices such as a keyboard, a mouse, a touch
panel, a track ball and a pen may be used as an input unit 13
which, other than those input devices, may have an additional
function which 1s capable of various mputs such as various
characters, signs and voices like a handwritten character input
and buttons of a portable phone.

A communication unit 14 has a function for connecting to
a network such as the Internet and for two-way communica-
tion with the learning management server, a content provider
and other external servers.

Accordingly, the communication unit 14 has a wireless
communication function such as wireless LAN and Bluetooth
and a network connecting function such as a telephone line,
an FEthernet LAN, ISDN and ADSL, and a TCP/IP commu-

nication function.

A memory unit 15 may be a semiconductor memory such
as ROM and RAM, a memory device such as an IC card and

a hard disc and a transportable memory medium such as a
CD-ROM, a CD-R/CD-RW, MO and MD.

The memory unit 15 comprises a learning program
memory unit 151 for storing a learning program which real-
1zes each function of the learning apparatus of the imvention,
a learning data memory unit 152 for storing information by
which a user learns words etc. (wordbook data, illustrative
sentences and test sentences) and a learning result memory
unit 153 for storing the learning result of the user.

Here, 1t 1s preferable to use a read only semiconductor
memory such as ROM as the learning program memory unit
151, but a rewrnitable RAM and an IC card may be used to

change a learning object.

Further, the learning program may be stored 1n a rewritable
storage medium such as a hard disc and a flash memory by
downloading from a learning management server or a content

server located at a distant place through the communication
unit 14.

Each of the learning data memory unit 152 and the learming
result memory unit 153 is one which stores different data with
respect to each user, respectively, and may use a rewritable
storage medium such as a RAM and a hard disc.

The information to be stored in the learming result memory
unit 153 may be learning results of users and learming man-
agement mformation, and for example, 1n case of the word
learning, comprises date of consulting a dictionary (herein-
alter referred to as a registration date), a taken-out date, a
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master confirmation check column, a master date and the
number of consulting a dictionary (registration).

A control umit 11 1s a unit for carrying out functions of the
information processing apparatus of the ivention and real-
1zed by a so-called microcomputer comprising a CPU, a
ROM, a RAM, a timer and an I/O controller. Fach function of
this apparatus 1s realized by the CPU controlling the display
unit 12, the mput unit 13, the memory umt 135 and the com-
munication unit 14 based upon the learning program of the
invention stored in the learning program memory unit 151.

<Structure of the Learning Management Server>

The learning management server 3 1s a server which 1s
connected through the Internet and realized as one function of
a server owned by a provider and as shown 1n FIG. 1, has at
least a control umit 31, a communication unit 32 and a
memory unit 33.

The communication unit 32 has similar functions to those
of the communication unit 14 of the information processing
apparatus 1, and the control unit 31 1s a unit for carrying out
various functions for learning management and realized by a
so-called microcomputer.

The memory unit 33 comprises a learning distribution
management program memory unmt 331 which stores a pro-
gram for carrying out distribution and management of learn-
ing results of users, a learning user information memory unit
332 which stores user information to be used in distributing
learning contents to the portable information terminal 4, a
learning data memory unit 333 which stores content data with
respect to each learning level at each portable information
terminal 4 and a learning result memory unit 334 which stores
learning contents and answers of users which are transferred
from learning apparatus of the information processing appa-
ratus 1 and the portable information terminal 4 as a result of
learning of users thereat.

<Structure of the Portable Information Terminal>

The portable information terminal 4 has much the same
structure as the information processing apparatus 1, but its
memory capacity and size are smaller because of 1ts portabil-
ity. Accordingly, an LCD with small 1n size, light 1n weight
and small electric power performance 1s used in a display unit
42, and a keyboard, a touch panel and a jog dial are used 1n an
input unit 43, and a semiconductor memory of relatively
small capacity such as a tlash memory and an IC card 1s used
1n a memory unit 45,

The memory unit 45 has the same structure as the informa-
tion processing apparatus 1 and comprises a portable use
learning program memory unit 451, a portable use learning
data memory umt 452 and a portable use learning result
memory unit 453, each of which stores a learning program,
data for use in learning and learming result, respectively, for
use 1n a portable information terminal with small memory

capacity.

<Structure of the Content server>

The content server 2 comprises a content data memory unit
which stores learning contents to be provided, and a control
unit and a communication unit which have the same functions

as other components of the invention.

<Summary of the Learning Support System>

FIG. 2 shows a schematic explanation drawing of process
flows of the learning support system of the invention.

Since a personal computer and the like are used as the
information processing apparatus 1, various kinds of pro-
grams may be installed therein and a so-called learning appa-
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ratus 1s constructed by adding a learning program and learn-
ing data such as teaching materials for learning (test,
dictionary) thereto.

Hereinatter, this learning program and learning data are
collectively called as learning contents 101. A user may
obtain this learning contents by purchasing a storage medium
such as CD-ROM and also, by downloading 1t from the con-
tent server 2 of an education business owner through a net-
work.

FIG. 2 shows a route for obtaining the learning contents
through the learming management server 3. Here, the learning,
contents 311 may be stored in the learning management
server 3.

It 1s possible to save capacity of the information processing,
apparatus 1 side in case that minimum structure of a program
and a teaching material necessary for learning 1s downloaded
to the mformation processing apparatus 1 from the learning
contents 311 1n the learning management server 3.

Further, 1n case that there are a plurality of the information
processing apparatus 1, 1t 1s not necessary to download all of
learning contents which are obtained from the content server
2 to all of the information processing apparatus 1, and 1t
should be appreciated to download them only one portion of
the learnming management server 3 so that labor for initial
installment may be saved and burden of users may be
reduced. In case that the learning contents are stored in one
portion of the learning management server 3, 1t should be
appreciated to simply update the learning contents 311 1n the
learning management server 3 even in case that learning
contents provided are updated.

Further, 1n case that there occurs a necessity for updating
the learming contents 101 to be stored in the information
processing apparatus 1 side, burden of users may be reduced
if the learning management server 3 side 1s equipped with a
function for automatically updating the learning contents 101
of the information processing apparatus side when the learn-
ing contents 311 of the server 3 are updated.

Further, in the information processing apparatus 1, as
stated above, the learning information 102 such as contents
which users have learned, answers of users, contents of wrong,
answers, the number of wrong answers or midway learning
progresses (1nformation about to what extent learning 1s com-
pleted) 1s stored 1n the memory unit 15 and this learning
information 1s transferred to the learning management server
3. This transier may be carried out on purpose based upon
instruction mputs of users and also, may be carried out auto-
matically after a predetermined operation of learning comple-
tion. The learning information transierred from the mforma-
tion processing apparatus 1 1s stored as the learming
information 301 in the memory unit 33 of the learning man-
agement server 3.

On the other hand, the portable information terminal 4 1s
also constructed as the learning apparatus, and its memory
unit 45 stores a learning contents 401 and learning informa-
tion 402. The learning contents of the portable information
terminal 4 may be obtained from the content server 2 in the
same manner as the learning contents of the information
processing apparatus 1, and may be stored in the learning
management server 3 (a learning contents 312).

Further, the learning information 402 such as learming
results of the portable information terminal 4 1s stored in the
memory umt 33 of the learning management server 3 as the
learning information 302.

Here, considered 1s a case that the learning information 102
1s transierred to the learning management server 3 as the
learning information 301 after a user carries out learning at
the information processing apparatus 1. In this situation, in
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case that a portable information terminal A 1s connected to the
learning management server 3 1n order for the same user to
carry out learning at the portable information apparatus 4, the
learning information 301 which 1s stored 1n the learning man-
agement server 3 1s downloaded to the portable information
terminal A as the portable use learning information 402.
Then, by use of this downloaded portable use learning infor-
mation 402, a user carries out learning based upon the por-
table use learning program.

At this time, a user may continue to carry out learning by
means o the portable information terminal 4, which has been
done at the information processing apparatus 1 by use of the
learning information 402 which contains learning results at
the mnformation processing apparatus 1 and therefore, even in
case that learning 1s discontinued haltway, there occurs no
constrain of time and place so that continuous learning is
possible and learning efficiency may be improved.

Conversely, 1t 1s possible to carry out continuous learning
at the information processing apparatus 1 by use of the learn-
ing information 402 and 302 which contain learning results at
the portable information terminal 4 in case that the learming
information 402 1s transierred to the learning management
server 3 after learning 1s carried out at the portable informa-
tion terminal 4.

Further, 1n FIG. 2, explained 1s an embodiment 1n which the
learning information to be stored in the learning management
server 3 1s stored separately as the learning information 301
and 302, but it may be stored as one learning information of a
user without being separately stored 1n the learning manage-
ment server 3.

In case that it 1s stored as one learning information 1n the
learning management server 3, 1t 1s possible, after learning at
the portable information terminal 4, to carry out continuous
learning again at the portable information terminal 4 at dii-
ferent time and place.

Further, it 1s possible to carry out continuous learning with
respect to each user 1n case that a plurality of users are regis-
tered 1n a learning user information memory unit 332 in
advance. For example, considered 1s a case that three users A,
B, C share the information processing apparatus 1 and carry
out their learning by use of their own learning programs and
further, have their own portable information terminals 4,
respectively.

In this case, with respect to each user A, B, C, their own
user information 1s stored in advance in the learning user
information memory unit 332. The user information com-
prises, for example, a user name, contact information (such as
a mail address of a portable information terminal and a tele-
phone number of a portable phone) and learning level of a
user.

Further, with respect to each user A, B, C, a learning
program and learning data are stored in the learning contents
312 of the learning management server 3. Furthermore, with
respect to each user A, B, C, the learning information 302 of
the learning management server 3 1s stored.

Then, 1n case that a user A, for example, connects his/her
own portable mnformation terminal 4 to the learning manage-
ment server 3, it 1s controlled in such a manner that the
learning contents 312 and learning information 302 for the
user A himselt/herself become available by the learning dis-
tribution program stored in the learning distribution manage-
ment program memory unit 331.

At this time, it may be desinged to distribute different
learning contents to the portable information terminal A of
the user A according to learning level of the user A. As just
described, in case that user information 1s managed by the
learning management server 3, even in case that a plurality of
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users share the information processing apparatus 1 for carry-
ing out different learning, their own learning may be carried
out at their own portable mformation terminals 4, respec-
tively.

Further, in case that learming 1s not carried out at the infor-
mation processing apparatus 1 but test preparation 1s carried
out there and then, transierred the test to the learning man-
agement server 3 as a learning information of every owner of
the portable information terminals 4, the same test may be
distributed to a plurality of owners of the portable information
terminals 4.

In this case, for example, 1n case that the information
processing apparatus 1 1s located at a private cramming,
school and cram school students have portable information
terminals 4, a simple learning system of one vs. n may be
constructed. That 1s, it 1s possible to carry out a broadcast
communication in which same test or notice of test 1s distrib-
uted to a plurality of cram school students for their prepara-
tion and review, and to do a central control of return mails by
transferring learning information which contains learning
results of plural cram school students based upon the same
test to the learning management server 3.

<Learning Flow by Use of the Learning Support System>

FIGS. 3(a) and 3(b) show flow charts of one embodiment
of learning by use of the learning support system of the
invention.

Here, explained will be a case that one user purchases “a
wordbook program” and “a teaching material such as word-
book learning test” for learning a wordbook as the learming
contents from a content provider which owns the content
server 2 and then, carries out learning at the information
processing apparatus 1 and thereafter, carries out continuous
learning at the portable information terminal 4 of the user.

However, the learning contents are not limited to the above
mentioned and as stated above, they may be learning contents
necessary for learming such as technical jargons, a historical
chronological table, geographic names, mathematical formu-
las and learning materials for qualifications. A server pro-
vided by a provider which users sign up or are under contract
with may be treated as the learning management server 3 and
the user may use the learning support function of the mven-
tion which 1s provided as one of functions of the server after
user authentication.

Firstly, at a step S101, a content provider throws 1n “learn-
ing content” for wordbook learning to 1ts content server 2.

At a step S102, a user purchases the thrown-in “learning
content” for wordbook learning through a signed-up provider.
The method for purchasing this time may be one which uses
a electronic settlement system through the Internet and also,
may be one by use of mail or sale at a shop without use of the
Internet.

In case that the learning contents are purchased through a
signed-up provider, the learning contents are downloaded as
the learning contents (311, 312) from the content server 2 to
the memory unit 33 of the learning management server 3
which the provider provides.

At a step S103, a control unit of the learning management
server 3 transfers all or a part of the downloaded learning
contents 311 to the mformation processing apparatus 1 1n
response to a request from the information processing appa-
ratus 1 which 1s owned by the user who has purchased the
learning contents.

Here, 1n case that a part of the learning contents 311 1s
transierred, it 1s set in advance 1n the learning contents 311 as
to which portion should be transferred but it may be decided
by an instruction from the information processing apparatus.
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The transferred learning content 1s stored in the memory unit
15 of the information processing apparatus 1 as the learning
contents 101.

On the other hand, all or a part of the learning contents 312
for use 1n a portable information terminal 1s stored 1n the same
manner to the portable information terminal 4 which 1s owned
by the user and stored in the memory unit 45 as the learning
contents 401.

At a step S104, 1n order for a user to be able to use the
“learning content” which has been transferred to the informa-
tion processing apparatus 1, the user carries out a work for
installing it to the information processing apparatus 1 and
setting thereof and builds them 1n such a manner that the
learning program and learning data are usable. That 1s, by this
work, the information processing apparatus 1 1s constructed
in such a manner that 1t functions as a learning apparatus for
a wordbook.

At astep S105, a user carries out learning of a wordbook by
use of the learning contents built 1n the mformation process-
ing apparatus 1. It 1s possible to design in such a manner that
this learning itself 1s carried out in the information processing,
apparatus by itself and the learming management server 3 does
not engage 1n directly. Further, in case that only a part of the
learning contents 1s transierred, learning may be carried out
by acquiring data as required by communicating with the
learning management server 3.

FIG. 4 shows one embodiment of a display screen which 1s
displayed on the display unit 12 of the information processing
apparatus 1 1n execution of wordbook learning.

In case that a user discontinues learning halfway, at a step
S106, the learning information 102 which 1s stored in the
learning result memory unit 153 at the time of such discon-
tinuing, 1.e., “unmastered wordbook data™ is transferred by
the control unit of the information processing apparatus 1 to
the learning management server 3. This “unmastered word-
book data” 1s stored 1n the memory unit 33 of the learming
management server 3 as the learning information 301 of the
information processing apparatus shown 1n FIG. 2.

At astep S107, the learning management server 3 transiers
the unmastered wordbook data 301 to the portable informa-
tion terminal 4 of the user. The portable information terminal
4 stores the data transferred thereto as the learning informa-
tion 402.

At a step S108, a user resumes learning of a wordbook
continuously at the portable information terminal 4 by use of
the learning information 402 transferred thereto, 1.e., the
learning content at the state of once discontinuing at the
information processing apparatus 1.

FIG. 5 shows one embodiment of a display screen which 1s
displayed on the display unit 42 1n execution of wordbook
learning at the portable information terminal 4.

A user may carry out continuous learning, without limita-
tion of time and place, even 1n transit but not at a fixed place
such as his/her own home.

In case that a user completes or discontinues the wordbook
learning at the portable information terminal 4, at a step S109,
the learning information 402 as “unmastered wordbook data™
at the time of such completion or discontinuing 1s transferred
to the learning management server 3. The learning manage-
ment server 3 stores this learming information 402 as the
learning 1information 302 of the portable information termi-
nal.

Then, at a step S110, in order to resume learning at the
information processing apparatus 1 at home or to take learn-
ing results at the portable information terminal 4 in the infor-
mation processing apparatus 1, a user connects the informa-
tion processing apparatus 1 to the learning management
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server 3 and downloads the learning information 302 of the
portable information terminal to the information processing,
apparatus 1.

At a step S111, contents of the learning information 302 1s
reflected on the learning data memory umt 152 and the learn-
ing result memory unit 153 of the memory unit 15 of the
information processing apparatus 1 and the learning informa-
tion 102 such as the number of learning, and correct and
wrong answers 1s updated.

At a step S112, by use of such updated learning informa-
tion 102, a user resumes learning or confirms learning man-
agement data such as percentage of learming completion. In
case that learming 1s resumed, 1n order to further carry out
continuous learming at the portable information terminal 4,
the learning information 102 after learning 1s resumed may be
transierred to the learning management server 3 (step S113).

After the step S13, for example, in case of returning to the
step S107, learning may be continued.

According to the above processing of the embodiment,
even 1n case that a user discontinues learning halfway, con-
tinuous learning 1s possible by use of the mformation pro-
cessing apparatus 1 and the portable information terminal 4
without any constraint of time and place so that effective
learning to the user 1s possible.

Further, at steps S106, S107, S109, S110 and 5113 in the
processing of FIGS. 3(a) and 3(b), learning imformation 1s
transierred to or brought out from the learming management
server 3, but 1n case that learning information stored 1n the
learning management server 3 1s updated as a result of access
to the learning management server 3 like this, it may be
possible for a provider who owns the learning management
server 3 to toll fees of predetermined amount. In the same
manner, 1n case that the learning contents such as the learning,
program and learning data 1s updated or 1n case that learning,
1s carried out by connecting to the learning management
server, 1t may be possible for a provider who owns the learn-
ing management server to toll fees.

Feature 1 of Other Embodiments

The foregoing embodiment shows a case in which the
learning contents purchased from the content provider are
transierred to the information processing apparatus 1, and
learning 1s carried out at the information processing apparatus
1 and thereafter, such learning 1s continued at the portable
information terminal 4. It may be possible that conversely,
such learning 1s continued at the information processing
apparatus 1 after learning nitially at the portable information
terminal 4.

Feature 2 of Embodiments

Further, there may occur a case 1n which normally, learning,
1s carried out by only use of the portable information terminal
4, the learning information including new learning results at
the portable information terminal 1s always stored i the
learning management server 3 and such information 1is
reflected on next learning at the portable information terminal
4 to thereby continue such learning. In this case, a function for
automatically transferring the learning information 302 of the
portable information terminal stored in the learning manage-
ment server 3 to the information processing apparatus 1,
regularly, for example, every one day, every one week, or
every one month may be added to the learning management
server 3.
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Feature 3 of Embodiments

Further, 1n case that a user regularly purchases “news con-
tent” from a provider, when the news content 1s transierred to
the information processing apparatus 1 by mail, the news
content may be taken 1n as a part of learning data and used for
learning at the information processing apparatus 1 and the
portable information terminal 4.

For example, 1n case that the news content contains English
sentences, such English sentences may be taken 1n as a part of
wordbook learning data and thereby, learning tests with rich
variation may be prepared.

Furthermore, 1t may be possible to prepare 1llustrative sen-
tences or information necessary for learning as wordbook
learning data by means that a user himself/herself inputs
characters at the information processing apparatus 1 or at the
portable information terminal 4. By this, learning test 1s pre-
pared based upon information that a user himseli/herself has
inputted by his/her own intention so that effective learning to
the user 1s possible.

2. Concrete Structure of the Information Processing Appara-
tus and Embodiment of Learning Processing

Hereinaiter, concrete structure of the information process-
ing apparatus 1 and one embodiment of learning processing
will be described. Here, the information processing apparatus
1 1s called as a learning apparatus.

The present invention further provides an information pro-
cessing apparatus comprising an input unit for inputting char-
acters and marks, a display unit for displaying a text, an
information memory unit comprising {irst mformation of
index words and second information associated with the
index words, a search umit for searching the information
memory unit by an index word which 1s inputted from the
input unit, a temporary storage unit for storing the second
information associated with the index word which 1s searched
by the search unit, a data acquiring unit for acquiring data
necessary for learning in the second information stored in the
temporary storage unit, a file preparation unit for preparing a
search information file which includes data acquired by the
data acquiring unit and the mputted index word, and a test
preparation unit for preparing a test by use of the search
information file prepared by the file preparation unat.

Here, 1n case that the first information 1s an index of a word,
the data acquiring unit may acquire head translation of each
acceptation or head translation of head acceptation which 1s
included 1n the second information associated with the
searched index word.

The data acquiring unit may acquire a sentence which
includes the mputted index word 1n the text displayed on the
display unait.

The mformation processing apparatus may further com-
prise a learming information preparation unit for preparing a
learning information file to prepare a test for learning. The
learning information preparation unit prepares a learning
information file which includes at least an index word, data
acquired by the data acquiring unit, and the number of
searches for the index word with regard to the index word
which 1s included 1n the search information file, and in case
that the mndex word 1s already 1included 1n the learning infor-
mation file, the number of searches may be updated.

Further the learning information file may include master
information which 1s given based upon master instruction
inputted from the mput umt with respect to each index word
and 1ts master date, and 1n case that an index word which 1s
already registered in the learning information file and to
which master information 1s given 1s searched by the search
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unit, the learning information preparation unit may delete
master information which corresponds to the index word
from the learning information file, and an alarm which shows
that the index word has already mastered may be displayed on
the display unait.

the information processing apparatus may further com-
prise a taken-out information setting unit for setting a crite-
rion which determines information to be taken out from the
search information file, and an information selecting unit for
selecting information to be taken out based upon the criterion
which 1s set by the taken-out information setting unait.

According to this invention, 1t 1s possible to easily acquire
information necessary for learning without any burden to
users and to provide a learning apparatus by which effective
learning to its user 1s possible.

Hereinafter, this invention will be described 1n detail based
upon embodiments shown 1n the drawings.

In following embodiments, explanation will be carried out
supposing that the above-stated temporary storage unit cor-
responds to a dictionary data file (FIG. 4), an area for storing,
data necessary for learning which 1s acquired by a data acquir-
ing unit corresponds to a wordbook storage builer (FIG. 5), a
search information file corresponds to a search word file
(FIGS. 3(a) and 3(b)), and a learming information file corre-
sponds to a wordbook file (FI1G. 6, FIG. 7), respectively.

Further, an information memory unit means whole of a
so-called electronic dictionary and comprises index words
and information associated with the imndex words (such as
meanings, word class, and 1llustrative sentences) and infor-
mation searched from this electronic dictionary 1s prepared as
a dictionary data file. Furthermore, a search unit, a data
acquiring unit, a file preparation unit and a test preparation

unit are realized as one tunction of the control unit shown in
FIG. 1.

The number of search means, for example, the number of
consulting an electronic dictionary by a user as to a certain
index word and also the number of registration 1n the search
information file, and 1n following embodiments, corresponds
to “Frequency of Appearance”. Further, updating the number
of search means to add one (1) to the current number of
search.

Master information means information which shows that a
certain index word 1s mastered by a user and means that, 1n
case of an English word as an index word, memorization of
Japanese meaning of the English word 1s completed. For
example, the master information is a mark like “©” and in
case that a user determines that 1t 1s mastered, such master
information 1s given to each index word by intention of the
user.

FIG. 6 shows a structural block diagram of one embodi-
ment of the learning apparatus of the invention.

Here, explanation will be carried out as to a case that
learning of English words and sentences using such English
words 1s carried out as the learning apparatus. However, this
case 1s not limitative and the mvention 1s also applicable to
learning of technical terms such as computer terms and legal
terms.

Further, the learning apparatus of the invention may be
realized as a stand-alone apparatus and also realized by
installing an exclusive application program as one function of
an electronic dictionary available 1n the market, or 1n a desk-
top personal computer, a notebook type personal computer
and a portable information terminal such as a PDA, or 1n
information equipment with various features such as a por-
table phone having data communication function.
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Various display devices such as an LCD, an EL and a CRT
may be used as the display unit 12 which visually displays
information used for learning to users.

Various mnput devices such as a keyboard, a mouse, a touch
panel, a track ball and a pen may be used as the input unit 13
which, other than those devices, may have an additional func-
tion which 1s capable of various inputs such as various char-
acters, signs and voices like a handwritten character input and
buttons of a portable phone.

While the communication unit 14 is not essential for learn-
ing a word, 1t 1s used 1n the case that a word to be learned 1s
obtained through communication from a content provider or
other external servers, or a learning problem or result 1s sub-
jected to two-way communication.

Accordingly, the communication unit 14 has a wireless
communication function such as wireless LAN and Bluetooth
and a network connecting function such as a telephone line,
an Fthernet LAN, ISDN and ADSL.

The memory unit 15 may be a semiconductor memory such
as ROM and RAM, a memory device such as an IC card and
a hard disc and a movable memory medium such as a CD-R/
CD-RW, MO and MD.

The memory unit 15 comprises a learning program
memory unit 151 for storing a learning program which real-
1zes each function of the learning apparatus of the invention,
a learning data memory unit 152 for storing information by
which a user learns words etc. (wordbook data, 1llustrative
sentences and quiz sentences) and a learning result memory
umt 153 for storing the learning result of the user.

Here, 1t 1s preferable to use a read only semiconductor
memory such as ROM as the learning program memory unit
151 but a rewritable RAM and an IC card may be used to
change a learning object.

Further, the learning program may be stored in a rewritable
storage medium such as a flash memory by downloading {from
a learning management server or a content provider located at
a distant place through the communication unit 14.

Each of the learning data memory unit 152 and the learning,
result memory unit 153 is one which stores different data with
respect to each user, respectively, and may be a rewritable
storage medium such as a RAM and a hard disc.

The information to be stored 1n the learning result memory
umt 153 may comprise, for example, date of consulting a
dictionary (heremafiter referred to as a registration date), a
taken-out date, a master confirmation check column, a master
date and the number of consulting a dictionary (registration),
as described below.

The control unit 11 1s an unit for carrying out functions of
the learming apparatus of the invention and realized by a
so-called microcomputer comprising a CPU, aROM, a RAM,
a timer and an I/O controller. Each function of the learning
apparatus 1s realized by the CPU controlling the display unit
12, the mnput unit 13, the memory unit 15 and the communi-
cation unit 14 based upon the learning program of the mven-
tion stored 1n the learning program memory unit 151.

A function for acquiring data for learning in this imvention
will be described.

FIG. 7 shows a schematic tflow chart of data file preparation
function of the learning apparatus of the mnvention.

Here, explained 1s a case that, under such a situation that an
English sentence 1s displayed on the display unit 12, a user
reads the English sentence or translates it.

Firstly, in case that a user finds an English word as to which
he/she wish to know Japanese meaning 1n an English sentence
displayed on the display unit 12, a function for consulting a
dictionary 1s executed by designating the English word (step

S1).
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Then, the designated English word 1s stored as an index
word 1n the “search word file” (step S2).

FIG. 8 shows a content of one embodiment of the “search
word file”” 1n the invention.

For example, 1n case that a user designates a portion of
“pen” 1n the displayed sentence of “This 1s a pen” and then,
the portion 1s reverse-displayed and thereafter, the user
pushes a predetermined key, a program of a function for
consulting a dictionary 1s executed and as shown in FIG. 8,
“pen” 1s stored 1n the search word file as an index word.

The search word file comprises index words, translations,
word class and registration dates but 1s not limited to them. It
may be possible to register information necessary for learning,
at the same time.

Then, at a step S3, whole of one sentence including the
designated word 1s acquired and stored 1n the “illustrative
sentence file”.

For example, a sentence of “This 1s a pen” including the

designated word, “pen” 1s stored in the illustrative sentence
file.

Further, at a step S4, by a process for consulting a dictio-
nary which picks out translation corresponding to an imndex
word, information relating to the index word 1s stored as the
“dictionary data file”.

For example, as to the index word “pen”, information
shown 1n FIG. 9 1s stored.

Here, < K> and <#5> are abbreviations of information con-
tents shown thereafter and a mark of </> shows a break point
of completion of the information contents.

For example, < 7> 1s an abbreviation which shows that an
index word 1s shown thereatter.

<mr>,<ah>, <M¥> and <H#R> are abbreviations which
show a word class, a translation, an example of an English
sentence and a translation of the example of the English
sentence, respectively.

Then, at a step S5, by use of the “dictionary data file” of
FIG. 9, minimum structure of the search word file and the
wordbook file used for learning 1s prepared.

FIG. 10 shows one embodiment of contents of the “word-
book storage buifer” before the wordbook file 1s prepared.

FIG. 10 shows one picked up a head portion of translation
<#> 1n the “dictionary data file” relating to pen shown 1n

FIG. 9.
Thatis, ©“~27,“ 3XF£%" and *“ & following <a>1, <ak>2
and <&>3 are picked out and cited behind the index word,

&k -

pen”.

In case that there 1s an instruction for registering contents
of this “wordbook storage bufler”, contents of translation 1s
registered 1n the “search word file” shown 1n FIG. 8 together
with a word class to the index word and registration date.

Thereafter, the program having a function for updating
wordbook preparation 1s executed and the wordbook file as
shown 1n FIG. 12 1s prepared.

In FIG. 12, “taken-out date” means a date when an index
word 1s taken out for learning and “taken out” means that an
index word, 1ts translation and related information are stored
in a movable type memory such as an IC card and taken out to
other information terminal or a learning server through a
network.

A “check column” 1s a column which shows whether the
word 1s already mastered (completion of memorization) or
not, in case that “©” is given, 1t means to be mastered, and its
master date 1s stored 1n the master date column.

In case that there 1s no registration 1n the check column, it
shows that 1t 1s not yet mastered and means that 1t 1s a word to
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be presented as a test for learning. The “frequency of appear-
ance” means the number of search such as consulting a dic-
tionary by a user.

FIG. 11 shows one embodiment of the wordbook file 1in the
invention and shows the wordbook file before the wordbook

of F1G. 12 1s prepared by use of the “search word file” of FIG.
8.

Process for updating wordbook file preparation will be
described later but 1n case that three words shown 1n FIG. 8
are tried to be newly registered under the situation shown 1n
FIG. 11, “ball” and “pen” are already registered so that the
frequency of appearance 1s updated by adding one (1) and
“desk” 1s registered as new registration so that the frequency
ol appearance 1s set to be one (1).

The foregoing 1s the schematic flow chart of the data file
preparation function 1n the invention and the prepared search
word file and wordbook file are brought over to a program for
preparing a test for learning. In the learning test preparation
program, appropriate tests are automatically prepared 1n an
appropriate order by use of the imnformation stored in the
wordbook file and presented to users.

Them one embodiment of a process for acquiring the 1llus-
trative sentence file shown in the step S3 (shown 1 FIG. 7)
will be described.

FIGS. 13(a) and 13(d) show flow charts of the process for
acquiring the illustrative sentence file 1n the invention.

In case that the flow chart of FIGS. 13(a) and 13(b) are
executed, for example, as shown 1n FIG. 14, a sentence “It
translates English sentences into appropriate Japanese.”
which contains “appropriate” as an object for consulting a
dictionary 1s acquired as an illustrative sentence for “appro-
priate” and stored in the illustrative sentence file.

In FIGS. 13(a) and 13(b), a letter string as an object for
consulting a dictionary or for giving a translation (hereinafter,
referred to as letter string S, “appropriate” in FIG. 14) 1s
scanned in sequence from a top of a sentence displayed on the
display unit 12 (step S11).

Then, 1t 1s checked whether or not a sentence boundary
pattern 1s included 1n a letter string as an object for consulting,
a dictionary or for giving a translation (step S12).

The sentence boundary pattern 1s one in which a pattern
showing a boundary between sentences 1s set to be registered
in advance since such patterns are predetermined to some
extent. For example, in case of an English sentence, the pat-
tern comprises combination of “sentence end mark™”+
“blank™+*“head capital word”. Here, “sentence end mark™ 1s,
for example, period (.), ? and!.

Further, 1n case of a Japanese sentence, the “sentence end
mark (. , ? or !)” may be used as the sentence boundary
pattern.

The sentence boundary patterns are stored in a sentence
head position storage butfer. The sentence head position stor-
age buller 1s a memory which stores temporarily the sentence
boundary pattern at the beginning of the sentence which was
found at the time of scanning.

Then, 1n case that the sentence boundary pattern 1s not
included, routine goes to a step S17 and 1t 1s checked whether
or not there 1s a letter string ahead of the letter string S.

Then, 1n case that there 1s a letter string, a portion of N
letters ahead of the letter string S 15 expanded (step S18) and
the routine returns to the step S12.

Here, “expand” means that a letter string as an object for
consulting a dictionary or for giving a translation 1s acquired
and then, a letter string adjacent to a letter string which a user
reversed 1nitially 1s further acquired.

In case that there 1s no letter string ahead of the letter string
S at a step S17, since the letter string S 1s a head of a sentence,
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the routine goes to a step S19 and the position of the letter
string S 1s stored 1n the sentence head position storage buller
and the routine goes to the step S14.

In case that a sentence boundary pattern 1s included 1n the
sentence head position storage bufler at the step S12, a head 53
capital word 1n the sentence boundary pattern 1s stored 1n the
sentence head position storage butler (step S13).

In the sentence shown in FIG. 14, a capital word “It” 1s
stored at a portion of “program. It”.

Then, at the step S14, it 1s checked whether or not a sen- 10
tence boundary pattern 1s included behind the “head capital
word” which was judged at the step S13.

In case of absence of the sentence boundary pattern, it 1s
checked whether or not there 1s a letter string behind the letter
string S (step S20). 15

In case of presence of the sentence boundary pattern, the
routine goes to a step S21 and a portion of N letters in the letter
string located behind 1s expanded (step S21) and the routine
returns to the step S14.

In case that there 1s no letter string at the step S20, a final
position of the letter string S 1s stored 1n a sentence end
position storage buller (step S22) and the routine goes to the
step S16. Here, the “sentence end position storage buffer” 1s
a memory which stores temporarily information of a sentence
end position acquired (for example, period, 7, !).

In case that a sentence boundary pattern 1s included at the
step S14, the routine goes to the step S135 and a “sentence end
mark”™ 1s stored 1n the sentence end position storage buifer. In
the sentence shown 1n FIG. 14, the period behind “Japanese™
1s stored. Then, a letter string located between the sentence
head position storage file and the sentence end position stor-
age file 1s stored 1n the 1llustrative sentence file (step S16).

In the sentence shown 1n FI1G. 14, “It” of sentence head and
period of sentence end (period of “Japanese.”) are picked out
over expanding each N letters ahead of and behind “appro-
priate” and a letter string between them i1s judged as one
sentence so that a sentence “It translates English sentences
into appropriate Japanese.” 1s acquired.

By the above-stated process, a sentence including a word
(appropriate) which was subject to consulting a dictionary 1s
picked out and stored as an illustrative sentence and this
illustrative sentence 1s used as a test sentence in case of
learning. Generally, there are many cases that reference 1llus-
trative sentences which are stored 1in a dictionary in advance
and ones which are prepared by a test master independently 1n
advance are used as test sentences in case of learning.

However, since there 1s high possibility that a sentence
including a word that a user picked up by consulting a dictio-
nary on his/her own free will 1s a word that the user once
looked at and striked the user, 1t 1s considered to be able to
improve learning efficiency in case that a sentence including
a word that a user himseli/herself picked up by consulting a
dictionary is presented as an illustrative sentence for learning
rather than presenting a reference sentence of a dictionary.

Then, a process for preparing a wordbook file shown at the
step S5 1n FIG. 7 will be described.

By carrying out this preparation process, the search word
file shown 1n FIG. 8 and the wordbook file shown 1n FIG. 12
are prepared from the dictionary data file shown in FIG. 9.

FI1G. 15 shows a flow chart of processing for preparing the
wordbook file in the mvention shown in the step S3.

Firstly, at a step S31, contents of the dictionary data file are
read out to a memory area for work. Here, variable n which
shows the number of lines 1s mnitialized to 1. 65

Then, at a step S32, 1t 1s checked whether or not n-th line
which 1s focused 1n the dictionary data file 1s a final line. In
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case that1t 1s not a final line, the routine goes to a step S33 and
only one line portion of the n-th line which 1s focused 1is
picked out.

It 1s checked whether or not a “data start tag” exists as to
one line picked out (step S34).

Here, the “data start tag™ 1s a preset tag 1n advance and for
example, <aR> shown 1n FIG. 9 1s set to be a start tag.

In FIG. 9, there exists no <3R> 1n first and second lines and
it 1s confirmed that it exists 1n a third line.

In case of absence of the “data start tag”, n+1 1s set to n 1n
order to confirm a next line (step S38) and the routine returns
to the step S32.

In case of presence of the “data start tag™, the routine goes
to a step S33 and 1t 1s checked whether or not “data comple-
tion tag” exists (step S35). Here, the “data completion tag™ 1s
a preset tag 1n advance and for example, </> shown in FIG. 9
1s set to be a completion tag.

In case of absence of the completion tag, the routine goes to
a step S38.

In case of presence of the completion tag, the routine goes
to the step S36 and data located between the data start tag and
the data completion tag 1s stored in the wordbook storage
buifer and the routine goes to a step S38. For example, since
there exists the data completion tag at a third line, data of
<F>]1 ~ 1| 7FE- -1 ]</> 15 stored 1in the wordbook storage
butfer.

Such processing of the steps from the step S32 through S38
1s repeated and thereatter, at the step S32, 1n case that 1t 1s
judged to be a final line, the routine goes to the step S37 and
contents of the wordbook storage buflfer are orgamized.

Organizing the contents of the wordbook storage buffer
means that only information necessary as a wordbook data 1s
picked out.

Considering the dictionary data file shown 1n FI1G. 9, data
located between < 3> as the data start tag and </> as the data
completion tag 1s picked out and the following three words
are stored in the wordbook storage builer.

<BR)>1 <[ 7FE-Forv]</>

<FR>2 XER. i<l

< BR>3 X XEOT />

Here, all information stored may be used as the wordbook
data for learming, but one which only necessary data to a user
1s picked out such as only head translations (~-*#%%x#) 1n each
acceptation or only a head translation of a head acceptation
(~>) may be used as the wordbook data. Limiting informa-
tion quantity as stated above 1s effective 1n case of a portable
terminal which has a small memory capacity.

Then, at the step S37, in case that only head acceptation 1n
cach acceptation 1s picked out and orgamized, information
(pen, ~X®EIE) a5 shown 1n FIG. 10 1s stored 1n the word-
book storage buifer.

Then, at the step S39, carried out 1s a process for registering,
contents of this wordbook storage butfer to the search word
file. Here, registered are “translation™, “word class” and “reg-
istration date” with regard to the index word (pen) which was
the object for search.

Further, at a step S40, the wordbook file shown 1n FIG. 12
1s prepared and updated by use of the contents of the search
word file.

Here, 1n case that the prepared wordbook file has already
existed, considering the contents, in case of a new index word,
it 1s added and 1n case of the already stored index word, one
(1) 1s added to the column of frequency of appearance.

FIGS. 16(a) and 16(d) show detailed flow charts of process
for preparing and updating the wordbook file at the step S40.

By this process, the wordbook file shown 1n FIG. 12 1s
prepared or updated.
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Firstly, at a step S51, the existing wordbook file 1s read in a
work memory area of the control unit 11.

The wordbook file 1s stored 1n the memory unit 15 of the
learning apparatus of the mnvention or may be downloaded to
the memory unit 15 from a transportable type memory such as
an IC card or a server or other information terminal through a
network.

Incidentally, 1n case that even one word 1s not registered in
the wordbook file, there 1s no content to be read 1n but by
process after a step S54, a wordbook file 1s newly prepared. In
the following embodiment, the wordbook file shown in FIG.
11 1s read 1n.

At a step S52, the search word file shown 1n FIG. 8 1s read
in the work memory area of the control unit 11. Here, a word
l1st that a user newly searched 1s stored 1n the search word file.

At a step S33, the number m 1s 1nitialized 1n order to count
words 1n the search word file one by one. Here, m=1.

Then, at a step S54, it 1s checked whether or not m-th word
exists in the search word file. In case of absence of the m-th
word, the routine goes to a step S55 and the wordbook file 1s
displayed and then, the process 1s completed. For example, 1n
FIG. 8, there exist three (3) words and 1n case of m=4, the
wordbook file 1s displayed and then, the process 1s completed.
Further, in case of absence of any words 1n the search word
file, the process 1s completed 1n the same manner.

At the step S34, 1n case of existence of the m-th word, the
routine goes to a step S36 and data D of word number m 1s
selected. For example, 1n case of m=1, “index word”’="ball”
in FIG. 8 1s selected as the data D.

Then, at a step S57, 1t 1s checked whether or not the data D
exists 1n the wordbook file.

Here, 1t 1s checked whether or not the same words as “index
word”, “translation” and “word class” 1n the search word file
exist 1n the wordbook file.

In FIG. 8, 1n case of m=1, 1t 1s checked whether or not there
exists a word which coincides with data of “ball™, A #&8>°
“noun” 1n the wordbook file shown 1n FIG. 11. In case of
absence of the data D, the routine goes to a step 39 and the
data D 1s added to the wordbook file to be newly registered.
Further, a check column corresponding to the data D of the
wordbook file and columns of master date and frequency of
appearance are initialized (step S60).

As to the “ball” as the above-stated data D, 1t 1s not existed
in FIG. 11 and so, newly registered in the wordbook file by the
process of the step S59.

After this registration, index word, translation, word class
and registration date relating to the word ““ball” are added to
the wordbook file as shown 1 FIG. 12.

Further, by the initialization at a step S60, “no mark™ 1s set
in the check column, “no mmput” 1s set 1n the master date, and
one (1) 1s set 1n the frequency of appearance.

After the step S60, the routine goes to a step S64 and the
number m 1s increased by one (1) 1n order to check a next
word and then, the routine returns to the step 54.

At the step S57, 1n case that the data D exists 1n the word-
book file, the routine goes to the step S58 and 1t 1s checked
whether or not there is a master mark “©” in the check
column of the data D 1n the wordbook file.

In case of absence of the master mark ©, the routine goes
to the step S63 and one (1) 1s added to the frequency of
appearance of the data D.

That 1s, the frequency of appearance 1s counted up as con-
sulting a dictionary 1s newly carried out as to the data D,
which means thatnecessity for learning 1s one rank upgraded.

For example, in the search word file of FIG. 8, data D as an
object to be searched 1s “boy™ 1n case of m=2, but since data
of the index word “boy” has already existed 1n the wordbook
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file of FIG. 11 and no master mark exists in the check column,
by the steps S58 and S61, one (1) 1s added to the frequency of
appearance so that the frequency of appearance of “boy”
becomes two (2) as shown 1n FIG. 12.

Further, at the step S58, 1n case of presence of the master
mark ©, the routine goes to the step S61 and an alarm display
1s shown. The reason that the alarm display 1s shown 1s that an
operation for consulting a dictionary 1s carried out regardless

of the existing master mark and there 1s a possibility that the
master level 1s not enough.

The alarm display may be carried out 1n such a manner that
for example, the message of “An operation for consulting a
dictionary 1s carried out although a user says that 1t 1s already
memorized. The memorized check 1s canceled.” 1s displayed
on the display uniat.

Then, the routine goes to the step S62 and the master mark
© ofthis data D is deleted and the master date is also deleted.
Further, at the step S63, one (1) 1s added to the frequency of

appearance.

For example, 1n the search word file of FIG. 8, data D as an
object to be searched 1s “pen” 1n case of m=3, but since data
of the index word “pen’ has already existed 1n the wordbook
file of FIG. 11 and the master mark © exists in the check
column, by the processes of the steps S38, S61, S62 and S63
as shown 1n FIG. 12, the check column of the index word
“pen” and the master date become blank and the frequency of
appearance becomes two (2).

As stated above, with regard to all words in the search word
file, the wordbook file 1s prepared or updated and the word-
book file 1s displayed on the display unit by the step S35. The
display of the wordbook file 1s carried out for seeking a user
confirmation and 1t may be possible that a user modifies the
contents or deletes i1t intentionally if there 1s no necessity,
upon looking at the display.

By using the contents of the wordbook file, tests for learn-
ing are prepared. Here, the frequency of appearance 1s set
with respect to each word so that priority order of test pre-
sentation can be controlled and effective learming for users
may be improved by presenting a test of high frequency of
appearance on ahead.

In the above embodiment, in the flow charts of FIG. 7, FIG.
15 and FIGS. 16(a) and 16(b), they are explained that the
processes from the preparation of the search word file shown
in FIG. 8 to the preparation and updating of the wordbook file
shown 1n FIG. 12 are carried out by the function for consult-
ing a dictionary, but 1t 1s not limited to this.

For example, 1t may be possible that, 1n case that a user has
conducted the operation for consulting a dictionary, the
search word file shown 1n FIG. 8 or the illustrative sentence
file 1s prepared and upon execution of the learning function,

the process for preparing and updating the wordbook file
shown 1n FIGS. 16(a) and 16(b) are carried out.

That 1s, 1n the process shown 1n FIG. 15, process of the step
5S40 15 not carried out and, process for preparing and updating,
the wordbook file of the step S40 may be carried out 1n the
learning function program of the learning apparatus.

This 1s effective 1n such a case that an information terminal
in which a user consults a dictionary and a learning terminal
are disposed separately, and the memory capacity of the infor-
mation terminal 1n which an operation for consulting a dic-
tionary 1s carried out 1s small.

At this time, in the information terminal in which the
operation for consulting a dictionary is carried out, data of
“search word file” shown 1n FIG. 8 in which small memory
capacity works 1s prepared and this data can be transferred to
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the memory unit of the learning terminal by storing it in a
transportable memory such as an IC card or through a net-
work.

Accordingly, only the “search word file” which a user has
acquired by the operation for consulting a dictionary 1s freely
taken out through a transportable memory and incorporated
in other learning terminal having process of the step S40 so
that a user can carry out learning anyplace.

In particular, 1n case that the learning terminal 1s a portable
type information terminal or a portable phone, 1t 1s possible to
carry out learning 1n transit regardless of time and place so
that learning efficiency may be improved.

Then, one embodiment of process for presenting a test for
a word test by use of the wordbook file which 1s prepared as
stated above will be described.

FIG. 17 shows one embodiment of criterion 1tems which
determine an order of priority 1n presenting a test. Here, four
(4) 1items of “frequency of presenting a test N17°, “difficulty
level N2, “time required for an answer N3” and “days
required for mastering N4 are shown as the criterion 1tems
but they are not limited to these.

Each value of these criterion 1tems may be set by a user.

Here, “difficulty level N2” 1s not included in the informa-
tion of the above-stated wordbook file but can be acquired
from for example, the result of giving a translation or the
result of consulting a dictionary.

As the “time required for an answer N3, time from test
presentation on the display unit to an answer iput of a user
measured by a timer may be used.

Further, as this time N3, it 1s preferable to save the mea-
sured value upon the previous test.

“Days required for mastering N4 may be calculated by the
difference of the “master date” to which the master mark © is
given and the “register date”.

FI1G. 18 shows a flow chart of one embodiment of process
for presenting a test in the invention.

Firstly, at a step S81, one line of word test data 1s read in
from the wordbook file.

Then, 1t 1s checked whether or not the word test data has
been already presented (step S82).

In case ol no presentation as a test, the routine goes to a step
S83 and 1t 1s checked whether or not 1t 1s unmastered data. In
case of unmastered data, the routine goes to a step S89 and the
word test data 1s stored 1n a priority presenting test builer.

Here, the prionty presenting test builer 1s an area which
stores temporarily the word test data, and the word test 1s
presented 1n its storing order.

In case that 1t 1s not unmastered data, 1t 1s checked whether
or not time required for answer 1s more than N3 seconds (step
S84).

In case of more than N3 seconds, the routine goes to a step
S89 and 11 not, goes to the step S85.

At the step S83, 1t 1s checked whether or not days required
for mastering are more than N4 days, and 1n case of more than
N4 days, the routine goes to the step S89 and if not, returns to
the step S81.

Further, at the step S82, 1n case that 1t 1s unpresented data,
the routine goes to the step S86 and it 1s checked whether or
not the frequency of appearance 1s more than N1 time.

In case of more than N1 time, the routine goes to the step
S89 and 11 not, goes to the step S87.

Atthe step S87, 1t 1s checked whether or not difficulty level
of the word test data 1s more than N2, and 1n case of more than
N2, the routine goes to the step S89 and 11 not, goes to the step
S88.

At the step S88, 1t 1s checked whether or not 1t 1s a word
whichrelates to a previous test, 1.e., a synonym or a word from
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the same source, and 1n case of the related word, the routine
goes to the step S89 and if not, returns to the step S81.

As stated above, test presenting order 1s determined by
setting various criterion items and therefore, a learning test
may be presented in such a manner that a user can master
cifectively and 1n a short time.

As a method for presenting a user a learning test whose
presenting priority 1s determined as stated above, there 1s a
method for visually displaying a test sentence on the display
unit or a method for phonetically outputting a test sentence by
use of a speaker.

Further, as a method for answering by a user, there 1s a
method for inputting characters or selection number through
the imput unit such as a keyboard or a method for inputting an
answer by use of voice.

Further, more effective learning 1s possible by use of com-
bination of the above-stated methods for presenting a test
sentence and for answering, considering advantages of a user.
For example, the combination of presenting a test sentence by
use ol voice and an answer by key-inputting a selection num-
ber 1s effective to a listening test.

Further, 1t was described above that, in case that the search
word file and the wordbook file can be stored 1n a transport-
able memory such as an IC card and be taken out, a user may
carry out learning anyplace so that it 1s helptul for improving
cificiency of learming. However, 1n case that a learning termi-
nal 1s a portable information terminal, there are many cases
that 1ts memory capacity 1s smaller as compared with a desk-
top type terminal and 1t 1s preferable that an amount of data to
be taken out 1s as small as possible.

Therelore, it 1s preferable for a user himselt/herself to be
able to select which data should be taken out.

As amethod for selecting data to be taken out, 1t 1s possible
for auser to select one by one by displaying a list of wordbook
data but this operation 1s not easy and so, becomes a burden to
auser. Then, criterion for taking out shown 1n FIG. 19 1s preset
in advance and data 1s automatically stored in an IC card
based upon the criterion, which 1s preferable to a user since 1t
does not become a burden to the user.

For example, supposing that capacity for taking out1s 5 K
bites of a portable phone, data of about twenty five (25) words
may be taken out 1n case that data 1s about 200 bites per a word
data.

Further, 1n case that master pace of a user 1s about 10 words
per one day as average and there 1s necessity that words for
two (2) weeks, 1.e., 140 words have to be taken out, data for
taking out may be automatically stored 1n an IC card by such
setting.

According to the learning apparatus of the invention, infor-
mation necessary for learning i1s obtained from information
relating to an index word which 1s searched by a dictionary
search and therefore, 1ts information can be acquired easily
without any burden to users and 1t becomes possible to carry
out etfective learning with respect to each user.

Further, since an illustrative sentence which a user once
looked at directly 1s acquired, effective learning to the user
can be carried out by presenting a learning test which presents
this illustrative sentence.

Furthermore, since the number of searching words by a
user 1s registered, a test may be presented with priority as to a
word that a user has not yet mastered and a word that 1t takes
time to master and therefore, it 1s possible to carry out effec-
tive learning to the user.
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3. Concrete Structure of Portable Information Terminal and

Embodiment of 1ts Learming Process
Hereinafter, a concrete structure of the portable informa-

tion terminal 4 and an embodiment of 1ts learning process will

be described. Here, the portable information terminal 4 1s
called as an electronic learning apparatus.

This mvention provides an electronic learning apparatus
which comprises an information recerving unit for recerving,
plural kinds of test preparation use mformation, a received
information storage unit for storing the received information,
a test preparation unit for preparing a test in accordance with
a kind of the recerved information, and a display unit for
displaying a display content including the prepared test on a
screen.

That 1s, one of features of the electronic learning apparatus
of the invention 1s such a point that plural kinds of test prepa-
ration use information provided by an outside test master 1s
received and various tests are prepared 1n accordance with a
kind of the received information and they are presented to
respondents.

Here, the plural kinds of test preparation use information
are, 1n case that they are, for example, of English word test
preparation use, plural kinds of combination of an index word
(or index), a word class, a translation and an 1llustrative sen-
tence of a word which 1s selected from an English-Japanese or
Japanese-English dictionary and for example, they are:

(1) Index of a word and 1ts translation,

(2) Index of a word, its translation and indexes of other plural
words which are similar to the word,

(3) Index of a word, its translation and an illustrative sentence
including the index, and

(4) Index of a word, 1ts translation, an illustrative sentence
including the index and indexes of other plural words
which are similar to the word.

In this case, a test prepared by a test preparation unit 1s, for
example, tests such as:

a word card test in which a translation of a word 1s requested
to be answered 1n accordance with the above (1),

a multiple choice test 1n which a translation of a word 1s
requested to be selected from plural options 1n accordance
with the above (2),

a fill-in window test 1n which a blank part in an illustrative
sentence 1s filled 1n accordance with the above (3), and

a fill-in window test 1n which a blank part in an illustrative
sentence 1s filled from an option 1n accordance with the
above (4).

A test master, for example, may arrange test preparation
use information at a terminal apparatus like a personal com-
puter and may distribute 1t by use of a wireless or wired
communication line through an apparatus like a server. In this
case, it may be possible that the information recerving unit of
the mvention has a function for receiving information which
1s provided from outside and a known small size communi-
cation terminal, for example, a receiving apparatus which 1s
built in a portable phone may be preferably used as this unait.

However, the information receiving unit 1s not limited to
this and an FD drive device, a tape recorder, a memory stick
reader may be used as this unit 1n accordance with informa-
tion providing mannetr.

Further, the received information storage unit which stores
information which 1s received (recerved information) may be
constructed by for example, a RAM and also, may be con-
structed integrally with a microcomputer, together with the
test preparation unit which prepares a test in accordance with
a kind of information which 1s received.

Further, a small si1ze liquid crystal display and an EL dis-
play may be preferably used 1n the display unat.
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An electronic learning apparatus of the imnvention may fur-
ther comprise an input unit by use of which an answer 1s
inputted according to need and an answer evaluation unit for
evaluating the inputted answer and displaying the evaluation
result on the display unait.

It may further comprise a display content adjustment unit
for adjusting 1n such a manner that display contents to be
displayed on the display unit may be displayed within one
screen of the display unit. Incidentally, the answer evaluation
umt and the display content adjustment unit may be con-
structed 1ntegrally with the microcomputer.

As stated above, the electronic learming apparatus of the
invention comprises the information recerving unit, the
received information storage unit, the test preparation unit
and the display unit as 1ts basic structure, and further com-
prises the answer evaluation unit and the display content
adjustment unit as its additional structure, and a hardware
portion of such structures may be united with a small size
communication terminal such as a portable phone, and since
storage capacity (imemory capacity) of the recerved informa-
tion storage unit 1s small, a portable information terminal of
the invention 1s easily constructed by being incorporated with
a portable communication terminal which 1s generally used
by changing only software.

Further, because of the relation between the test prepara-
tion use information and the test prepared as stated above, 1in
a learning electronic apparatus of the mvention, 1n case that
the recetved test information comprises a plurality of index
words, translation corresponding to each index word and
semantic attribute, the test preparation unit may prepare a test
in which, with regard to one (1) index word, a correct trans-
lation 1s to be selected from 1ts translation and a plurality of
translations which have the same semantic attributes.

In case that the received test information comprises an
index word and a sentence including the index word, the test
preparation unit may search the index word 1n the sentence
and deletes the word, and may prepare a test in which the
index word has to be filled 1n the sentence 1n which the index
word 1s deleted.

In case that the recerved test information includes a plural-
ity of index words and a translation which corresponds to one
of them, the test preparation unit may prepare a test 1n which
the index word which corresponds to the translation 1s to be
selected from a plurality of index words.

In case that the received mnformation comprises an mndex
word and a sentence including the index word and a mark 1s
added to the index word 1n the sentence, the test preparation
unit may delete the index word with the mark from the sen-
tence and may prepare a test in which the index word 1s to be
filled 1n the sentence in which the index word 1s deleted.

In case that the received information comprises an index
word, a sentence including the index word and a plurality of
other index words, the test preparation umit may delete the
index word 1n the sentence, and may prepare a test in which a
correct index word 1s to be selected from the deleted index
word and a plurality of other index words and to be filled 1n
the deleted portion of the sentence.

FIG. 20 1s a block diagram which shows an electronic
circuit of the embodiment according to the electronic learning
apparatus of the invention. As shown in the same figure, the
clectronic learning apparatus comprises an information
receiving unit 51 for recerving plural kinds of test preparation
use information, a receirved mformation storage umt 52 for
storing temporarily the recetved information, a test prepara-
tion unit 33 for preparing a test 1n accordance with a kind of
the recerved mformation, a test storage unit 57 for storing
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temporarily the prepared test and a display unit 54 for dis-
playing the read-out test from the test storage unit 57 on a
screen.

Further, the electronic learning apparatus comprises a dis-
play adjustment unit 58 for adjusting 1n such a manner that
display contents to be displayed on the display unit 54 are
displayed within one screen of the display unit 54, an input
unit 56 1n which a user inputs an answer, an answer evaluation
unit 55 for evaluating the mnputted answer and displaying the
evaluation result on the display unit 54, a learning history
storage unit 60 for storing learming history of a respondent
and a control unit 59 for controlling the above each unat.

Further, the test storage unit 57 comprises a word card test
butler 57a, a fill-in window test buffer 575, a four (4) choice
test butler 57¢ and a fill-in window+1iour (4 ) choice test butier
57d, 1n order to store the prepared test in accordance with 1ts
kind, and further comprises a format sentence storage builer
57e for storing format sentences which are added to the pre-
pared test.

Incidentally, 1n this embodiment, the informationrecerving,
unit 51 comprises a receving apparatus for use 1n a portable
phone, the 1nput unit 56 comprises a keyboard or a push
button switch for inputting numerals, Japanese and English
characters and various functions, and a liquid crystal display
1s used as the display unit 54. Then, the received information
storage unit 52, the test preparation unit 53, the answer evalu-
ation unit 35, the test storage umt 57, the display content
adjustment unit 58, the control unit 59 and the learning his-
tory storage unit 60 are constructed integrally with a micro-

computer which comprises a CPU, a ROM and a RAM.

Operations of such a structure will be then, described.

Firstly, in case that the information receiving umt 51
receives test preparation use information (hereinaftter,
referred to as word test preparation use data), the word test
preparation use data 1s stored in the received imformation
storage unit 52 as shown 1n FIG. 24.

All of word test preparation use data comprise at least, an
index (index word), word class and translation, and may
turther a semantic attribute, an example of a wrong answer,
and an 1llustrative sentence.

Then, the test preparation unit 33 stores the test presenting,
data 1n the test bullers 57a-574d which respond to convert
word test preparation use data to test presenting data by
processes shown 1n a flow chart of FIGS. 21(a), 21(b) and
21(c).

In FIGS. 21(a), 21(d) and 21(c¢), firstly, word test prepara-
tion use data 1s read out from the recerved information storage
unit 52 by predetermined processes and “index’ 1s picked out

from the data (step S201).

Then, 1n case that the data includes an illustrative sentence
(step S202) and the 1llustrative sentence does not have a fill-in
window designation (an 1dentification mark such as ( ) and a
underline 1s added to a word so that the word 1s designated in
an 1llustrative sentence)(step S203), each word in the 1llustra-
tive sentence 1s compared with the index and the word which

comncides to the index 1s designated as fill-in window (step
S204).

Then, 1t 1s processed 1n such a manner that a word as {ill-in
window designation 1n an illustrative sentence 1s made blank
(a sentence with fill-in window 1s formed) (step S205), and 1n
case that “an example of a wrong answer” exists in the word
test preparation use data (step S206), an index, translation and
an 1llustrative sentence are stored 1n the fill-in window test
butlter 575 (step S207), and at the same time, the index and the
example of the wrong answer are stored 1n the four (4) choice
test butler 57¢ (step S208), and further, the index, an illustra-
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tive sentence with fill-in window and the example of the
wrong answer are stored 1n the fill-in window+1iour (4) choice
test butler 57d (step S209).

At the step S206, 1n case that no “example of a wrong
answer’’ exists but there 1s a semantic attribute (step S210), all
of the word test preparation use data which is stored in the
received information storage unit 52 are searched so that three
(3) words having the same semantic attributes are collected
(step S211). Then, an index, a translation, an 1llustrative sen-
tence and indexes of the collected words are stored in the
f1ll-in window+four (4) choice test butler 57d (step S212).
Further, at the step S210, 1n case that no “semantic attribute™
exists, an index, a translation and an 1llustrative sentence are
stored 1n the fill-in window test butlier 575 (step S213).

In case that there exists no 1llustrative sentence at the step
S202 and further, there exists no “‘example of a wrong
answer”’ or no “semantic attribute” (steps S214, S215), an
index and a translation are stored in the word card test buifer
57a (step S216). Then, at a step S214, 1n case that there exists
“an example ol a wrong answer”’, an index, a translation and
the example of the wrong answer are stored in the four (4)
choice test butler 57¢ (step S217).

Further, 1n case that there exists “semantic attribute” at the
step S2135, all of the word test preparation use data which 1s
stored 1 the recerved information storage unit 52 are
searched, and three (3) words which have the same semantic
attributes are collected (step S218), and an index, a translation
and indexes of the collected words are stored 1n the four (4)
choice test butter 57c¢ (step S219).

The foregoing processing 1s carried out for all of the word
test preparation use data which 1s stored 1n the recerved infor-
mation storage unit 52 (step S220).

FIG. 24 shows a concrete example of the word test prepa-
ration use data which 1s stored in the received information
storage unit 52. Then, more concrete processing 1n the test
preparation unit 55 will be described by use of the word test
preparation use data shown 1n FIG. 24 and the flow char of
FIGS. 21(a), 21(b) and 21(c).

In FIGS. 21(a), 21(b) and 21(c¢), firstly, an index “dainty”
of No.1 word test preparation use data 1s picked out 1n FI1G. 24
(step S201). Then, 1t 1s confirmed whether or not “illustrative
sentence” exists (step S202), “example of wrong answer”
exists (step S214) or “semantic attribute” exists (step S215).
Since each of the above 1s not included 1n the No.1 word test
preparation use data, the mdex “dainty” and its translation
“ER7%” are stored as word card test presentation data 1n the
word card test buller 57a as shown at No.1-1 of FIG. 25 (step
S5216) and the process returns to the step S201.

Then, at the step S201, an index “observation” of No.2
word test data 1s picked out in FI1G. 24. Then, it 1s confirmed
whether or not “illustrative sentence” exists (step S202) and
since there exists no “illustrative sentence™ as to this word test
data, then, i1t 1s confirmed whether or not there exists
“example of wrong answer” (step S214). Since this word test
data has (1) “agreement™, (2) “contract”, (3) “declaration” as
the example of wrong answer, the index “observation”, its
translation “#%%” and wrong answer examples (1)-(3) are
stored 1n the four (4) choice test butfer 57¢ as four (4) choice
test presentation data as shown at No. 3-1 of FIG. 27 (step
S207) and the process returns to the step S201.

Then, at the step S201, an 1ndex “mouth” o1 No.3 word test
data 1s picked out 1n F1G. 24. Then, 1t 1s confirmed whether or
not there exists “illustrative sentence” (step S202) and since
this word test data has the “illustrative sentence”, 1t 1s then,
confirmed whether or not there exists fill-in window designa-
tion 1n the illustrative sentence, 1.e., whether or not there
exists a word having ( ) in the illustrative sentence (step
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S5203). Since this illustrative sentence has a word having ( ), a
word 1n ( ) 1s deleted (step S205).

Then, 1t 1s confirmed whether or not there exists “wrong
answer example” (step S206) and since this word test prepa-
ration use data has the wrong answer examples (1)-(3), an
index, a translation and an 1llustrative sentence are stored 1n
the fill-in window test buffer 575 as shown at No.2-1 of FIG.
26. Further, an index “mouth™, 1ts translation “~” and wrong
answer examples (1)-(3) are stored 1n the four (4) choice test
bufter 57¢ as shown at No.3-2 in FIG. 27, and further, the
index, translation, illustrative sentence and wrong answer
examples are stored 1n the fill-in window+1iour (4) choice test
butler 574 as shown at No.4-1 in FIG. 28 (steps S207, S208,
S5209). Then, routine returns to the step S201.

Then, at the step S201, an 1index “stadium” of No. 4 word
test data 1s picked out in FIG. 24. Since this word test data has
an 1llustrative sentence 1n which there exists no word of fill-in
window designation, 1.e., no word having ( ), the routine goes
to the steps S202, S203, S204, and at the step S204, the
“index” 1s compared with each word of the illustrative sen-
tence, and the word which coincides to the index 1s designated
as fill-in window, 1.¢., ( ) 1s added to the word, and a word 1n
( ) 1s deleted at the step S205.

Then, 1t 1s confirmed whether or not there exists “wrong
answer example” (step S206) and since this word test prepa-
ration use data does not have the “wrong answer example”,
then, 1t 1s confirmed whether or not there exists “semantic
attribute” (step S210).

Since this word test data has a semantic attribute “buildin-
o’ all word test data which is stored 1n the received informa-
tion storage unit 52 1s searched and three (3 ) indexes of words
(Nos. 15, 26, 37 1n FIG. 24) which have the same semantic
attribute are collected (step S211). Then, the index, transla-
tion, illustrative sentence and collected three indexes are
stored 1n the fill-in window+four (4) choice test buller 374 as
shown at No. 4-2 1 FIG. 28 (step S212). By repeating such
processing, all indexes in FIG. 24 are picked out and then, the
test preparation unit 33 completes 1ts operation.

Then, test presenting operation of this electronic learning
apparatus will be described by use of a flow chart of FIGS.
22(a) and 22(b).

In case that a respondent operates the input unit 56 and
instructs start of test presentation, it 1s confirmed whether or
not there exists (remains) unpresented test data in each of the
test buflers 57a-57d of the test storage unit 37 (step S221). In
case that test presentation data which is stored 1n the test
bullers 57a-57d 1s unpresented test data (step S221), index
“dainty” and 1ts translation *“ £%%” are picked out as word card
test presentation data which 1s stored 1n the word card test
butler 57a from No. 1-1 1n FIG. 25 (steps S222, S223). Then,
a Torm sentence for use in a question which 1s stored 1n the
form sentence storage bufler 57¢ 1s added to the index and
displayed as follows (step S224).

What 1s the meaning of “dainty™?

Then, after the lapse of predetermined time (time that a
respondent think an answer), correct answer presentation use
form sentence 1s added to the translation and displayed as
tollows (step S225).

The correct answer 1s * £&%2”,

Then, the respondent 1s asked to input as to whether or not
it was correct from the mput unit 56 (step S226) and in case
that “It was correct” 1s mnputted (step S227), 1t 1s certified that
this word 1s mastered. Then, 1ts master date and time 1s stored
in the learming history storage unit 60 and the number of
correct answers which 1s stored 1s updated (step S228). Fur-
ther, 1n case that 1t was not correct, test presentation date and
time, the number of test presentation and total number of test
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presentation which are stored in the learning history storage
umt 60 with regard to this test are updated (step S229) and
routine returns to the step S221.

—

T'hen, fill-in window test presentation data which 1s stored
in the fill-in window test butier 575 and 1s shown at No.2-1 1n
FIG. 26 1s picked out as a fill-in window test (steps s221-
S5223). Then, since this test presentation data does not include
option for use 1n answering (step S230), a form sentence for

use 1n a question 1s added to the test presentation data and
displayed as follows (step S231).

What 1s the translation of “H”’ to be filled 1n?
My () dropped out when I heard 1t.

Then, a respondent input a word to be filled 1 ( ) (step
S232) and then, it 1s confirmed whether or not 1t coincides
with the correct answer “mouth” by the answer evaluation
unit 38 (step S233). Then, 1n case that 1t coincides with the
correct answer, routine goes to steps S228, 5229 and in case
that 1t does not coincide, the correct answer 1s displayed (step
S5234) and routine goes to the step S229.

Then, four (4) choice test presentation data which 1s stored
in the four (4) choice test butier 57¢ and shown at No.3-1 1n
FIG. 27 1s picked out as a four (4) choice test (steps S221-
S5223). Then, a form sentence for use 1n a question 1s added to

this test presentation data and displayed as follows (step
S235).

Please select an English which corresponds to the follow-
ing Japanese.
ok

(1) agreement
(2) contract

(3) declaration
(4) observation

In case that a respondent inputs an answer number (step
S5236), routine goes to a step S233 and similar processing as
stated above 1s carried out.

-

T'hen, four (4) choice test presentation data which 1s stored
in the four (4) test butier 57¢ and shown at No. 3-2 in FIG. 27
1s picked out as four (4) choice test and displayed as follows
in similar manner as stated above.

Please select an English which corresponds to the follow-
ing Japanese.

(1) mouth

(2) ear

(3) eye

(4) hair

Thereatter, similar processing as stated above 1s carried
out.

Then, test presentation data which 1s stored 1n the fill-in
window+lour (4) choice test butfer 374 and shown at No. 4-1
in FIG. 28 1s picked out and a form sentence for use 1n a
question 1s added thereto and displayed as follows (steps

S221-S223, S230, S237).
What 1s an English to be filled 1n the following?
My ( ) dropped out when I heard 1t.
(1) mouth
(2) ear
(3) eye
(4) hair
In case that a respondent mputs an answer number to it

(step S236), routine goes to a step S233 and similar process-
ing as stated above 1s carried out.

Then, test presentation which 1s stored 1n the fill-in win-
dow+iour (4) choice test butfer 574 and shown at No. 4-2 1n
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FIG. 28 1s picked out in the same manner and displayed as
follows (steps S221-5S223, S230, S237).

What 1s an English to be filled in the following?

He played rugby in many ( )s.

(1) hall 5

(2) tower

(3) stadium

(4) shack

In case that a respondent 1mputs an answer number (step
S236), routine goes to a step S233 and thereafter, similar
processing as stated above 1s carried out.

As stated above, a word test 1s prepared from word test
preparation use data which 1s received by the information
receiving unit 31 and provided to arespondent, and an answer
of a respondent 1s evaluated and learning history 1s recorded.

Incidentally, contents which are stored in the learning his-
tory storage unit 60 are displayed on the display unit 54 by
operation of a respondent at the mput unit 56.

Further, order of test presentation may be order of storing,
in the test storage unit 57, or may be order which 1s selected
and determined by operation of a respondent at the input unit
56, or random order.

FI1G. 23 15 a flow char which shows operation of the display
content adjustment unit 38 and display data 1s adjusted in such
a manner that 1t falls within one screen of the display unit 54
according to this flow chart.

That1s, 1n case that there are many characters in “test” to be
presented and its display exceeds width of the screen, the
display data 1s adjusted 1n such a manner that turn-up display
1s carried out (steps S241, S242).

Further, in case that there are many characters in “option”™
to be presented and 1ts display exceeds width of the screen, the
display data 1s displayed 1n ticker manner (steps S243, S244).

Further, 1n case that the display data to be presented -
exceeds height of the screen, a form sentence of “question” 1s
converted to a mark (or abbreviation) and then, added to head
line of a test and displayed fixedly and other lines thereunder
are displayed 1n scrolling manner (steps S245-S247).

By carrying out processing in such a manner, even 1n case 4,
that the display unit has a screen of small area, all display data
relating to one test may be displayed within one screen.

According to the electronic learning apparatus of the
invention, since a test 1s prepared 1n accordance with a kind of
information which is received from an external test master, a 45
lot oftests may be presented by use of small memory capacity
and further, since 1t 1s of small size and rich transportability,
usability may be good to users, and motivation of learning,
may be improved and outstanding learning effect may be
obtained. 50

According to the invention, since learning information
including results of learning at an information processing
apparatus or a portable information terminal i1s stored 1n a
learning management server, continuous learning may be
resumed at the information processing apparatus or the por- 55
table information terminal by use of the learning information
which 1s stored 1n the learning management server, even in
case that a user once discontinues learning at the information
processing apparatus or the portable information terminal,
and effective learning to 1ts user may be carried out without ¢
any constrain of time and place.

Further, since user information 1s registered in the learning
management server and the learning information includes the
user information, one user who learned at the information
processing apparatus may carry out continuous learming at the 65
portable information terminal which 1s owned by the user
even 1n such a manner that a plurality of users carry out
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learning at the information processing apparatus, and a plu-
rality of users may use this learning support system.

Further, in case that the learming information which
includes results of learning at the portable information termi-
nal 1s transferred to the information processing apparatus
through the learning management server with respect to each
user, the information processing apparatus may manage per-
centage of completion of learning etc. 1n one lump.

What 1s claimed 1s:

1. A learning support system comprising;

an information processing apparatus,

a portable information terminal, and

a learning management server,

the information processing apparatus, the portable infor-

mation terminal and the learning management server
being connected through a network,
wherein the information processing apparatus comprises a
first memory unit for storing first learming contents
which comprise a learning program and data for use 1n
learning words 1n an index, a second memory unit for
storing first learning information which includes at least
a result of learning for a user when the user uses the
information processing apparatus, a first control unit for
executing the learning program to provide first word-
learning displays comprising the index words, and a first
communication unit for communicating with the learn-
Ing management server,

the portable information terminal comprises a third
memory unit for storing second learning contents which
comprise a portable use learning program and data for
use 1n learning the index words, a fourth memory unit for
storing second learning information which includes at
least a result of learning for the user when the user uses
the portable information terminal, a second control unit
for executing the portable use learning program to pro-
vide second word-learning displays comprising the
index words and a second communication unit for com-
municating with the learning management server,
the learning management server comprises a third commu-
nication unit for communicating with the information
processing apparatus and the portable information ter-
minal, and a fifth memory unit for storing the first learmn-
ing information which 1s transferred from the informa-
tion processing apparatus and the second learning
information which 1s transierred from the portable infor-
mation terminal,
the first control unit executes the learning program after the
second learning information 1s acquired through the fifth
memory unit so that the user’s learning when the user
uses the portable information terminal can be resumed
and continued at the information processing apparatus,

the second control unit executes the portable use learning
program after the first learning information 1s acquired
through the fifth memory unit so that the user’s learning
when the user uses the information processing apparatus
can be resumed and continued at the portable informa-
tion terminal, and

the first and second learning information includes numbers

of searches for the index words and the first and second
control unmits use the numbers of searches for the index
words to determine which index words are displayed in
the first and second word-learning displays.

2. A learning support system of claim 1, wherein the learn-
ing management server further comprises a sixth memory
unit, and 1n case that the user purchases the first and second
learning contents, the learning management server 1s con-
nected through the network to a content server which stores




US 7,413,442 B2

35

the first and second learning contents, the first and second
learning contents are acquired from the content server and
stored 1n the sixth memory unit, and the stored first and
second learnming contents are transierred to the information
processing apparatus and the portable information terminal,
respectively.

3. A learning support system of claim 1, wherein the infor-
mation processing apparatus further comprises an iput unit,
and 1n case that an instruction to complete learning or to
discontinue learning 1s inputted by the input unit, the first
learning 1information which has been stored in the second
memory unit 1s transierred to the learming management server
through the first communication unit, and aiter the transterred
first learning information 1s stored in the fifth memory unit by
the learning management server, the first learning informa-
tion stored 1n the fifth memory unit 1s acquired by the portable
information terminal through the second communication unit
and stored 1n the fourth memory unait.

4. A learning support system of claim 1, wherein the por-
table information terminal further comprises an mput umnit,
and in case that an instruction to complete learning or to
discontinue learning 1s inputted by the input unit, the second
learning information which has been stored in the fourth
memory unit s transierred to the learning management server
through the second communication unit, and after the trans-
ferred second learning information i1s stored in the fifth
memory unit by the learning management server, the second
learning information stored in the fifth memory unit 1s stored
in the second memory unit or the fourth memory unit by the
information processing apparatus or the portable information
terminal.

5. A learning support system of claim 1, wherein the learn-
ing management server further comprises a sixth memory
unit for storing pre-registered user information, the learning,
support system comprises a plurality of additional portable
information terminals whose users are different, and in case
that the first learning information which is transferred to the
fifth memory unit of the learning management server includes
specific user mformation, the first learming information 1s
transferred only to a portable information terminal which
corresponds to user iformation that 1s stored in the sixth
memory unit and coincides with the specific user information.

6. A learning support system of claim 1, wherein, if the
number of searches for one of the index words exceeds a
specified number, a frequency of presenting a test for the one
index word 1s increased.

7. A learning support system comprising;

an 1nformation processing apparatus,

a portable information terminal, and

a learning management server,

the information processing apparatus, the portable infor-

mation terminal and the learming management server
being connected through a network,

wherein the information processing apparatus comprises a

first input unit, a first memory unit for storing first learn-
ing contents which comprise a learning program and
data for use 1n learning, a second memory unit for stor-
ing first learning information which includes at least
result of learning, a first control unit for executing the
learning program to provide first word-learning displays
comprising index words, an information memory unit
comprising the index words and information associated
with the index words, a first communication unit for
transferring first learning information which 1s test
preparation use information for the portable information
terminal to the learning management server and for
receiving second learning information which 1s result of

10

15

20

25

30

35

40

45

50

55

60

65

36

learning at the portable information terminal from the
learning management server, a search unit for searching
the information memory unit by an index word which 1s
inputted from the first mnput unit, a temporary storage
unit for storing the second information associated with
the index word which 1s searched by the search unit, a
data acquiring unit for acquiring data necessary for
learning in the second information stored in the tempo-
rary storage unit, a file preparation unit for preparing a
search mnformation file which includes data acquired by
the data acquiring unit and the inputted index word, and
a first test preparation unit for preparing the first learning
contents by use of the search information file prepared
by the file preparation unit,
the portable information terminal comprises a third
memory unit for storing second learning contents which
comprise a portable use learning program and data for
use 1n learning, a fourth memory unit for storing second
learning information which includes at least result of
learning at the portable information terminal, a second
control unit for executing the portable use learning pro-
gram to provide second word-learning displays com-
prising the imndex words and a second communication
unit for receiving the first learning information from the
learning management server and for transferring the
second learning information to the learning manage-
ment server, and a second test preparation unit for pre-
paring the second learning contents associated with the
first learning information and for storing the second
learning contents 1n the third memory unit,
the learning management server comprises a third commu-
nication unit for communicating with the information
processing apparatus and the portable imnformation ter-
minal, and a fifth memory unit for storing the first learn-
ing mformation which 1s transferred from the informa-
tion processing apparatus and the second learming
information which 1s transierred from the portable infor-
mation terminal,
one of the information processing apparatus and the por-
table information terminal carries out learning, after
learning information of the other of the information
processing apparatus and the portable information ter-
minal 1s acquired through the fifth memory unit, and

the first and second learning information includes numbers
of searches for the index words and the first and second
control unmits use the numbers of searches for the index
words to determine which index words are displayed in
the first and second word-learning displays.

8. An information processing apparatus which 1s part of a
learning support system which also includes a learning man-
agement server and a portable information terminal, the infor-
mation processing apparatus comprising a first memory unit
for storing first learning contents which comprise a learning
program and data for use 1n learning words 1in an index, a
second memory unit for storing first learning information
which includes at least a result of learning for a user when the
user uses the information processing apparatus, a first control
unit for executing the learning program to provide first word-
learning displays comprising the imndex words, and a first
communication unit for communicating with a learning man-
agement server, wherein the first learning information which
has been stored 1n the second memory unit s transferred to the
learning management server through the first communication
unit, second learning information, which includes at least a
result of learning for the user when the user uses the portable
information terminal, 1s recerved from the learning manage-
ment server through the first communication unit and stored
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in the second memory unit, the first control unit executes the
learning program with reference to the second learning infor-
mation so that the user’s learning when the user uses the
portable information terminal can be resumed and continued
at the information processing apparatus, the first and second
learning information includes numbers of searches for the
index words, and the first control unit uses the number of
searches for the index words to determine which index words
are displayed 1n the first word-learning displays.

9. An mformation processing apparatus ol claim 8 com-
prising a {irst mnput unit for inputting characters and marks, a
first display unit for displaying text, an information memory
unit comprising first information of the index words and
second information associated with the index words, a search
unit for searching the information memory unit by an index
word which 1s inputted from the first input unit, a temporary
storage unit for storing the second information associated
with the index word which is searched by the search unit, a
data acquiring unit for acquiring data necessary for learning
in the second information stored in the temporary storage
unit, a file preparation unit for preparing a search information
file which includes data acquired by the data acquiring unit
and the mputted 1index word, and a test preparation unit for
preparing the first learning contents by use of the search
information file prepared by the file preparation unait.

10. An information processing apparatus ol claim 9,
wherein 1n case that the first information 1s an index of a word,
the data acquiring umt acquires head translation of each
acceptation or head translation of head acceptation which 1s
included 1n the second information associated with the
searched index word.

11. An information processing apparatus ol claim 10,
wherein the data acquiring unit acquires a sentence which
includes the mputted index word 1n the text displayed on the
first display unat.

12. Aninformation processing apparatus ol claim 9, further
comprising a learning mformation preparation unit for pre-
paring a learning information file to prepare a test for learn-
ing, 1n which the learning information preparation unit pre-
pares a learning information file which includes at least one of
the index words, data acquired by the data acquiring unit, and
the number of searches for the index word with regard to the
index word which 1s included in the search information file,
and 1n case that the index word 1s already included 1n the
learning information file, the number of searches 1s updated.

13. An information processing apparatus ol claim 12,
wherein the learning information file includes master infor-
mation which 1s given based upon master instruction inputted
from the first input unit with respect to each index word and 1ts
master date, and 1n case that an index word which 1s already
registered in the learning information file and to which master
information 1s given 1s searched by the search unit, the learn-
ing information preparation unit deletes master information
which corresponds to the index word from the learning infor-
mation file, and an alarm which shows that the index word has
already been mastered 1s displayed on the first display unit.

14. An information processing apparatus of claim 9 further
comprising a taken-out information setting unit for setting a
criterion which determines information to be taken out from
the search information file, and an information selecting unit
for selecting information to be taken out based upon the
criterion which 1s set by the taken-out information setting
unit.

15. A portable information terminal which 1s part of a
learning support system which also includes a learning man-
agement server and an information processing apparatus, the
portable information terminal comprising a first memory unit
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for storing first learning contents which comprise a portable
use learning program and data for use 1n learning words 1n an
index, a second memory unit for storing first learning infor-
mation which includes at least a result of learming at the
portable mnformation terminal, a first control umt for execut-
ing the portable use learning program to provide first word-
learning displays comprising the mdex words, and a first
communication unit for communicating with the learning
management server, wherein the first learning information
which has been stored in the second memory unit is trans-
ferred to the learning management server through the first
communication unit, and second learning information, which
includes at least a result of learning for the user when the user
uses the information processing apparatus, 1s recerved from
the learning management server through the first communi-
cation unit and 1s stored in the first memory unit, and the
second control unit executes the portable use learning pro-
gram with reference to the second learming information so
that the user’s learning when the user uses the information
processing apparatus can be resumed and continued at the
portable information terminal, the first and second learming
information includes number of searches for the index words,
and the first control unit uses the numbers of searches for the
index words to determine which index words are displayed 1n
the first word-learming displays.

16. A portable information terminal of claim 15 comprising
an information receiving unit for recerving a plurality of kinds
ol the second learning information, a test preparation unit for
preparing learning contents of a test in accordance with the
second learning information, and a display unit for displaying
display contents which include the prepared learning contents
on a screen.

17. A portable information terminal of claim 16 further
comprising an input unit for mputting an answer and an
answer evaluation unit for evaluating the inputted answer and
displaying an evaluation result on the display unit.

18. A portable information terminal of claim 16 further
comprising a display content adjustment unit for adjusting the
display contents to be displayed on the display unit 1n such a
manner that the display contents are displayed within one
screen of the display unat.

19. A portable information terminal of claim 16, wherein in
case that the received test preparation use mformation coms-
prises a plurality of index words, translations and semantic
attributes which correspond to each index word, the test
preparation unit prepares learning contents of a test in which
a correct translation 1s asked to be selected from a translation
of one index word and a plurality of translations which have
the same semantic attribute with regard to the one index word.

20. A portable information terminal of claim 16, wherein in
case that the received test preparation use iformation coms-
prises an mdex word and text which includes the index word,
the test preparation unit searches and deletes the index word
from the text and prepares learning contents of a test in which
the text with the deleted index word 1s asked to be filled n
with the index word.

21. A portable information terminal of claim 16, wherein 1n
case that the receirved test preparation use information
includes a plurality of index words and a translation which
corresponds to one of the index words, the test preparation
unit prepares learning contents of a test 1n which an index
word corresponding to the translation 1s asked to be selected
from said plurality of index words.

22. A portable information terminal of claim 16, wherein in
case that the received test preparation use iformation coms-
prises an index word and text which includes the index word
and an 1dentification mark 1s added to the index word in the
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text, the test preparation unit deletes the index word having
the 1dentification mark from the text and prepares learning
contents of a test 1n which the text with the deleted index word
1s asked to be filled 1n with the index word.

23. A portable information terminal of claim 16, wherein,
in case that the receirved test preparation use nformation
comprises an index word, text which includes the index word
and a plurality of other index words, the test preparation unit
deletes the index word 1n the text and prepares learning con-
tents of a test 1n which a correct index word 1s asked to be
selected from the deleted index word and said plurality of
other index words and the deleted portion of the text 1s asked
to be filled 1n with the selected index word.

24. A portable information terminal of claim 16, wherein in
case that the received test preparation use mformation coms-
prises an mndex word and its translation, the test preparation
unit prepares learning contents of a test 1n which the transla-
tion of the index word 1s asked to be answered.

25. A learming management server connecting an informa-
tion processing apparatus and a portable information terminal
through a network and comprising a communication unit for
communicating with the information processing apparatus
and the portable information terminal, and a first memory unit
for storing first learning information which 1s transferred
from the information processing apparatus and second learmn-
ing information which 1s transferred from the portable infor-
mation terminal, and the learning management server trans-
ters the first learning information to the portable information
terminal through the communication unit, and transfers the
second learning information to the mmformation processing
apparatus through the communication unit, wherein the first
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and second learning information includes numbers of
searches for words 1n an index which are used 1n learning and
control units of the information processing apparatus and the
portable information terminal use the numbers of searches for
the index words to determine which index words are dis-
played in respective word-learming displays provided by the
information processing apparatus and the portable informa-
tion terminal.

26. A learning management server of claim 25, wherein the
learning management server further comprises a second
memory umt, and 1n case that a user purchases first and
second learning contents, the learning management server 1s
connected through the network to a content server which
stores the first and second learning contents, the first and
second learning contents are acquired from the content server
and stored 1n the second memory unit, and the stored first and
second learning contents are transierred to the imnformation
processing apparatus and the portable information terminal,
respectively.

277. A learning management server of claim 25, wherein the
learning management server further comprises a third
memory unit for storing pre-registered user information, and
in case that the first learning information which 1s transferred
to the first memory unit of the learning management server
includes specific user information, the first learning informa-
tion 1s transferred only to a portable information terminal
which corresponds to user imnformation that i1s stored in the
third memory unit and coincides with the specific user infor-
mation.
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