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DECODING OF PREDICTED DC
COEFFICIENT WITHOUT DIVISION

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 10/187,256, filed Jun. 28, 2002, now U.S. Pat.
No. 7,068,850, which claims priority from U.S. provisional
patent application number 60/301,866, filed Jun. 29, 2001,

both of which we incorporate by reference.

BACKGROUND

General Overview of Conventional Image-Compression
Techniques

To help the reader more easily understand the concepts
discussed below 1n the description of the invention, following
1s a basic overview of conventional image compression tech-
niques.

To electronically transmit a relatively high-resolution
image over a relatively low-band-width channel, or to elec-
tronically store such an 1mage 1n a relatively small memory
space, 1t 1s often necessary to compress the digital data that
represents the 1mage. Such image compression typically
involves reducing the number of data bits necessary to repre-
sent an i1mage. For example, High-Definition-Television
(HDTV) video images are compressed to allow their trans-
mission over existing television channels. Without compres-
sion, HDTV video images would require transmission chan-
nels having bandwidths much greater than the bandwidths of
existing television channels. Furthermore, to reduce data trat-
fic and transmission time to acceptable levels, an 1mage may
be compressed before being sent over the internet. Or, to
increase the image-storage capacity of a CD-ROM or server,
an 1mage may be compressed before being stored thereon.

Referring to FIGS. 1A-7, the basics of the popular block-
based Moving Pictures Experts Group (MPEG) compression
standards, which include MPEG-1, MPEG-2, and MPEG-4
are discussed. For purposes of illustration, the discussion 1s
based on using an MPEG 4:2:0 format to compress video
images represented in a’Y, C,, C, color space. However, the
discussed concepts also apply to other MPEG formats, to
images that are represented in other color spaces, and to other
block-based compression standards such as the Joint Photo-
graphic Experts Group (JPEG) standard, which 1s often used
to compress still images. Furthermore, although many details
of the MPEG standards and the Y, C,, C, color space are
omitted for brevity, these details are well known and are
disclosed 1n a large number of available references.

Still referring to FIGS. 1A-7, the MPEG standards are
often used to compress temporal sequences of images—video
frames for purposes of this discussion—such as those found
in a television broadcast. Each video frame 1s divided mto
subregions called macro blocks, which each include one or
more pixels. FIG. 1A 1s a 16-pixel-by-16-pixel macro block
30 having 256 pixels 32 (not drawn to scale). In the MPEG
standards, a macro block 1s typically 16x16 pixels, although
other compression standards may use macro blocks having
other dimensions. In the original video frame, 1.¢., the frame
before compression, each pixel 32 has a respective luminance
value Y and a respective pair of color-, 1.e., chroma-, ditfer-
ence values C; and C,,.

Referring to FIGS. 1A-1D, before compression of the
frame, the digital luminance (Y) and chroma-ditference (C,
and C.) values that will be used for compression, 1.¢., the

pre-compression values, are generated from the original Y,
Cz, and C,, values of the original frame. In the MPEG 4:2:0
format, the pre-compression Y values are the same as the

10

15

20

25

30

35

40

45

50

55

60

65

2

original Y wvalues. Thus, each pixel 32 merely retains its
original luminance value Y. But to reduce the amount of data
to be compressed, the MPEG 4:2:0 format allows only one
pre-compression C, value and one pre-compression C, value
for each group 34 of four pixels 32. Fach of these pre-com-
pression C, and C, values are respectively derived from the
original C, and C,, values of the four pixels 32 in the respec-
tive group 34. For example, a pre-compression C, value may
equal the average of the original C,, values of the four pixels
32 i therespective group 34. Thus, referring to FIGS. 1B-1D,
the pre-compression Y, C,, and C, values generated for a
macro block are arranged as one 16x16 matrix 36 of pre-
compression Y values (equal to the original Y values for each
respective pixel 32), one 8x8 matrix 38 of pre-compression
C5 values (equal to one denived C 5 value for each group 34 of
four pixels 32), and one 8x8 matrix 40 of pre-compression C,,
values (equal to one derived C, value for each group 34 of
four pixels 32). The matrices 36, 38, and 40 are often called
“blocks™ of values. Furthermore, because it 1s convenient to
perform the compression transforms on 8x8 blocks of pixel
values instead of on 16x16 blocks, the block 36 of pre-com-
pression Y values 1s subdivided into four 8x8 blocks 42a-42d,
which respectively correspond to the 8x8 blocks A-D of pix-
¢ls in the macro block 30. Thus, referring to FIGS. 1A-1D, s1x
8x8 blocks of pre-compression pixel data are generated for
cach macro block 30: four 8x8 blocks 42a-42d of pre-com-
pression Y values, one 8x8 block 38 of pre-compression C,
values, and one 8x8 block 40 of pre-compression C, values.

FIG. 2 1s a block diagram of an MPEG compressor 50,

which 1s more commonly called an encoder. Generally, the
encoder 50 converts the pre-compression data for a frame or
sequence of frames into encoded data that represent the same
frame or frames with significantly fewer data bits than the
pre-compression data. To perform this conversion, the
encoder 50 reduces or eliminates redundancies in the pre-
compression data and reformats the remaining data using
elficient transform and coding techniques.
More specifically, the encoder 50 includes a frame-reorder
buiter 52, which recerves the pre-compression data for a
sequence of one or more frames and reorders the frames 1n an
appropriate sequence for encoding. Thus, the reordered
sequence 1s often different than the sequence in which the
frames are generated and will be displayed. The encoder 50
assigns each of the stored frames to a respective group, called
a Group Of Pictures (GOP), and labels each frame as either an
intra (I) frame or a non-intra (non-I) frame. For example, each
GOP may 1nclude three I frames and twelve non-I frames for
a total of fifteen frames. The encoder 50 always encodes an I
frame without reference to another frame, but can and often
does encode a non-1 frame with reference to one or more of
the other frames 1n the GOP. The encoder 50 does not, how-
ever, encode a non-I frame with reference to a frame 1n a
different GOP.

Reterring to FIGS. 2 and 3, during the encoding of an I
frame, the 8x8 blocks (FIGS. 1B-1D) of the pre-compression
Y, C, and C,, values that represent the I frame pass through a
summer 34 to a Discrete Cosine Transformer (DCT) 56,
which transforms these blocks of values 1into respective 8x8
blocks of one DC (zero frequency) transform value and sixty-
three AC (non-zero frequency) transform values. FIG. 3 1s a
block 57 of luminance transtorm values Y-DCT, ,-Y-
DCT;, 7y,, which correspond to the pre-compression lumi-
nance pixel values Y  ,,-Y 5 7, 11 the block 36 of FI1G. 1B.
Thus, the block 57 has the same number of luminance trans-
form values Y-DCT as the block 36 has of luminance pixel
values Y. Likewise, blocks of chroma transform values C-
DCT and C,-DCT (not shown) correspond to the chroma
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pixel values 1n the blocks 38 and 40. Furthermore, the pre-
compression Y, C,, and C,, values pass through the summer
54 without being summed with any other values because the
summer 34 1s not needed when the encoder 50 encodes an 1
frame. As discussed below, however, the summer 54 1s often
needed when the encoder 50 encodes a non-I frame.

Referring to FIG. 2 and FIG. 4, a quantizer and zigzag
scanner 38 limits each of the transform values from the DCT
56 to a respective maximum value, and provides the quan-
tized AC and DC transtorm values on respective paths 60 and
62.FI1G. 4 1s an example of a zigzag scan pattern 63, which the
quantizer and zigzag scanner 58 may implement. Specifi-
cally, the quantizer and scanner 58 reads the transform values
in the transform block (such as the transform block 57 of FIG.
3) 1n the order indicated. Thus, the quantizer and scanner 58
reads the transform value 1n the “0” position first, the trans-
form value 1n the “1” position second, the transform value 1n
the “2” position third, and so on until 1t reads the transform
value 1 the “63” position last. The quantizer and zigzag
scanner 58 reads the transform values 1n this zigzag pattern to
increase the coding efficiency as 1s known. Of course,
depending upon the coding technique and the type of images
being encoded, the quantizer and zigzag scanner 38 may
implement other scan patterns too.

Referring again to FIG. 2, a prediction encoder 64 predic-
tively encodes the DC transform values, and a variable-length
coder 66 converts the quantized AC transform values and the
quantized and predictively encoded DC transform values into
variable-length codes such as Huifman codes. These codes
form the encoded data that represent the pixel values of the
encoded I frame. A transmit bufier 68 then temporarily stores
these codes to allow synchronized transmission of the
encoded data to a decoder (discussed below in conjunction
with FIG. 6). Alternatively, 11 the encoded data 1s to be stored
instead of transmitted, the coder 66 may provide the variable-
length codes directly to a storage medium such as a CD-
ROM.

If the I frame will be used as a reference (as i1t oiten will be)
for one or more non-I frames in the GOP, then, for the fol-
lowing reasons, the encoder 50 generates a corresponding
reference frame by decoding the encoded I frame with a
decoding technique that 1s similar or identical to the decoding
technique used by the decoder (FIG. 6). When decoding non-I
frames that are referenced to the I {frame, the decoder has no
option but to use the decoded I frame as a reference frame.
Because MPEG encoding and decoding are lossy—some
information 1s lost due to quantization of the AC and DC
transform values—the pixel values of the decoded I frame
will often be different than the pre-compression pixel values
of the original I frame. Therefore, using the pre-compression
I frame as a reference frame during encoding may cause
additional artifacts in the decoded non-I frame because the
reference frame used for decoding (decoded I frame) would
be different than the reference frame used for encoding (pre-
compression I frame).

Therelore, to generate a reference frame for the encoder
that will be similar to or the same as the reference frame for
the decoder, the encoder 50 includes a dequantizer and
iverse zigzag scanner 70, and an mnverse DCT 72, which are
designed to mimic the dequantizer and scanner and the
iverse DCT of the decoder (FIG. 6). The dequantizer and
iverse scanner 70 first implements an 1verse of the zigzag
scan path implemented by the quantizer 58 such that the DCT
values are properly located within respective decoded trans-
form blocks. Next, the dequantizer and 1nverse scanner 70
dequantizes the quantized DCT values, and the mverse DCT
72 transforms these dequantized DCT wvalues ito corre-
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sponding 8x8 blocks of decodedY, C;, and C, pixel values,
which together compose the reference frame. Because of the
losses incurred during quantization, however, some or all of
these decoded pixel values may be different than their corre-
sponding pre-compression pixel values, and thus the refer-
ence frame may be different than 1ts corresponding pre-coms-
pression frame as discussed above. The decoded pixel values
then pass through a summer 74 (used when generating a
reference frame from a non-I frame as discussed below) to a
reference-frame bufter 76, which stores the reference frame.

During the encoding of a non-I frame, the encoder 50
initially encodes each macro-block of the non-I frame in at
least two ways: 1n the manner discussed above for I frames,
and using motion prediction, which 1s discussed below. The
encoder 50 then saves and transmits the resulting code having
the fewest bits. This technique 1nsures that the macro blocks
of the non-I frames are encoded using the fewest bits.

With respect to motion prediction, an object 1n a frame
exhibits motion 11 its relative position changes 1n the preced-
ing or succeeding frames. For example, a horse exhibits rela-
tive motion if 1t gallops across the screen. Or, 1f the camera
follows the horse, then the background exhibits relative
motion with respect to the horse. Generally, each of the suc-
ceeding frames 1n which the object appears contains at least
some ol the same macro blocks of pixels as the preceding
frames. But such matching macro blocks in a succeeding
frame often occupy respective frame locations that are differ-
ent than the respective frame locations they occupy 1n the
preceding frames. Alternatively, a macro block that includes
a portion of a stationary object (e.g., tree) or background
scene (€.g., sky) may occupy the same frame location in each
of a succession of frames, and thus exhibit “zero motion™. In
either case, instead of encoding each frame independently, 1t
often takes fewer data bits to tell the decoder “the macro
blocks R and Z of frame 1 (non-I {frame) are the same as the
macro blocks that are in the locations S and T, respectively, of
frame 0 (reference frame).” This “statement” 1s encoded as a
motion vector. For a relatively fast moving object, the loca-
tion values of the motion vectors are relatively large. Con-
versely, for a stationary or relatively slow-moving object or
background scene, the location values of the motion vectors
are relatively small or equal to zero.

FIG. § illustrates the concept of motion vectors with refer-
ence to the non-I frame 1 and the reference frame 0 discussed
above. A motion vector MV ,, indicates that a match for the
macro block in the location R of frame 1 can be found in the
location S of a reference frame 0. MV ,, has three components.
The first component, here O, indicates the frame (here frame
0) 1n which the matching macro block can be found. The next
two components, X, and Y ., together comprise the two-
dimensional location value that indicates where 1n the frame
0 the matching macro block 1s located. Thus, 1n this example,
because the location S of the frame 0 has the same X-Y
coordinates as the location R 1n the frame 1, X =Y ,=0. Con-
versely, the macro block 1n the location T matches the macro
block 1n the location Z, which has different X-Y coordinates
than the location T. Therefore, X and Y ., represent the loca-
tion T with respect to the location Z. For example, suppose
that the location T 1s ten pixels to the lelt of (negative X
direction) and seven pixels down from (negative Y direction)
the location Z. Therefore, MV ,=(0, -10, -7). Although there
are many other motion-vector schemes available, they are all
based on the same general concept. For example, the loca-
tions R may be bidirectionally encoded. That is, the location
R may have two motion vectors that point to respective
matching locations in different frames, one preceding and the
other succeeding the frame 1. During decoding, the pixel




US 7,391,914 B2

S

values of these matching locations are averaged or otherwise
combined to calculate the pixel values of the location.

Referring again to FIG. 2, motion prediction 1s now dis-
cussed 1n detail. During the encoding of a non-I frame, a
motion predictor 78 compares the pre-compression Y val-
ues—the C, and C, values are not used during motion pre-
diction—o1 the macro blocks 1n the non-I frame to the
decoded Y values of the respective macro blocks 1n the ret-
erence I frame and identifies matching macro blocks. For
cach macro block in the non-I frame for which a match is
tound 1n the I reference frame, the motion predictor 78 gen-
crates a motion vector that identifies the reference frame and
the location of the matching macro block within the reference
frame. Thus, as discussed below 1n conjunction with FIG. 6,
during decoding of these motion-encoded macro blocks of
the non-I frame, the decoder uses the motion vectors to obtain
the pixel values of the motion-encoded macro blocks from the
matching macro blocks 1n the reference frame. The prediction
encoder 64 predictively encodes the motion vectors, and the
coder 66 generates respective codes for the encoded motion
vectors and provides these codes to the transmit butier 68.

Furthermore, because a macro block in the non-I frame and
a matching macro block in the reference 1 frame are often
similar but not identical, the encoder 50 encodes these differ-
ences along with the motion vector so that the decoder can
account for them. More specifically, the motion predictor 78
provides the decodedY values of the matching macro block of
the reference frame to the summer 54, which efiectively sub-
tracts, on a pixel-by-pixel basis, these Y values from the
pre-compressionY values of the matchmg macro block of the
non-I frame. These differences, which are called residuals,
are arranged 1n 8x8 blocks and are processed by the DCT 56,
the quantizer and scanner 58, the coder 66, and the buller 68
in a manner similar to that discussed above, except that the
quantized DC transform values of the residual blocks are
coupled directly to the coder 66 via the line 60, and thus are
not predictively encoded by the prediction encoder 64.

In addition, 1t 1s possible to use a non-I frame as a reference
frame. When a non-I frame will be used as a reference frame,
the quantized residuals from the quantizer and zigzag scanner
58 are respectively dequantized, reordered, and inverse trans-
formed by the dequantizer and inverse scanner 70 and the
iverse DCT 72, respectively, so that this non-I reference
frame will be the same as the one used by the decoder for the
reasons discussed above. The motion predictor 78 provides to
the summer 74 the decoded Y values of the reference frame
from which the residuals were generated. The summer 74
adds the respective residuals from the inverse DC'T 72 to these
decoded Y wvalues of the reference frame to generate the
respective Y values of the non-I reference frame. The refer-
ence-frame buifer 76 then stores the reference non-I frame
along with the reference I frame for use 1in motion encoding
subsequent non-I frames.

Although the circuits 58 and 70 are described as perform-
ing the zigzag and inverse zigzag scans, respectively, 1n other
embodiments, another circuit may perform the zigzag scan
and the inverse zigzag scan may be omitted. For example, the
coder 66 can perform the zigzag scan and the circuit 58 can
perform the quantization only. Because the zigzag scan 1s
outside of the reference-frame loop, the dequantizer 70 can
omit the inverse zigzag scan. This saves processing power and
processing time.

Still referring to FIG. 2, the encoder 30 also includes a rate
controller 80 to insure that the transmit buffer 68, which
typically transmits the encoded frame data at a fixed rate,
never overflows or empties, 1.e., undertlows. If either of these
conditions occurs, errors may be introduced into the encoded
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data stream. For example, 1f the butier 68 overtflows, data
from the coder 66 1s lost. Thus, the rate controller 80 uses feed
back to adjust the quantization scaling factors used by the
quantizer/scanner 38 based on the degree of fullness of the
transmit butfer 68. Specifically, the fuller the buifer 68, the
larger the controller 80 makes the scale factors, and the fewer
data bits the coder 66 generates. Conversely, the more empty
the butiter 68, the smaller the controller 80 makes the scale
factors, and the more data bits the coder 66 generates. This
continuous adjustment insures that the butfer 68 neither over-
flows or undertlows.

FIG. 6 1s a block diagram of a conventional MPEG decom-
presser 82, which 1s commonly called a decoder and which

can decode frames that are encoded by the encoder 50 of FIG.
2.

Referring to FIGS. 6 and 7, for I frames and macro blocks
of non-I frames that are not motion predicted, a variable-
length decoder 84 decodes the variable-length codes recerved
from the encoder 50. A prediction decoder 86 decodes the
predictively decoded DC transform values, and a dequantizer
and mverse zigzag scanner 87, which 1s similar or identical to
the dequantizer and inverse zigzag scanner 70 of FIG. 2,
dequantizes and rearranges the decoded AC and DC trans-
form values. Alternatively, another circuit such as the decoder
84 can perform the inverse zigzag scan. An inverse DCT 88,
which 1s similar or 1dentical to the inverse DCT 72 of FIG. 2,
transforms the dequantized transform values 1nto pixel val-
ues. For example, FIG. 7 1s a block 89 of luminance mverse-
transform values Y-IDCT, 1.e., decoded luminance pixel val-
ues, which respectively correspond to the luminance
transform values Y-DCT 1n the block 57 of FIG. 3 and to the
pre-compression luminance pixel values Y  of the block 424
of FIG. 1B. But because of losses due to the quantization and
dequantization respectively implemented by the encoder 50
(FI1G. 2) and the decoder 82 (FIG. 6), the decoded pixel values

in the block 89 are often different than the respective pixel
values 1n the block 42a.

Still referring to FIG. 6, the decoded pixel values from the
iverse DCT 88 pass through a summer 90—which 1s used
during the decoding of motion-predicted macro blocks of
non-I frames as discussed below—into a frame-reorder butier
92, which stores the decoded frames and arranges them 1n a
proper order for display on a video display umt 94. If a
decoded frame 1s used as a reference frame, 1t 1s also stored 1n
the reference-frame buifer 96.

For motion-predicted macro blocks of non-I frames, the
decoder 84, dequantizer and inverse scanner 87, and inverse
DCT 88 process the residual transtorm values as discussed
above for the transform values of the I frames. The prediction
decoder 86 decodes the motion vectors, and a motion inter-
polator 98 provides to the summer 90 the pixel values from
the reference-frame macro blocks to which the motion vec-
tors point. The summer 90 adds these reference pixel values to
the residual pixel values to generate the pixel values of the
decoded macro blocks, and provides these decoded pixel
values to the frame-reorder butfer 92. If the encoder 50 (FIG.
2) uses a decoded non-I frame as a reference frame, then this

decoded non-I trame 1s stored in the reterence-tframe bufter
96.

Referring to FIGS. 2 and 6, although described as includ-
ing multiple functional circuit blocks, the encoder 50 and the
decoder 82 may be implemented in hardware, software, or a
combination of both. For example, the encoder 50 and the
decoder 82 are often implemented by arespective one or more
processors that perform the respective functions of the circuit

blocks.
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More detailed discussions of the MPEG encoder 50 and the
MPEG decoder 82 of FIGS. 2 and 6, respectively, and of the
MPEG standard 1n general are available in many publications
including “Video Compression Demystified” by Peter D.
Symes, McGraw-Hill, 2001, which 1s incorporated by refer- 5
ence. Furthermore, there are other well-known block-based
compression techniques for encoding and decoding both
video and still images.

DC Prediction in MPEG-4

Referring to FIG. 8, a macro block 100 typically includes
four 8x8 luminance blocks 102A-102D. The macro block 100
also 1includes two or more 8x8 chrominance blocks that are
omitted for clarity. Each macro block 100 1s either an 1ntra (I)
or mter (P) macro block. An I macro block 1s not encoded/ {5
decoded using motion prediction, but may have coelficients
that are DC/AC predicted with respect to another macrob-
lock. Conversely, a P macroblock block 1s motion predicted.

A P frame can have Il macro blocks within 1t, but an I frame has
no P macro blocks within 1t. 0

The first coetticient of each block 102A-102D 1s a DC

(zero frequency) coelficient, and the next 63 coellicients are
AC (non-zero frequency) coellicients. For example, the first

coellicient DC , of the block 102A 1s a DC coetficient.

To compress the encoded bit stream that represents the 25
frame that includes the macroblock 100, the DC coefficients
of all I macro blocks (except the three upper-left-hand 8x8
blocks of the upper-left-hand macro block (not shown) of the
frame) are prediction encoded. That 1s, each of the DC coet-
ficients, such as DC ,, of an I macro block are encoded as a 30
residual value that equals the difference between the DC
coellicient and either the DC coefficient from the block to the

lett or tfrom the block to the top. For example, DC ,, which 1s

the residual for DC ,, equals (DC ,-DCj) //QP,,-, (vertical
prediction) or (DC ,-DC_)//QP,, , (horizontal prediction), 33
where PQ), . , 15 the quantization factor for the block 102A.

How one determines whether to use DC, (vertical predic-
tion) or DC . (horizontal prediction) to predict DC , 1s dis-
cussed below.

10

: : : Coe 40
The // operator 1s a special rounding-division operator

defined by the MPEG-4 standard. Basically, 1f the value of
DC,+QP, ;5 18 positive, the // operator rounds the result to
the nearest integer value. For example if DC,=13 and
QP,,:5=3, 13+3=4.333, and 13//3=4. It the result had been
4.5 or greater, // would round the result up to 5. For negative
numbers, any number between and including -4.0 to —4.5
would round up to —4; any number less than —4.5 and greater
than or equal to —5.0 would round down to -5.

45

The decoding, 1.e., inverse prediction, of the DC coetli-
cients such as DC , 1s done before the decoded coetlicients 1n
the block such as 2A are inverse quantized, 1.e., multiplied by
the quantization parameter for the macro block 100. There-
tore, the desired predicted value of DC , 1s given by the fol-
lowing equation, where, for example purposes, we assume
that vertical prediction has been used:

50

55

DC ,(not inverse quantized)=DC,+DCr//OF 5 (1)

DC, 1s the decoded-but-not-inverse-quantized residual

DC-coetficient value from the encoded MPEG-4 bit stream, 60
and QP55 1s the quantization parameter of the block 103B.
Rounding division (/) of DC 5 by QP, 455 1s necessary because
DC, was previously inverse quantized, and thus must be
requantized so that 1t has the same units—quantized units—
as DC ,, which has not yet been inverse quantized, 1.e., not yet 65
multiplied by QP, ;- , (the quantization parameter of the block

102A).

8

One problem with the // operator 1s that calculating the
result using a standard division operation followed by a stan-
dard rounding operation 1s time consuming in terms of the
number of processor cycles required.

DC Scalar

The quantization parameter QP (such as QP, ;5 1n equa-
tion (1)) for each block 1s actually a pointer to a DC scalar,
which can have more bits than QP. Because QP 1s transmitted
in the encoded bit stream, 1t 1s desired that QP have as few bits
as possible.

More specifically, the MPEG-4 standard defines QP as
having a value from 1 to 31, and thus as being 5 bits long. The
value of QP and the DC scalar for luminance and chromi-
nance values are related according to Table 1.

TABLE 1
QP 1-4 5-8 9-25 26-31
luminance DC Scalar 8 2 x QP QP +8 2xQP-16
chrominance DC Scaler 8 (QP + 13)/2 QP -6

Range of Values for the DC Coeflficients

Each DC coetficient (such as DC ) has a value ranging
from -2048 to +2047 belore 1t 1s inverse quantized, 1.e.,
multiplied by the DC scalar. The value of the mverse-quan-

tized (1.e., post multiplication by DC scalar) DC coelficient 1s
in the range (44x(-2048)) to (44x(+2047)).

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A 1s a diagram of a conventional macro block of
pixels in an 1mage.
FIG. 1B 1s a diagram of a conventional block of pre-com-

pression luminance values that respectively correspond to the
pixels 1in the macro block of FIG. 1A.

FIGS. 1C and 1D are diagrams of conventional blocks of
pre-compression chroma values that respectively correspond
to the pixel groups in the macro block of FIG. 1A.

FIG. 21s ablock diagram of a conventional MPEG encoder.

FIG. 3 1s a block diagram of luminance transform values
that are generated by the encoder of FIG. 2 and that respec-
tively correspond to the pre-compression luminance pixel

values of FI1G. 1B.

FIG. 41s a conventional zigzag sampling pattern that can be
implemented by the quantizer and zigzag scanner of FIG. 2.

FIG. 5 illustrates the concept of conventional motion vec-
tors.

FIG. 6 1s ablock diagram of a conventional MPEG decoder.

FIG. 7 1s a block of inverse transform values that are gen-
erated by the decoder of FIG. 6 and that respectively corre-
spond to the luminance transform values of FIG. 3 and the
pre-compression luminance pixel values of FIG. 1B.

FIG. 8 15 a diagram of a macro block showing DC-coelli-
cient prediction possibilities.

FIG. 9 1s a functional unit diagram of the conventional
DC-prediction algorithm as implemented for MPEG-4.

FIG. 10 1s a functional unit diagram of the DC-prediction
algorithm as implemented for MPEG-4 according to an
embodiment of the invention.

FIG. 11 1s a schematic diagram of the matrices used to
create the finite look-up table implemented by this invention.
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SUMMARY OF THE INVENTION

In one aspect of the mvention, all possible values for the
inverse of the denominator 1n an equation used for DC pre-
diction 1n MPEG-4 are precalculated and stored 1n a look-up
table so that instead of performing a division each time a DC
coellicient 1s decoded, the appropriate value for the inverse of
the denominator 1s obtained from the look-up table, thus
avoiding the division.

DESCRIPTION OF THE EMBODIMENTS OF
THE INVENTION

The following discussion 1s presented to enable one skilled
in the art to make and use the invention. Various modifications
to the disclosed embodiments will be readily apparent to
those skilled 1n the art, and the generic principles herein may
be applied to other embodiments and applications without
departing from the spirit and scope of the present invention as
defined by the appended claims. Thus, the present invention is
not intended to be limited to the embodiments shown, but s to
be accorded the widest scope consistent with the principles
and features disclosed herein.

DC Prediction Without Division

As discussed above in conjunction with FIG. 8, DC pre-
diction 1s carried out according to the following equation,
which 1s similar to equation (1) but written with general
variables and with the DC-scalar instead of the pointer QP:

(2)

FI1G. 9 1s a chart that 1llustrates the conventional technique
for solving equation (1) and/or (2). The scalar value of a
quantization parameter 104 for a macro block 1s inverted by a
divide unit 105. The output of the divide unit 105 1s an
inverted scalar value of a quantization parameter 106 for a
macro block calculated using a division rounding results to
the nearest integer value. This 1s multiplied by a multiply unit
107 with the zero-frequency predictor coeilicient 108 and the
result 1s added by an add unit 109 to the residual transform

coellicient 110 to produce the zero-frequency DC coeflficient
111.

FIG. 10 1s a chart that illustrates a technique for solving
equation (1) and/or (2) according to an embodiment of the
invention. This techmque reduces computational complexity
and time by eliminating the inter-rounding division // defined
by MPEG-4.

Theretfore, with reference to equation (2), one first calcu-
lates and stores all possible values for 1//DC_scalar so that
instead of performing a division each time a DC coelficient 1s
decoded, one obtains the appropriate value for 1//DC_scalar;-
from a finite look-up table 112, multiplies this value by DC5,
and adds this product to DC, to obtain DC,.

One hurdle to overcome 1s that MPEG-4 defines the //
operation as an exact operation. Therefore, for each possible
value of DC_scalar,, one would like to store a single value
that 1s exactly equal to 1//DC_scalar,-for the precision being
used.

To do this, the value of DC,//DC_scalar, must equal to

DCx1//DC_scalary (as obtained from the look-up table 112)
tfor all values of DC,-and DC-scalarj.

Referring to FIG. 11, the values for DC, range from —44x
2048 to +44x2047. Therefore one makes a {first pass and

calculates the table values v, according to the following equa-
tion:

DCy=DCx+DC//DC_scalar,

2_32}'(232

Y>=ix1/DC_scalarx (3)

10

15

20

25

30

35

40

45

50

55

60

65

10

for 1=—44x2048 to +44x2047 and DC_scalar=8 to 46. Note
that v, is a matrix of values. The multiplication by 27°*x2°~
rounds v, to 32-bit precision by shifting the result rnght and
then left to zero the least significant 32 baits.

Next, v, 1s compared to v, , which 1s given by the following
equation:

v,=1//DC_scalar (4)
for 1m—44x2048 to +44x2047 and DC scalar=R8 to 46.

Ity,=y, for a particular value ot DC_scalar and a particular
value of 1 (-44x2048 to +44x2047), then the value stored in
thev, table at these DC-scalar and 1 coordinates equals vy, (1)+1,
which 1s equivalent to 1//DC_scalar. For example, 11y, =y, for
1=15 and DC_scalar=8, then the value stored at the table
location 115 for 1=15 and DC_scalar=8 equals y,(15)+15,
which 1s equivalent for 1//DC_scalar 116 for 1=15 and DC_s-
calar=S8.

It has been found that for each value of DC_scalar, 1//DC_
scalar 1s the same for most 1f not all values of 1. Theretfore,
ideally the table would only need to store 39 ((46-8)+1)
values o1 1//DC_scalar, one for each value of DC _scalar. This
1s because the quantizer_scale range 1s from 1 to 31 and so,
referring to Table 1, the DC_scalar range 1s from 8 to 46=
(2Zxquantizer_scale-16)=(2x31-16). When the range of
DC_scalar 1s 8 to 46, the number of possible values of DC-
scalar 1s ((46-8)+1)=39. Unfortunately, because vy,=vy, for
some combinations of DC_scalar and 1, the table 1s not i1deal,
and thus stores more than 39 values, but far fewer than the
possible 6,846,878 values.

Ifv,=v, for a particular value of DC_scalar and a particular
value of 1, then the 1/DC_scalar in equation (3) 1s altered
according to the following equation 1n order to create a table
of only 39 values for 1//DC_scalar:

1/DC_scalar,,, g6.~(1/DC_scalarx2*+1)x27> (5)
Then, v, and v, are recalculated. IT v,=v,, then the table value
of 1//DC_scalar for this particular value of 1 equals
Voo A1)+1. I v,=v,, then equation (5) 1s recalculated
substituting 1/DC_scalar,,,, ;4. tor 1/DC_scalarand y, andy,
are recalculated. This sequence 1s repeated until v, =y,. At this
point, the table has only one umique entry for each value of
DC scalar. It has been found that to obtain the table values for
1//DC_scalar, the maximum value added to 1/DC_scalar
value per equation (5) 1s £2. Furthermore, the number of
times that v, =y, and equation (5) 1s utilized 1s small. There-
fore, this 1s an effective and ellicient techmique for calculating
table values for 1//DC scalar.

Still referring to FIG. 11 and as an example, where n=8, the
MPEG standard specifies the range of the DCT coetficients, 1,
by | =27"*,+2"°~1 |-[-2048,2047]. For a given r,=ix(1/DC_
scalar) where the range of 1 1s [-2048,2047], 1 1s not used to
generate the table. The table 1s made only for the (1/DC_sca-
lar) part to generate the same results as (1//DC_scalar) for all
1and a given QP. In this way, when the table 1s used, r,=1*(1//
DC_scalar)=1*table[ DC_scalar]. This table i1s created only
once ofl-line.

Table values could be calculated for all combinations of 1
and DC_Scalar which would eliminate both divide and mul-
tiply 1n equation (1) but the resulting table may be too large to
be practical 1n some applications.

The mvention claimed 1s:

1. A processing circuit comprising;:

means for calculating all possible values for an mverted
variable used in decoding predicted zero-frequency
transform coefficients; and

means for storing all the values 1n a lookup table;
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means for decoding the predicted zero-frequency trans-

form coelficients with the values stored in the lookup
table without using a divide unat.

2. The processing circuit of claim 1

where the means for calculating all possible values
includes means for calculating an equivalence of all
possible values for an 1mverted scalar value of a quanti-
zation parameter for a macro block calculated using
rounding division; and

where the means for storing all the values 1n a lookup table
comprises means for storing a value exactly equal to the
inverse ol the scalar value of a quantization parameter
for a macro block for a predetermined level of precision.

3. The processing circuit of claim 1

where the means for calculating all possible values com-
prises means for calculating for each possible value of a
scalar value of a quantization parameter for a macro
block a value exactly equal to an inverse of the scalar
value of quantization parameter for a macro block for a
predetermined level of precision.

4. The processing circuit of claim 1

where the means for calculating all possible values com-
prises means for calculating, for a predetermined preci-
sion level, the zero-frequency coelficient of a macro
block used for prediction purposes times the mverted
variable used i1n decoding predicted zero-frequency
transform coetlicients for all values of the scalar value of
a quantization parameter for a macro block.
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5. The processing circuit of claim 1

where the means for calculating all possible values com-
prises means for calculating thirty-nine possible values
for the mverted scalar value of a quantization parameter
for a macro block:; and

where the means for storing all the values 1n a lookup table
comprises means for storing a value exactly equal to the
iverse scalar of a quantization parameter for a macro
block for a precision being used.

6. A processing circuit comprising;:

means for storing all thirty-nine values of an inverted vari-
able used 1n decoding a zero-frequency coelficient 1n a
lookup table; and

means for calculating the zero-frequency coelficient using
the lookup table to avoid using rounding division.

7. A processing circuit comprising:

means for storing all thirty-nine values of an imnverted vari-

able used in decoding zero-frequency coellicients cal-
culated once ofif-line 1n a lookup table; and

means for calculating the zero-frequency coetlicients with-
out accessing a divide unit by repeatedly accessing the
stored lookup table.

8. A system comprising:

encoded 1mages;

a storage circuit to store a lookup table; and

a processor to decode a bit stream 1n the encoded 1images 1n
software with said lookup table where a divide unitis not
used when decoding predicted zero-frequency trans-
form coellicients.
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