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(57) ABSTRACT

Improved problem diagnosis techniques for use in accor-
dance with computing systems, e.g., distributed computing
systems, are disclosed. In one aspect of the invention, a
technique for diagnosing a problem associated with a com-
puting system comprises the following steps/operations.
One or more probes are executed 1n accordance with at least
a portion of a previously selected probe schedule. When a
result of one or more of the probes of the previously selected
probe schedule indicates, at least, a potential problem asso-
ciated with the computing system, one or more probes which
optimize at least one criterion are selected 1n real-time. The
one or more selected probes are executed so as to diagnose
the potential problem.
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ACTIVE PROBING FOR REAL-TIME
DIAGNOSIS

FIELD OF THE INVENTION

The present invention relates generally to management of
distributed systems and, more particularly, to real-time diag-

nosis of faults and performance degradations 1n distributed
systems.

BACKGROUND OF THE INVENTION

It 1s generally a goal of distributed systems, with respect
to problem diagnosis, to avoid disastrous scenarios through
prompt execution of remedial actions. For example, 1n IP
(Internet Protocol) network management, one would like to
quickly i1dentify which router or link has a problem when a
tailure or performance degradation occurs in the network. In
the e-commerce (electronic commerce) context, an objective
may be to trace the root-cause of unsuccessiul or slow user
transactions (e.g., purchase requests sent through a web
server) 1n order to 1dentity whether the problem 1s a network
problem, a web or back-end database server problem, efc.
Another example 1s monitoring, diagnosis and prediction of
the health of a large cluster system containing hundreds or
thousands of workstations performing distributed computa-
tions (e.g., Linux clusters or GRID-computing systems).

One approach to problem diagnosis 1n distributed com-
puting systems and networks utilizes “probes.” It 1s known
that a probe 1s an end-to-end transaction (e.g., ping or
trace-route command, an e-mail message, a web-page access
request, or an e-business transaction) sent from a probing
workstation to another component of a distributed system 1n
order to test a particular service (e.g., IP connectivity,
database-access or web-access). A probe returns a set of
measurements, such as response times and status code
(OK/not OK), and 1s often used to test compliance with the
service-level agreements (SLAs).

Probing technology has been used mainly for measuring
compliance with an SLA (e.g., IBM Corporation’s EPP tool
as described 1in A. Frenkiel et al., “EPP: A Framework for
Measuring the FEnd-to-End Performance of Dastributed
Applications,” Proceedings of Performance Engineering
‘Best Practices’ Conference, IBM Academy of Technology,
1999; and the Keynote product as described imn “Using
Keynote Measurements to Evaluate Content Delivery Net-
works™ available on the World Wide Web at keynote.com/
services/html/product_lib.html), rather than for the purpose
of problem diagnosis or problem determination (PD).

Recent work by M. Brodie et al., (e.g., “Optimizing probe
selection for fault localization,” Distributed Systems Opera-
tion and Management, 2001; “Intelligent Probing: A Cost-
Efficient Approach to Fault Diagnosis in Computer Net-
works,” IBM Systems Journal 41(3): 372-385; and U.S.
patent application identified as Ser. No. 10/676,244, now
U.S. Pat. No. 6,167,998, filed on Sep. 30, 2003 and entitled
“Problem Determination Using Probing.”) proposed to use
probing for diagnosis. However, the work focused mainly on
pre-planned, fixed probe sets, which are scheduled to run
periodically. Because the probe set 1s computed off-line, it
needs to be able to diagnose all possible problems which
might occur. However 1n practice, many of these problems
may in fact never happen, and running the complete set of
pre-planned probes might be quite wasteful.

Another disadvantage of pre-planned probe sets 1s that
because the probes run periodically at regularly scheduled
intervals, there may be a considerable delay in obtaining
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information when a problem occurs. It 1s clearly desirable to
detect the occurrence of a problem as quickly as possible.
Furthermore, once the occurrence of a problem has been
detected, additional information may be needed to diagnose
the problem precisely. This information may not be obtain-
able from the results of the pre-planned probes.

Another commonly used approach involves performing
event correlation (see, e.g., S. Kliger et al., “A Coding
Approach to Event Correlation,” IM 1997; and B. Gruschke
et al., “Integrated Event Management: Event Correlation
Using Dependency Graphs,” DSOM 1998) for i1dentifying
root-causes ol problems. Problem determination 1s per-
formed by analyzing alarms emitted by devices when a
problematic situation occurs.

However, 1n event correlation, unlike the probing scheme,
events are “reactive” to a situation and require intensive
instrumentation, which 1s only possible in a tightly managed
environment. Moreover, event correlation uses a “passive”
approach that requires handling potentially huge volumes of
events often unrelated to the problem of interest. Further, 1n
contrast, the probing scheme uses test transactions that can
be configured and executed without additional instrumenta-
tion of the existing system.

There 15 also related work on performance measurement
based on probing described in V. Paxson,

End-to-end
Internet packet dynamics,” Proceedings of SIGCOMM, pp.
139-152, 1997.

Thus, a need exists for mmproved problem diagnosis
techniques for use 1n accordance with distributed systems.

SUMMARY OF THE INVENTION

The present mvention provides improved problem diag-
nosis techmques for use in accordance with computing
systems, e.g., distributed computing systems.

In one aspect of the invention, a technique for diagnosing,
a problem associated with a computing system comprises
the following steps/operations. One or more probes are
executed 1n accordance with at least a portion of a previously
selected probe schedule. When a result of one or more of the
probes of the previously selected probe schedule indicates,
at least, a potential problem associated with the computing
system, one or more probes which optimize at least one
criterion are selected in real-time. The one or more selected
probes are executed so as to diagnose the potential problem.

The step/operation of selecting 1n real-time one or more
probes which optimize at least one criterion may further
comprise the step/operation of selecting in real-time one or
more probes which maximize information gain relating to
the potential problem.

Further, the technique may comprise the step/operation of
analyzing results of the execution of the one or more
selected probes using a probabilistic inference. The step/
operation of analyzing results of the execution of the one or
more selected probes using a probabilistic inference may
further comprise the step/operation of analyzing results of
the execution of the one or more selected probes using a
Bayesian network. The step/operation of analyzing results of
the execution of the one or more selected probes using a
probabilistic inference may further comprise the step/opera-
tion of analyzing results of the execution of the one or more
selected probes using one or more prior fault probabailities
for one or more system components. The technique may
turther comprise the step/operation of repeating the step/
operation of selecting 1n real-time one or more probes which
optimize at least one criterion and the step/operation of
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analyzing results of the execution of the one or more
selected probes until the a particular level of diagnostic
confidence 1s reached.

Still further, the technique may comprise the step/opera-
tion of preselecting sets of probes to be executed. The
step/operation of preselecting sets of probes to be executed
may further comprise the step of preselecting a problem
detection probe set (DPS) and a problem localization probe
set (LPS) to be executed, wherein probes of the DPS are
intended to cover any problem and probes of the LPS are
intended to localize a problem detected by a probe of the
DPS.

In another aspect of the invention, a technique for diag-
nosing a problem associated with a computing system
comprises the following steps/operations. One or more
probes which optimize at least one criterion are selected
online, when a result of an execution of one or more probes
ol at least a portion of a previously selected probe schedule
indicates, at least, a potential problem associated with the
computing system. The one or more selected probes are
executed so as to diagnose the potential problem.

It 1s to be appreciated that the terms “real-time” and
“online,” as used 1n accordance with the present invention,
are mtended to describe the fact that the selection of one or
more probes which optimize at least one criterion (e.g.,
probe that will likely yield the most information about a
problem) 1s advantageously conditioned on one or more
previous probe results (e.g., outcomes or observations). In
the conventional pre-planned approach, described above,
there 1s no optimal probe selection that 1s based on previous
results, rather the pre-planned approach merely executes
every probe that 1s 1n its schedule or routine regardless of
probe results previously obtained.

These and other objects, features and advantages of the
present invention will become apparent from the following
detailed description of illustrative embodiments thereof,
which 1s to be read in connection with the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram illustrating an overview of a
probing environment, according to an embodiment of the
present ivention;

FIG. 2 1s a block diagram illustrating a distributed com-
puting system, according to an embodiment of the present
invention;

FIG. 3 1s a diagram illustrating a set of probes for the
distributed computing system of FIG. 2 and a corresponding

dependency matrix, according to an embodiment of the
present mvention;

FIG. 4 1s a flow diagram illustrating an active probing
process, according to an embodiment of the present inven-
tion;

FIG. 5 1s a flow diagram illustrating a process for con-

structing a detection probe set, according to an embodiment
of the present invention;

FI1G. 6 1s a flow diagram 1llustrating a process for problem
localization, according to an embodiment of the present
invention;

FIG. 7 1s a diagram illustrating examples of mapping a
dependency matrix to a Bayesian network model, according
to an embodiment of the present invention;

FI1G. 8 15 a block diagram 1llustrating a problem diagnosis
system architecture, according to an embodiment of the
present mvention; and
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4

FIG. 9 1s a block diagram 1llustrating a computer system
architecture for implementing problem diagnosis systems
and methodologies, according to an embodiment of the
present mvention.

1]
Y

ERRED

DETAILED DESCRIPTION OF PR.
EMBODIMENTS

The following description will illustrate the invention
using an exemplary distributed system in the form of a
distributed computing environment. It should be understood,
however, that the invention 1s not limited to use with any
particular type of computing environment. The mvention 1s
instead more generally applicable for use with any comput-
ing environment 1n which it 1s desirable to provide improved
problem diagnosis.

As will be illustratively explained below, the present
invention provides generic techniques for real-time problem
diagnosis of complex, multi-component systems, and par-

ticularly 1n a distributed systems management environment.
The approach, referred to as “active probing,” improves on
conventional methods 1n problem determination, {for
example, by allowing a more adaptive and cost-eflicient way
of selecting measurements (e.g., based on information
theory), and an eflicient method for performing the real-time
diagnosis using probabilistic inference i Bayesian net-
works. Combiming probabilistic inference with active prob-
ing yields an adaptive diagnostic engine that asks the right
questions at the right time, 1.e., dynamically selects probes
that provide maximum information gain about the current
system state. The following detailed description also pro-
vides a description of a system architecture that implements
active probing.

In accordance with the illustrative embodiments
described below, active probing may use well-known proba-
bilistic reasoning 1n Bayesian networks (see, e.g., J. Pearl,
“Probabilistic Reasoning in Intelligent Systems,” Morgan
Kaufmann, San Mateo, Calif., 1988, the disclosure of which
1s 1ncorporated herein by reference) combined with well-
known information-theoretic approaches (see, e.g., T. M.
Cover et al., “Elements of Information Theory,” New York,
John Wiley & Sons, 1991, the disclosure of which 1s
incorporated herein by reference), and allows fast online
inferences about the current system state via active selection
of only a small number of most-informative tests. The
invention provides significant improvement over previously
proposed pre-planned probing approaches, reducing both the
number of probes (e.g., by up to 75% 1n experiments with
practical applications), and the time needed for diagnosing
the problem.

In general, an active probing technique of the imnvention
issues probes on demand in real-time (rather than on a
pre-planned basis), whenever more iformation 1s needed,
and makes online problem diagnosis based on analysis of
probe outcomes. The active probing technique of the mven-
tion may include the following steps/phases: (1) a planming
phase; and (2) an online phase.

(Given a set S of all available probes, the planning phase
builds two subsets of S. The first subset, referred to as the
detection probe set (DPS), allows to detect any problem
occurring in the system. The second subset, referred to as the
localization probe set (LPS), allows to diagnose (localize)
the problem. DPS and LPS subsets are selected in order to
optimize some objective function. In general, one objective
may be to minimize the total cost of probing. I all probes
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have equal cost, one objective may be to minimize the
number of probes. The planning phase may include the
following steps.

(1) Accept as an 1nput a set S of probes available 1n a
system. Find an optimal subset LPS of S that 1s capable of
diagnosing exactly the same set of problems as the probes 1n
S. This step may utilize existing probe planning techniques.
By way of example, this step may employ existing probe
planning techniques using a dependency matrix to describe
the relationship between probe outcomes and states of
system components, for example, see work by M. Brodie et
al.: “Optimizing probe selection for fault localization,”
Distributed Systems Operation and Management, 2001;
“Intelligent Probing: A Cost-Efficient Approach to Fault

Diagnosis 1n Computer Networks,” IBM Systems Journal
41(3): 372-385; and U.S. patent application identified as Ser.

No. 10/676,244, now U.S. Pat. No. 6,167,998, filed on Sep.
30, 2003 and entitled “Problem Determination Using Prob-
ing,” the disclosures of which are incorporated by reference
herein.

(2) Select an optimal subset of LPS, referred to as the
DPS, that “covers™ all problems, 1.e., allows detection of any
problem in the system. A methodology for selecting the
detection probe set will be provided below.

A main purpose of the online phase 1s to analyze the probe
outcomes in real time and diagnose (localize) the problem(s)
such as failed nodes, etc. The online phase may include the
following steps.

(1) Problem detection: probes from the DPS are executed
according to the selected schedule.

(2) Problem localization: this step 1s executed 1f an
outcome of any probe 1n the set of step 1 of the online phase
indicates a problem. The system starts diagnosing the prob-
lem by selecting a probe (called active probe) which opti-
mizes one or more certain criterion. The mvention may use
an information-theoretic approach that selects the most-
informative probe next (1.¢., the probe that maximizes infor-
mation gain about the unknown system state). The probe
results may be analyzed by a probabilistic inference engine
to determine the most likely diagnosis. If a more precise
diagnosis 1s needed, the next most-informative probe 1is
selected and sent. This process repeats until the diagnosis
cannot be further refined, 1.e., until the problem 1s com-
pletely determined. The methodology for diagnosis based on
a set of current probe outcomes may employ Bayesian
inference (see, e.g., J. Pearl, “Probabilistic Reasoning 1n
Intelligent Systems,” Morgan Kauimann, San Mateo, Calif.,
1988, the disclosure of which 1s incorporated herein by
reference).

The mventive approach has many advantages, some of
which are as follows.

(1) A much smaller number of probes need to be executed
on a regular basis (1.e., only probes needed for problem
detection) compared to the preplanned probing approach.

(1) Online diagnosis 1s performed {faster because of
requesting only the most relevant probes instead of waiting
for outcomes of all prescheduled probes.

(111) The diagnosis methodology based on probabilistic
Bayesian inference outputs confidence of diagnosis (e.g.,
how likely 1s the diagnosis given the measurements
observed so far), rather than just a list of problems found.

(1v) The probabilistic diagnosis methodology handles, 1n
a principled way, diflerent prior probabilities of faults at
different components (not handled by previous probing and
event-correlation approaches).

Referring mitially to FIG. 1, a block diagram illustrates an
overview ol a probing environment, according to an
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embodiment of the present invention. As shown, environ-
ment 100 includes probes 102, probing stations 104, probe
results store 106, probing engines 108, active probing real-
time diagnosis engine 110, dependency matrix store 112,
probe planning module 114, probe sets store 116, and
graphical user interface 118.

In general, initial information about all possible probes 1n
the system, the system components and dependencies
between them, represented as a dependency matrix 112, 1s
passed to probe planning module 114. Probe planning mod-
ule 114 constructs probe subsets for problem detection
(DPS) and localization (LPS). These subsets are stored 1n
probe sets store 116. This information i1s used by real-time
diagnosis engine 110. Probing stations 104 run a presched-
uled set of probes (DPS) 102. Probe results are collected 1n
store 106 and analyzed by the real-time diagnosis engine
110. Real-time diagnosis engine 110 can send messages
through probing engines 108 to probing stations 104,
requesting to execute particular probes (active probes). A
system administrator or other system user may interact (e.g.,
enter data, view data, etc.) with real-time diagnosis engine
110 via graphical user interface (GUI) 118.

Referring now to FIG. 2, a block diagram 1illustrates a
distributed computing system, according to an embodiment
of the present invention. More particularly, FIG. 2 shows an
example of a simple distributed system 200 which includes:
web server 202 including web server software (WS) and
web sever hardware (HWS); router 204 (R); application
server 206 (AS) including application server hardware
(HAS); a database server 208 including database server
solftware (DBS) and database server hardware (HDBS);
probing workstation 210; and a console 212 for analysis and
control of the active probing process. It 1s to be understood
that system 200 shown in FIG. 2 1s for 1llustrative purposes
only. That 1s, the techniques of the present invention may be
implemented 1n systems having more or less components.

Referring now to FIG. 3, a diagram 1llustrates a set of
probes for the distributed computing system of FIG. 2 and
a corresponding dependency matrix 300, according to an
embodiment of the present invention.

The first row 302 1n the matrix 300 describes all system
components of iterest, while the first column 304 describes
available probes. An entry X1j in the matrix 1s set to one 1f
the corresponding probe associated with the 1-th row passes
through (depends on) the component associated with j-th
column; the entry 1s set to zero otherwise.

Probe pWS 1s a web page access probe that attempts to
open a web page on WS. This also requires running a
particular application on AS, and this application, in turn,
ends a query to a database on DBS. Thus, the outcome of
pWS probe depends on the state (1.e., OK/not OK) of all
components, 1.e., WS, HWS, AS, HAS, DBS, and HDBS, as
well as on the state of the router R. Thus, the row of the
probe pWS contains ones 1n all columns (1.e., fails 1f any of
these components fail). Probe pAS calls an application on
AS which sends a query to the database on DBS. Thus, the
probe depends on the states of AS, HAS, DBS, HDBS, R.
Probe pDBS sends a query to the database on DBS, and thus
depends on DBS, HDBS and R. Probes pingR, pingWs,
pingAS and pingDBS are just simply “ping” commands to
the router and the corresponding servers.

Referring now to FIG. 4, a flow diagram 1llustrates an
active probing process, according to an embodiment of the
present invention. More particularly, FIG. 4 describes an
overall active probing process 400.

In step 402, the detection probes set and the localization
probes set are selected. Next, in step 404, active diagnosis 1s
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started. Probes from detection probes set are run according
to a schedule 1n order to detect problems (step 406). If a
problem 1s detected (step 408), a problem localization pro-
cess starts (410). Results of problem localization are
reported and the process returns to step 406 to run scheduled
detection probes set. Also, 11 no problem i1s detected in step
406, the process returns to step 406 to run scheduled
detection probes set.

Referring now to FIG. 5, a flow diagram illustrates a
process for constructing a detection probe set (DPS), accord-
ing to an embodiment of the present invention. More par-
ticularly, FIG. 5 illustrates a process 500 for constructing the
DPS using a greedy approach. As will be evident, a main
1dea of this process 1s to select the longest probe next, update
the probes set, and then repeat.

The process takes as an input a probes set P and a nodes
set X, and mitializes DPS to an empty set (step 502). Next,
the process checks if nodes set X 1s empty (step 504). It 1s
to be appreciated that nodes represent system components
and node values represent component states (e.g., X1 can
represent a server that can be 1 an OK/not OK state).

If nodes set X 1s empty, the process returns DPS (step
505).

Otherwise, the process chooses the longest probe P1 and
adds the probe to DPS (step 506.

Then, the set X 1s updated by removing all nodes that
belong to the probe Pi1 (step 508).

Next, the probes 1n probes set P are updated by removing,
from the set all nodes that are no longer 1n X (step 510).
Finally, empty probes are removed from P (step 512).

The process continues to loop between steps 504 through
512 until all nodes are covered by probes (X 1s empty), and
returns the resulting DPS (step 503).

Referring now to FIG. 6, a flow diagram illustrates a
process for problem localization, according to an embodi-
ment of the present invention. More particularly, FIG. 6
describes problem localization or diagnosis process 600
(e.g., step 410 of FIG. 4). As will be evident, a main 1dea of
this process 1s to select the most-informative probe, update
fault probabilities, and then repeat.

The following data are used as an 1nput (step 602) to the
problem localization process:

1. Dependency matrix (will be used to build Bayesian

network, see description of FIG. 7 below)
2. Prior probabilities of node faults Pr(X).

3. Probe set P={P1, ..., Pm}, node set X={X1, ..., Xn}.

The process the active probe set Pa used during diagnosis,
posterior probabilities of fault at each node X, denoted
Belief(X), and a set of nodes that have non-zero fault
probability (“suspicious” nodes), called the “support” of
Belief(X).

As a first step, a Bayesian network BN (used 1n subse-
quent probabilistic inference) 1s constructed using depen-
dency matrix and prior probabilities (step 604). Next, in step
606, an 1nitialization 1s performed, e.g., the set of active
probes Pa 1s assigned an empty set, probability of fault at
cach node X, Beliel(X), 1s assigned the prior probability
Pr(X), and the support set S 1s assigned the support of Pr(X)
(1.e., the set of all nodes with non-zero P(X)).

In step 608, the process finds a probe (called active probe)
that maximizes information gain about the state of the
system components, X. The active probe 1s executed and
added to the set of selected active probes Pa (step 610).
Next, a probabilistic inference 1s performed using Bayesian
network BN (step 612), which updates the current belief in
X given the outcomes of all active probes observed so far,

Beliel (X)=Pr(XIPa). Updating of the probabilistic belief
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8

may be performed in accordance with standard algorithms,
¢.g., J. Pearl, “Probabilistic Reasoning in Intelligent Sys-
tems,” Morgan Kauifmann, San Mateo, Calif., 1988, the

disclosure of which 1s mcorporated by reference herein.

In step 614, the process checks if there 1s any probe left
in the 1mitial probe set P, except for already selected probes
in Pa, that has positive information gain about X, 1.e., that
can decrease uncertainty in P(X). If such probe exists, the
process returns to step 608. Otherwise, the process proceeds
to step 618, where the process returns the active probe set
Pa, updated fault probabilities Beliet(X), and a set of ‘sus-
picious’ nodes S contained 1n support of Beliet(X).

Referring now to FI1G. 7, a diagram 1illustrates examples of
mapping a dependency matrix to a Bayesian network model,
according to an embodiment of the present invention. More
particularly, FIG. 7 illustrates a process 700 of constructing
a Bayesian network model from a dependency matrix (e.g.,

step 604 of FIG. 6).

As an example, consider a simple network topology
where nodes are components and probes are paths in the
network (702). A sample dependency matrix for this system
contains three probes (704).

Two sets of random variables are introduced (706),
X={X1,...,Xn} and P={P1, .. ., Pm}, where Xi denotes
the state of 1-th component/node (one 1f OK, zero 1t failed),

and Pj represents the outcome of j-th probe (again, one 1f
OK, zero if failed).

A Bayesian network model 1s a directed acyclic graph
where nodes correspond to random variables, and directed
edges correspond to direct dependencies between the nodes
(often denoting causal relationships). Each node Y 1is also
associated with a conditional probability distribution
Pr(Y|Parents(Y)) where Parents(Y) 1s a set of nodes 1n the
graph that “point to” Y. In this case, a Bayesian network that
corresponds to a dependency matrix 1s represented by a
bipartite graph (708) where the first layer of nodes corre-
sponds to the components mn X, and the second layer of
nodes corresponds to the probe outcomes i P. A non-zero
entry at 1-th column and j-th row 1n the dependency matrix
corresponds to the link between X1 and Pj 1n the Bayesian
network model. For example, node X1 1s connected to all
probes (P1, P2, and P3) that pass through (depend on) this

node.

Referring now to FIG. 8, a block diagram illustrates a
problem diagnosis system architecture, according to an
embodiment of the present invention. FIG. 8 shows further
details of the environment illustrated in FIG. 1; thus, simi-
larly labeled components have similar functions. The system
1s also depicted with respect to the two phases described
above, 1.e., planning phase and online phase.

As shown, system 800 includes: dependency matrix store
801; probe planning tool 802; detection probes set (DPS)
803; localization probes set (LPS) 804; a real-time diagnosis
engine 805, itself, including dependency manager 806,
Bayesian net model 807, graphical user interface (GUI) 808,
probe outcome store 809, inference engine 810, active probe
manager 811, and real-time event manager 812; and probing

engines 814 which sends out the probes (not shown) to
distributed system 813.

In the planning phase, the dependency matrix 801
described above 1s passed to probe planning tool 802. The
probe planning tool generates DPS 803 and LPS 804. It 1s to
be appreciated that one example of an algorithm for use in
LPS selection may be the algorithm described in the U.S.
patent application i1dentified as Ser. No. 10/676,244 , now
U.S. Pat. No. 6,167,998, filed on Sep. 30, 2003 and entitled
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“Problem Determination Using Probing”). A process for
DPS construction 1s described above 1n the context of FIG.
5.

Both DPS and LPS are passed to dependency manager
806. Dependency manager 806 constructs Bayesian network
model 807, as described above in the context of FIG. 7.

Probing engines 814 send probes from the DPS to the
distributed system (813) being monitored. Probe outcomes
(809) are then passed to real-time event manager 812, as
well as to inference engine 810. Inference engine 810 1s used
to perform inference in the Bayesian network model. IT
necessary, the inference engine requests an active probe
(e.g., see description of process of FIG. 6) by using active
probe manager 811. Probe outcomes, as well as results of
problem localization (e.g., updated fault probabilities), are
reported to the user via GUI 808.

Referring finally to FIG. 9, a block diagram 1llustrates a
computer system architecture for implementing problem
diagnosis systems and methodologies, according to an
embodiment of the present imvention. More particularly,
FIG. 9 1llustrates an illustrative hardware implementation of
a computing system 1n accordance with which one or more
components/methodologies of the present invention (e.g.,
components/methodologies described in the context of
FIGS. 1 through 8) may be implemented.

It 1s to be understood that such individual components/
methodologies may be implemented on one such computer
system, or on more than one such computer system. In the
case of an implementation 1n a distributed computing sys-
tem, the individual computer systems and/or devices may be
connected via a suitable network, e.g., the Internet or World
Wide Web. However, the system may be realized via private
or local networks. The invention 1s not limited to any
particular network.

As shown, computer system 900 may be implemented 1n
accordance with a processor 902, a memory 904, I/O devices
906, and a network interface 908, coupled via a computer
bus 910 or alternate connection arrangement.

It 1s to be appreciated that the term “processor” as used
herein 1s mntended to include any processing device, such as,
for example, one that includes a CPU (central processing
unit) and/or other processing circuitry. It 1s also to be
understood that the term “processor’ may refer to more than
one processing device and that various elements associated
with a processing device may be shared by other processing
devices.

The term “memory” as used herein 1s mtended to include
memory associated with a processor or CPU, such as, for
example, RAM, ROM, a fixed memory device (e.g., hard
drive), a removable memory device (e.g., diskette), flash
memory, €lc.

In addition, the phrase “input/output devices” or “1I/O
devices” as used herein 1s intended to 1include, for example,
one or more mput devices (e.g., keyboard, mouse, etc.) for
entering data to the processing unit, and/or one or more
output devices (e.g., speaker, display, etc.) for presenting
results associated with the processing unit. Such output
devices may also be used to present graphical user interfaces
such as GUI 808 of FIG. 8.

Still further, the phrase “network interface™ as used herein
1s intended to include, for example, one or more transceivers
to permit the computer system to communicate with another
computer system via an appropriate communications proto-
col.

Accordingly, software components including instructions
or code for performing the methodologies described herein
may be stored in one or more of the associated memory
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devices (e.g., ROM, fixed or removable memory) and, when
ready to be utilized, loaded in part or in whole (e.g., mto
RAM) and executed by a CPU.

Advantageously, as illustrated above, the invention pro-
vides systems and methods for real-time problem diagnosis
using active probing. The method may include a planming
phase of selecting 1nitial probe sets, DPS and LPS, based on
some optimality criteria. In an on-line phase, the system
keeps running probes from the DPS. If a problem 1s detected,
real-time problem localization begins. Real-time problem
localization requests active probes until the problem 1is
localized. The method may select a probe set for problem
detection by choosing an optimal subset of probes from the
set of all available probes so that all problems are “covered,”
1.e., any failure can be detected. The method may execute
probes from DPS sequentially, on a pre-scheduled basis,
until some probe indicates a faillure somewhere in the system
(problem detection). The method may then trigger real-time
fault localization once a problem 1s detected.

Further, the method may use a probabilistic inference
engine based on a Bayesian network. The engine may
incorporate prior fault probabilities for different system
components, and update these probabilities using current
probe outcomes. The method may perform optimal online
selection of the next probe (using a given optimality crite-
rion) and request the probe execution. This process repeats
until the problem 1s completely determined.

In a particular case of information-gain optimality crite-
rion, the method may select the most-informative next probe
(e.g., a probe that maximizes information gain about the
partially known system state) based on current probabilities
of faults at diflerent components. The method may alternate
active probe selection probabilistic inference until the
desired level of diagnostic confidence 1s reached (e.g., a
problem 1s completely determined or sufliciently deter-
mined).

It 1s to be further appreciated that a service provider could
provide aspects of the present invention in the following
illustrative way. The service provider could provide problem
diagnosis (as described herein) services to clients (custom-
ers) whose applications and/or web sites the service provider
hosts. Such services could be specified via one or more
service level agreements (1.¢., formal or informal) between
the service provider and the client.

Although illustrative embodiments of the present inven-
tion have been described herein with reference to the accom-
panying drawings, 1t 1s to be understood that the invention
1s not limited to those precise embodiments, and that various
other changes and modifications may be made by one skilled
in the art without departing from the scope or spirit of the
invention.

What 1s claimed 1s:

1. A computer-implemented method for diagnosing a
problem associated with a computing system, the method
comprising the steps of:

executing one or more probes 1n accordance with at least

a portion of a previously selected probe schedule for
active probing;

when a result of one or more of the probes of the

previously selected probe schedule indicates, at least, a
potential problem associated with the computing sys-
tem, selecting in real-time one or more probes which
optimize at least one criterion, wherein the step of
selecting 1n real-time one or more probes which opti-
mize at least one criterion further comprises the step of
selecting 1n real-time one or more probes which maxi-
mize information gain relating to the potential problem:;
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executing the one or more selected probes so as to
diagnose the potential problem; analyzing results of the
execution of the one or more selected probes using a
probabilistic inference and using one or more prior
fault probabilities for one or more system components;
wherein prior to the execution of the probes, a problem
detection probe set (DPS) and a problem localization
probe set (LPS) are pre selected, wherein probes of the
DPS are mntended to cover any given problem and

5
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probes of the LPS are intended to localize a problem
detected by a probe of the DPS; and

repeating the step of selecting in real-time one or more
probes which optimize at least one criterion and the
step of analyzing results of the execution of the one or

more selected probes until a particular level of diag-
nostic confidence 1s reached.
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