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ADAPTOR SUPPORTING DIFFERENT
PROTOCOLS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s related to the following and commonly
assigned patent applications filed on the same date hereof:

“Multiple Interfaces In A Storage Enclosure”, by Pak-
Lung Seto, having U.S. patent application Ser. No.
10/741,460; and

“Enclosure Management Device”, by Pak-Lung Set, hav-
ing U.S. patent application Ser. No. 10/742,030.

BACKGROUND

1. Field

The present embodiments relate to a method, system, and
program for supporting diflerent storage interconnect archi-
tectures and transport protocols at an adaptor.

2. Description of the Related Art

An adaptor or multi-channel protocol controller enables a
device coupled to the adaptor to communicate with one or
more connected end devices according to a storage inter-
connect architecture, also known as a hardware interface,
where a storage mterconnect architecture defines a standard
way to communicate and recognize such communications,
such as Serial Attached Small Computer System Interface
(SCSI) (SAS), Serial Advanced Technology Attachment
(SATA), Fibre Channel, etc. These storage interconnect
architectures allow a device to maintain one or more con-
nections to another end device via a point-to-point connec-
tion, an arbitrated loop of devices, an expander providing a
connection to further end devices, or a fabric comprising

interconnected switches providing connections to multiple
end devices. In the SAS/SATA architecture, a SAS port 1s

comprised of one or more SAS PHY's, where each SAS PHY
interfaces a physical layer, 1.e., the physical interface or
connection, and a SAS link layer having multiple protocol
link layer. Commumnications from the SAS PHYs in a port
are processed by the transport layers for that port. There 1s
one transport layer for each SAS port to interface with each
type of application layer supported by the port. A “PHY” as
defined 1n the SAS protocol 1s a device object that 1s used to
interface to other devices and a physical interface. Further
details on the SAS architecture for devices and expanders 1s

described 1n the technology specification “Information Tech-
nology—=Serial Attached SCSI (SAS)”, reference no. 1SO/

IEC 14776-150:200x and ANSI INCITS.***:200x PHY
layer (Jul. 9, 2003), published by ANSI; details on the Fibre
Channel architecture are described 1n the technology speci-
fication “Fibre Channel Framing and Signaling Interface”,
document no. ISO/IEC AWI 14165-25; details on the SATA
architecture are described in the technology specification
“Serial ATA: High Speed Serialized AT Attachment” Rev.
1.0A (January 2003).

Within an adaptor, the PHY layer performs the serial to
parallel conversion of data, so that parallel data 1s transmait-
ted to layers above the PHY layer, and serial data 1s
transmitted from the PHY layer through the physical inter-
face to the PHY layer of a receiving device. In the SAS
specification, there 1s one set of link layers for each SAS
PHY layer, so that eflectively each link layer protocol engine
1s coupled to a parallel-to-serial converter 1n the PHY layer.
A connection path connects to a port coupled to each PHY
layer in the adaptor and terminate 1n a physical interface
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within another device or on an expander device, where the
connection path may comprise a cable or etched paths on a
printed circuit board.

An expander 1s a device that facilitates communication
and provides for routing among multiple SAS devices,
where multiple SAS devices and additional expanders con-
nect to the ports on the expander, where each port has one
or more SAS PHY's and corresponding physical interfaces.
The expander also extends the distance of the connection
between SAS devices. The expander may route information
from a device connecting to a SAS PHY on the expander to
another SAS device connecting to the expander PHYs. In
SAS, using the expander requires additional serial to parallel
conversions 1n the PHY lavers of the expander ports. Upon
receiving a frame, a serial-to-parallel converter, which may
be part of the PHY, converts the received data from senial to
parallel to route mternally to an output SAS PHY, which
converts the frame from parallel to serial to the target device.
The SAS PHY may convert parallel data to serial data
through one or more encoders and convert serial data to
parallel data through a parallel data builder and one or more
decoders. A phased lock loop (PLL) may be used to track
incoming serial data and lock into the frequency and phase
of the signal. This tracking of the signal may introduce noise
and error 1nto the signal.

BRIEF DESCRIPTION OF THE DRAWINGS

Referring now to the drawings in which like reference
numbers represent corresponding parts throughout:

FIGS. 1 and 2 illustrate a system and adaptor 1n accor-
dance with embodiments; and

FIGS. 3, 4, and 5 illustrate operations performed by the
adaptor of FIGS. 1 and 2 to process {frames in accordance
with embodiments.

DETAILED DESCRIPTION

In the following description, reference is made to the
accompanying drawings which form a part hereof and which
illustrate several embodiments. It 1s understood that other
embodiments may be utilized and structural and operational
changes may be made.

FIG. 1 illustrates a computing environment in which
embodiments may be implemented. A host system 2
includes one or more central processing units (CPU) 4 (only
one 1s shown), a volatile memory 6, non-volatile storage 8,
an operating system 10, and one or more adaptors 12a, 125
which maintains physical interfaces to connect with other
end devices directly 1n a point-to-point connection or 1ndi-
rectly through one or more expanders, one or more switches
in a fabric or one or more devices 1n an arbitrated loop. An
application program 16 further executes 1n memory 6 and 1s
capable of transmitting to and receiving information from
the target device through one of the physical interfaces in the
adaptors 12a, 125. The host 2 may comprise any computing
device known 1n the art, such as a mainframe, server,
personal computer, workstation, laptop, handheld computer,
telephony device, network appliance, virtualization device,
storage controller, etc. Various CPUs 4 and operating system
10 known in the art may be used. Programs and data 1n
memory 6 may be swapped into storage 8 as part of memory
management operations.

The operating system 10 may load a device driver 20a,
205, 20¢ for each protocol supported in the adaptor 12a, 125
to enable communication with a device communicating
using the supported protocol and also load a bus driver 24,
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such as a Peripheral Component Interconnect (PCI) inter-
face, to enable communication with a bus 26. Further details
of PCI mterface are described 1n the publication “PCI Local
Bus, Rev. 2.3”, published by the PCI-SIG. The operating
system 10 may load device drivers 20a, 205, 20c¢ supported
by the adaptors 12a, 125 upon detecting the presence of the
adaptors 12a, 125, which may occur during nitialization or
dynamically, such as the case with plug-and-play device
initialization. In the embodiment of FIG. 1, the operating
system 10 loads three protocol device drivers 20a, 205, 20c.
For instance, the device drivers 20a, 205, 20c may support
the SAS, SATA, and Fibre Channel point-to-point storage
interfaces, 1.e., interconnect architectures. Additional or
tewer device drivers may be loaded based on the number of
device drivers the adaptor 12 supports. FIG. 2 illustrates an
embodiment of adaptor 12, which may comprise the adap-
tors 12a, 12b. Each adaptor includes a plurality of physical
interfaces 30a, 306 . . . 30n, which may include the trans-
mitter and receiver circuitry and other connection hardware.
The physical interface may connect to another device via
cables or a path etched on a printed circuit board so that
devices on the printed circuit board communicate via etched
paths. The physical interfaces 30a, 305 . . . 30% may provide
different physical interfaces for different device connections,
such as one physical interface 30aq, 306 . . . 30n for
connecting to a SAS/SATA device and another interface for

a Fibre Channel device. Each physical iterface 30a,
306 . .. 30n2 may be coupled to a PHY layer 32a, 326 . ..

32» within expander 34. The PHY layer 32a, 326 . . . 32n
provides for an encoding scheme, such as 8b10b, to translate
bits, and a clocking mechanism, such as a phased lock loop
(PLL). The PHY layer 32a, 326 . . . 32» would include a
serial-to-parallel converter to perform the serial-to-parallel
conversion and the PLL to track the mcoming data and
provide the data clock of the incoming data to the serial-to-
parallel converter to use when performing the conversion.
Data 1s recerved at the adaptor 12 1n a senal format, and 1s
converted at the SAS PHY layer 32a, 326 . . . 32» to the
parallel format for transmission within the adaptor 12. The
SAS PHY layer 32a, 326 . . . 32» turther provides for error
detection, bit shift and amplitude reduction, and the out-oi-
band (OOB) signaling to establish an operational link with
another SAS PHY 1n another device. The term interface may
refer to the physical interface or the interface performing
operations on the recerved data implemented as circuitry, or

both.

The PHY layer 32a, 326 . . . 32» further performs the
speed negotiation with the PHY 1in the external device
transmitting data to adaptor 12. In certain embodiments, the
PHY layer 32a, 326 . . . 32» may be programmed to allow
speed negotiation and detection of different protocols trans-
mitting at the same or different transmission speeds. For
instance, SATA and SAS transmissions can be detected
because they are transmitted at speeds of 1.5 gigahertz
(GHz) and 3 GHz and Fibre Channel transmissions can be
detected because they are transmitted at 1.0625 GHz, 2.125
GHz, and 4.25 GHz. Because link transmission speeds may
be different for certain storage interfaces, the PHY layer 32a,
326 . .. 32n may detect storage interfaces having different
link speeds by maintaining information on speeds for dii-
ferent storage interfaces. However, certain diflerent storage
interfaces, such as SAS and SATA, may transmait at the same
link speeds and support common transport protocols. If
storage interfaces transmit at a same link speed, then the
PHY layer 32a, 3256 . . . 32» may distinguish among storage
interfaces capable of transmitting at the same speed by
checking the transmission format to determine the storage
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4

interface and protocol, where the link protocol defines the
characteristics of the transmission, including speed and
transmission data format.

For instance, the SAS and SATA protocol can be distin-
guished not only by their transmission speeds, but also by
their use of the OOB signal. Other protocols, such as Fibre
Channel do not use the OOB signal. Fibre Channel, SAS and
SATA all have a four byte primitive. The primitive of SATA
can be distinguished because the first byte of the SATA
primitive indicates “K28.3”, whereas the first byte of the
SAS and Fibre Channel primitive indicates “K28.5”. The
SAS and Fibre Channel primitives can be distinguished
based on the content of the next three bytes of their primi-
tives, which differ. Thus, the content of the primitives can be
used to distinguish between the SAS, SATA and Fibre
Channel protocols. Additionally, different of the protocols,
such as SAS and Fibre Channel have different handshaking
protocols. Thus, the handshaking protocol being used by the
device transmitting the mnformation can be used to distin-

guish the storage connect interface being used.
The PHY layer 32a, 326 . . . 32n forwards the frame to the

link layer 36 in the expander 34. The link layer 36 may
maintain a set of elements for each protocol supported by a
port, such as a Serial SCSI Protocol (S5P) link layer 38 to
process SSP frames, a Serial Tunneling Protocol (STP) layer
385, a Serial Management Protocol (SMP) layer 38¢, and a
Fibre Channel link layer 384 to support the Fibre Channel
protocol for transporting the frames. Within the expander 34,
information 1s routed from one PHY to another. The trans-
mitted information may include primitives, packets, frames,
etc., and may be used to establish the connection and open
the address frame. A router 40 routes transmissions between
the protocol engines 42aq, 420 and the PHY layers 32a,
326 . . . 32n. The router 40 maintains a router table 41
providing an association of PHY layers 32a, 326 ... 32n to
protocol engines 42a, 42b, such that a transmission from a
PHY layer or protocol engine 1s routed to the corresponding
protocol engine or PHY layer, respectively, indicated in the
router table 41. It the protocol engines 42a, 426 support the
transport protocol, e.g., SSP, STP, SMP, Fibre Channel
protocol, etc., associated with the link layer 38a, 385, 83c,
384 torwarding the transmission, then the router 40 may use
any technique known 1n the art to select among the multiple
protocol engines 42a, 42b to process the transmission, such
as round robin, load balancing based on protocol engine 42a,
42b utilization, etc. The Fibre Channel Protocol comprises
the transport layer for handling information transmitted on a
Fibre Channel storage interface. Data may be communicated
in frames, packets, primitives or any other data transmission
format known 1n the art. A transport layer comprises any
circuitry, including software or hardware, that i1s use to
provide a virtual error-free, point to point connection to
allow for the transmission of information between devices
so that transmitted information arrives un-corrupted and 1n
the correct order. The transport layer further establishes, e.g.,
opens, and dissolves connections between devices.

A transport protocol provides a set of transmission rules
and handshaking procedures used to implement a transport
layer, often defined by an industry standard, such as SAS,
SATA, Fibre Channel, etc. The transport layer and protocol
may comprise those transport protocols described herein and
others known 1in the art. The protocol engine 42a, 425
comprises the hardware and/or soiftware that implements
different transport protocols to provide transport layer func-
tionality for different protocols.

Each protocol engine 42a, 425 1s capable of performing
protocol related operations for all the protocols supported by
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the adaptor 12. Alternatively, diflerent protocol engines may
support different protocols. For instance, protocol engine
42b may support the same transport layers as protocol
engine 42a or a diflerent set of transport layers. Each
protocol engine 42a, 426 implements a port layer 44, and a
transport layer, such as a SSP transport layer 46a, STP
transport layer 46b, SMP transport layer 46¢, and a Fibre
Channel Protocol transport layer 46d. Further, the protocol
engines 30a, 306 may support the transport and network
layer related operations for the supported protocols. The port
layer 44 interfaces between the link layers 38a, 385, 38c,
384 via the router 40 and the transport layers 46a, 465, 46¢,
46d to transmit information to the correct transport layer or
link layer. The PHYs 32a, 326 . . . 32n and corresponding
physical interfaces 30a, 306 . . . 30» may be organized into
one or more ports, where each SAS port has a unique SAS
address. The port comprises a component or construct to
which interfaces are assigned. An address comprises any
identifier used to identify a device or component. The
protocol engines 42a, 426 may further include one or more
virtual PHY layers to enable communication with virtual
PHY layers in the router 40. A virtual PHY 1s an internal
PHY that connects to another PHY inside of the device, and
not to an external PHY. Data transmitted to the virtual PHY
typically does not need to go through a serial-to-parallel
conversion.

Each protocol engine 42a, 425 mncludes an instance of the
protocol transport layers 46a, 465, 46¢, 46d, where there 1s
one transport layer to interface with each type of application
layer 48a, 485, 48¢ 1n the application layer 50. The appli-
cation layer 50 may be supported in the adaptor 12 or host
system 2 and provides network services to the end users. For
instance, the SSP transport layer 46a and Fibre Channel
Protocol (FCP) transport layer 465 interface with a SCSI
application layer 48a, the STP transport layer 46c¢ interfaces
with an Advanced Technology Attachment (ATA) applica-
tion layer 485, and the SMP transport layer 464 interfaces
with a management application layer 48¢. Further details of
the ATA technology are described 1n the publication “Infor-
mation Technology—AT Attachment with Packet Inter-
tace—6 (ATA/ATAPI-6)", reference no. ANSI INCITS 361 -
2002 (September, 2002).

All the PHY lavyers 32a, 325 . . . 32» may share the same
link layer and protocol link layers, or there may be a separate
instance of each link layer and link layer protocol 38a, 385,
38¢, 384 for each PHY. Further, each protocol engine 42a,
425 may include one port layer 44 for all ports including the
PHY layers 32a, 326 . . . 32» or may include a separate
instance of the port layer 44 for each port in which one or
more PHY layers and the corresponding physical interfaces
are organized. Further details on the operations of the
physical layer, PHY layer, link layer, port layer, transport
layer, and application layer and components implementing
such layers described herein are found in the technology
specification “Information Technology—Sernal Attached
SCSI (SAS)”, referenced above.

The router 40 allows the protocol engines 42a, 426 to
communicate to any of the PHY layers 32a, 3256 ...32n. The
protocol engines 42a, 425 communicate parallel data to the
PHY layers 32a, 326 . . . 32n, which include parallel-to-
serial converters to convert the parallel data to serial data for
transmittal through the corresponding physical interface
30a, 305 . . .30n. The data may be communicated to a PHY
on the target device or an intervening external expander. A
target device 1s a device to which information 1s transmitted
from a source or initiator device attempting to communicate
with the target device.
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With the described embodiments of FIGS. 1 and 2, one
protocol engine 42a, 425 having the port and transport layers
can manage transmissions to multiple PHY layers 32a,
326 ... 32n. The transport layers 46a, 46b, 46¢, 46d of the
protocol engines 42a, 426 may only engage with one open
connection at a time. However, if delays are experienced
from the target on one open connection, the protocol engine
42a, 425 can disconnect and establish another connect to
process 1/0 requests from that other connection to avoid
latency delays for those target devices trying to establish a
connection. This embodiment provides greater utilization of
the protocol engine bandwidth by allowing each protocol
engine to multiplex among multiple target devices and
switch among connections. The protocol engines 42a, 42b
and physical interface have greater bandwidth than the target
device, so that the target device throughput 1s lower than the
protocol engine 42a, 42b throughput. In certain embodi-
ments, the protocol engines 42a, 425 may multiplex between
different PHY's 32a, 325 . . . 32» to manage multiple targets.

Allowing one protocol engine to handle multiple targets
turther reduces the number of protocol engines that need to
be implemented 1n the adaptor to support all the targets.

FIG. 3 illustrates operations performed by the PHY layers
32a, 326 . .. 32n and the link layer 36 to open a connection
with an mitiating device, where the mitiating device may
transmit using SAS, Fibre Channel, or some other storage
interface (storage interconnect architecture). The operation
to establish the connection may occur after the devices are
discovered during identification and link initialization. In
response to a reset or power-on sequence, the PHY layer
32a, 326 may begin (at block 100) link iitialization by
receiving link initialization imnformation, such as primitives,
from an mitiator device at one physical interface 30aq,
306 . .. 30n (FIG. 2). The PHY layer 32a, 326 . . . 32n
coupled to the receiving physical itertace 30a, 306 . . . 30%
performs (at block 102) speed negotiation to ensure that the
link operates at the highest frequency. In certain embodi-
ments, the PHY layer 32aq, 326 . . . 32r includes the
capability to detect and negotiate speeds for diflerent storage
interfaces, where the different storage interfaces have dii-
ferent transmission characteristics, such as different trans-
mission speeds and/or transmission information, such as 1s
the case with the SAS/SATA and Fibre Channel storage
interfaces. The PHY layer 32a, 3256 . . . 32» then determines
(at block 104) the storage interface used for the transmission
to establish the connection, which may be determined from
the transmission speed 1 a unique transmission speed 1s
associated with a storage interface or from characteristics of
the transmission, such as information in the header of the
transmission, format of the transmission, etc. The PHY layer
32a, 326 forwards (at block 106) the information to the link
layer 36 indicating which detected storage interface to use
(SAS/SATA or Fibre Channel).

If (at block 108) the determined storage interface com-
plies with the SATA protocol, then the connection 1s estab-
lished (at block 110) and no further action 1s necessary. I (at
block 108) the connection utilizes the SAS protocol, then the
link layer 36 processes (at block 112) an OPEN frame to
determine the SAS transport protocol to use (e.g., SSP, STP,
SMP, Fibre Channel Protocol). The OPEN {frame 1s then
forwarded (at block 114) to the determined SAS protocol
link layer 38a, 385, 38¢, 384 (SSP, STP, SMP, Fibre Channel
Protocol) to process. The protocol link layer 38a, 385, 38c,
384 then establishes (at block 116) an open connection for
all subsequent frames transmitted as part of that opened
connection. The connection must be opened using the OPEN
frame between an mitiator and target port before commu-
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nication may begin. A connection 1s established between one
SAS mitiator PHY 1n the SAS imitiator port and one SAS

target PHY 1n the SAS target port. IT (at blocks 108 and 118)

the storage interface complies with a point-to-point Fibre
Channel protocol, then the connection 1s established (at

block 120). Otherwise, 1f (at blocks 108 and 118) the storage

interface complies with the Fibre Channel Arbitrated Loop
protocol, then the Fibre Channel link layer 384 establishes

(at block 122) the open connection for all subsequent frames
transmitted as part of connection. The Fibre Channel link
layer 384 may establish the connection using Fibre Channel
open primitives. Further details of the Fibre Channel Arbi-
trated Loop protocol are described in the publication “Infor-
mation Technology—Fibre Channel Arbitrated Loop (FC-
AL-2)”, having document no. ANSI INCITS 332-1999.

With the described implementations, the PHY layer 32a,
326 . .. 32» 1s able to determine the storage interface for
different storage interfaces that transmit at different trans-
mission link speeds and/or have different transmission char-
acteristics. This determined storage interface information 1s
then forwarded to the link layer 36 to use to determine which
link layer protocol and transport protocol to use to establish
the connection, such as a SAS link layer protocol, e.g., 38a,
380, 38c, or the Fibre Channel link layer protocol 384,
where the different protocols that may be used require
different processing to handle.

FI1G. 4 illustrates operations performed by the router 40 to
select a protocol engine 42a, 426 to process the received
frame. Upon receiving (at block 150) a transmission from
the protocol link layer 38a, 385, 38¢, 384, such as a frame,
packet, primitive, etc., to establish a connection, if (at block
152) a router table 41 provides an association of a protocol
engine 42a, 425 for the PHY 32a, 326 . . . 32r forwarding
the transmission, then the router 40 forwards (at block 154)
the transmission to the protocol engine 42a, 42b associated
with the PHY indicated in the router table 41. I (at block
152) the router table 41 does not provide an association of
a PHY layer and protocol engine and 1f (at block 156) the
protocol of the transmission complies with the SATA or
Fibre Channel point-to-point protocol, then the router 40
selects (at block 158) one protocol engine to use based on a
selection criteria, such as load balancing, round robin, etc. If
(at block 160) all protocol engines 46a, 46b capable of
handling the determined protocol are busy, then fail 1s
returned (at block 162) to the device that sent a transmission.
Otherwise, if (at block 160) a protocol engine 46a, 46b 1s
available, then one protocol engine 46a, 465 1s selected (at
block 164) to use for the transmission and the transmission
1s forwarded to the selected protocol engine.

It (at block 156) the protocol of the connection request
complies with the SAS or Fibre Channel Arbitrated Loop
protocol, then the router 40 selects (at block 166) one
protocol engine 46a, 465 to use based on a selection criteria.
I (at block 168) all protocol engines 46a, 465 capable of
handling the determined protocol are busy, then the PHY
receiving the transmission 1s signaled that the connection
request failed, and the PHY 32a, 326 . . . 32r returns (at
block 170) an OPEN reject command to the transmitting
device. Otherwise, 11 (at block 168) a protocol engine 464,
46b 1s available, then an entry 1s added (at block 172) to the
router table 41 associating the PHY 42a, 426 . . . 425
forwarding the transmission with one protocol engine 46aq,
46b. The router 40 signals (at block 174) the PHY that the
connection 1s established, and the PHY returns OPEN
accept. The router 40 forwards (at block 176) the transmis-
sion to the selected protocol engine 46a, 46b.
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Additionally, the application layer 50 may open a con-
nection to transmit information to a target device by com-
municating the open request frames to one protocol engine
42a, 42b, using load balancing or some other selecting
technique, where the protocol engine 42a, 425 transport and
port layers transmit the open connection frames to the router
40 to direct the link mitialization to the appropriate link layer
and PHY layer.

FIG. 5 illustrates operations performed in the adaptor 12
to enable a device driver 20a, 205, 20c to communicate
information to a target device through an adaptor 12a, 125
(FIG. 1). At block 200, a device driver 20a, 205, 20c
transmits information to 1nitiate communication with a con-
nected device by sending (at block 202) information to a
protocol engine 46a, 46b. A device driver 20a, 205, 20c may
perform any operation to select a protocol engine to use. The
protocol engine 46a, 465 receiving the transmission for-
wards (at block 204) the transmission to the router 40. If (at
block 206) the protocol used by the device driver 20a, 205,
20c 1s SATA or Fibre Channel point-to-point protocol, then
the router 40 selects (at block 208) a PHY 32a, 326 .. . 32n
connected to the target device (directly or indirectly through
one or more expanders or a fabric) for transmission and
sends the transmission to the selected PHY. If (at block 206)
the protocol used by the device driver 20a, 205, 20¢ 1niti-
ating the transmission 1s SAS or Fibre Channel Arbitrated
Loop, then the router 40 selects (at block 210) a PHY 32a,
326 . .. 32n to use to establish communication with the
target device and add an entry to the router table associating
the protocol engine 42a, 426 forwarding the transmission
with the selected PHY, so that the indicated protocol engine
and PHY are used for communications through that SAS or
Fibre Channel Arbitrated Loop connection. The router 40

then forwards (at block 212) the open connection request
through the selected PHY 32a, 326 . . . 32n to the target

device.

Described embodiments provide techniques for allowing
connections with different storage interfaces that communi-
cate at different transmission speeds and/or diflerent trans-
mission characteristics. In this way, a single adaptor 12 may
provide multiple connections for different storage interfaces
(storage 1nterconnect architectures) that communicate using
different transmission characteristics, such as transmitting at
different link speeds or including different protocol infor-
mation in the transmissions. For instance, the adaptor 12
may be included in an enclosure that 1s connected to multiple
storage devices on a rack or provides the connections for
storage devices within the same enclosure.

Still further, with the described embodiments, there may
be only one serial to parallel conversion between the PHY
layers 32a, 326 . . . 32n performing parallel-to-serial con-
version and the protocol engines 42a, 426 within the adap-
tor. In implementations where the expander 1s located exter-
nal to the adaptor, three parallel-to-serial conversions may
be performed to communicate data from the connections to
the router (sernal to parallel), from the router 1in the expander
to the adaptor (parallel to serial), and at the adaptor from the
connection to the protocol engine (serial to parallel). Certain
described embodiments eliminate the need for two of these
conversions by allowing the parallel data to be transmaitted
directly from the router to the protocol engines 1n the same
adaptor component. Reducing the number of parallel to
serial conversions and corresponding PLL tracking reduces
data and bit errors that may be introduced by the frequency
changes produced by the PLL in the converters and may
reduce latency delays caused by such additional conver-
S101S.
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ADDITIONAL EMBODIMENT DETAILS

The described embodiments may be implemented as a
method, apparatus or article of manufacture using program-
ming and/or engineering techniques to produce software,
firmware, hardware, or any combination thereof. The term
“article of manufacture” and “circuitry” as used herein refers
to a state machine, code or logic implemented 1n hardware
logic (e.g., an mtegrated circuit chip, Programmable Gate
Array (PGA), Application Specific Integrated Circuit
(ASIC), etc.) or a computer readable medium, such as
magnetic storage medium (e.g., hard disk drives, tloppy
disks, tape, etc.), optical storage (CD-ROMs, optical disks,
etc.), volatile and non-volatile memory devices (e.g.,
EEPROMs, ROMs, PROMs, RAMs, DRAMs, SRAMs,
firmware, programmable logic, etc.). Code in the computer
readable medium 1s accessed and executed by a processor.
When the code or logic 1s executed by a processor, the
circuitry would include the medium including the code or
logic as well as the processor that executes the code loaded
from the medium. The code 1n which preferred embodiments
are implemented may further be accessible through a trans-
mission media or from a file server over a network. In such
cases, the article of manufacture in which the code 1s
implemented may comprise a transmission media, such as a
network transmission line, wireless transmission media,
signals propagating through space, radio waves, nfrared
signals, etc. Thus, the “article of manufacture” may com-
prise the medium 1n which the code 1s embodied. Addition-
ally, the “article of manufacture” may comprise a combina-
tion of hardware and software components in which the code
1s embodied, processed, and executed. Of course, those
skilled 1n the art will recognize that many modifications may
be made to this configuration, and that the article of manu-

facture may comprise any information bearing medium
known 1n the art.

Additionally, the expander, PHYs, and protocol engines
may be implemented 1n one or more integrated circuits on
the adaptor or on the motherboard.

In the described embodiments, layers were shown as
operating within specific components, such as the expander
and protocol engines. In alternative implementations, layers
may be implemented in a manner different than shown. For
instance, the link layer and link layer protocols may be
implemented with the protocol engines or the port layer may
be implemented 1n the expander.

In the described embodiments, the protocol engines each
support multiple transport protocols. In alternative embodi-
ments, the protocol engines may support diflerent transport
protocols, so the expander 40 would direct communications
for a particular protocol to that protocol supporting the
determined protocol.

In the described embodiments, transmitted information 1s
received at an adaptor card from a remote device over a
connection. In alternative embodiments, the transmaitted and
received 1nformation processed by the transport protocol
layer or device driver may be received from a separate
process executing in the same computer 1n which the device
driver and transport protocol driver execute.

In certain implementations, the device driver and network
adaptor embodiments may be included 1n a computer system
including a storage controller, such as a SCSI, Redundant
Array ol Independent Disk (RAID), etc., controller, that
manages access to a non-volatile or volatile storage device,
such as a magnetic disk drive, tape media, optical disk, etc.
In alternative implementations, the network adaptor embodi-
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ments may be included m a system that does not include a
storage controller, such as certain hubs and switches.

In certain implementations, the adaptor may be config-
ured to transmit data across a cable connected to a port on
the adaptor. In further embodiments, the adaptor may be
configured to transmit data across etched paths on a printed
circuit board. Alternatively, the adaptor embodiments may
be configured to transmit data over a wireless network or
connection.

In described embodiments, the storage interfaces sup-
ported by the adaptors comprised SATA, SAS and Fibre
Channel. In additional embodiments, other storage inter-
faces may be supported. Additionally, the adaptor was
described as supporting certain transport protocols, e.g. SSP,
Fibre Channel Protocol, STP, and SMP. In further imple-
mentations, the adaptor may support additional transport
protocols used for transmissions with the supported storage
interfaces. The supported storage interfaces may transmit
using different transmission characteristics, e.g., diflerent
link speeds and different protocol information included with
the transmission. Further, the physical interfaces may have
different physical configurations, 1.e., the arrangement and
number of pins and other physical interconnectors, when the
different supported storage interconnect architectures use
different physical configurations.

The adaptor 12 may be implemented on a network card,
such as a Peripheral Component Interconnect (PCI) card or
some other I/O card, or on integrated circuit components
mounted on a system motherboard or backplane.

The 1llustrated logic of FIGS. 3, 4, and 5§ show certain
events occurring 1n a certain order. In alternative embodi-
ments, certain operations may be performed 1n a different
order, modified or removed. Moreover, operations may be
added to the above described logic and still conform to the
described embodiments. Further, operations described
herein may occur sequentially or certain operations may be
processed 1n parallel. Yet further, operations may be per-
formed by a single processing unit or by distributed pro-
cessing units.

The foregoing description of various embodiments has
been presented for the purposes of illustration and descrip-
tion. It 1s not intended to be exhaustive or to limit the
embodiments to the precise form disclosed. Many modifi-
cations and variations are possible i light of the above
teaching.

What 1s claimed 1s:
1. A method, comprising:
recerving a transmission at one of multiple connections;

maintaining information on storage interconnect architec-
tures and transmission characteristics, wherein the stor-
age mterconnect architectures have different transmis-
sion characteristics;

determiming at least one transmission characteristic of the
recerved transmission;

determining from the information the storage interconnect
architecture associated with the determined transmis-
sion characteristic;

using the information on the determined storage intercon-
nect architecture to process the transmission and deter-
mine one of a plurality of available transport layers for
the received transmission, wherein there 1s one trans-

port layer for each supported transport protocol; and
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forwarding the transmission to the determined transport
layer by:
selecting one of a plurality or protocol engines by
performing load balancing among the available pro-
tocol engines to select a least utilized protocol
engine; and
forwarding the transmission to the selected protocol
engine, wherein the determined transport layer 1n the
selected protocol engine processes the transmission.

2. The method of claim 1, wherein each protocol engine
1s capable of processing transmaissions from different devices
using different storage interconnect architectures.

3. The method of claim 2, wherein a port comprises one
or more connections through one or more physical inter-
faces, and wherein each protocol engine and the transport
layers therein are capable of processing transmissions from
multiple ports.

4. The method of claim 3, whereimn a link layer uses the
information on the determined storage interconnect archi-
tecture to process the transmission and determine a transport
layer, and wherein each protocol engine includes a port layer
to interface between the link layer and transport layers in the
protocol engine.

5. The method of claim 1, wherein each protocol engine
supports a same set of transport layers and transport layers
used by different storage interconnect architectures.

6. The method of claim 1, wherein the received transmis-
s10n comprises a connection open Iframe, and wherein a
connection 1s established using the determined transport
protocol and selected protocol engine for all frames com-
municated over that open connection until the connection 1s
closed.

7. The method of claim 1, further comprising;:

forwarding the transmission to the protocol engine in

response to determining a {first storage interconnect
architecture; and

forwarding the transmission to a protocol link layer to

open a connection 1n response to determining a second
storage 1nterconnect architecture.

8. The method of claim 7, further comprising:

associating the selected protocol engine with the connec-

tion 1n response to determining the second storage
interconnect architecture.

9. The method of claim 1, wherein the supported storage
interconnect architectures comprise SATA, SAS, and Fibre
Channel and wherein the supported transport protocols
comprise SSP, Fibre Channel Protocol, STP, and SMP.

10. The method of claim 1, wherein the transmission
characteristics include a link speed, wherein different stor-
age 1nterconnect architectures transmit at different link
speeds, and wherein the link speed 1s used to distinguish
between storage iterconnect architectures.

11. The method of claim 10, wherein the transmission
characteristics include characteristics of a data format of the
transmission, wherein different storage interconnect archi-
tectures transmit using different data formats, and wherein
the data format 1s used to distinguish between storage
interconnect architectures that transmit at same link speeds.

12. An adaptor, comprising;:

a plurality of physical interfaces capable of interfacing

with multiple storage interconnect architectures;
transport layers, wherein there 1s one transport layer for
cach supported transport protocol;

a plurality of protocol engines each supporting multiple of

the transport layers;

information on storage interconnect architectures and

transmission characteristics used for the storage inter-
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connect architectures, wherein the storage interconnect
architectures have different transmaission characteris-
tics;

circuitry capable of causing operations to be performed,
the operations comprising:

receiving a transmission at one of the physical inter-
faces;

determining at least one transmission characteristic of
the received transmission;

determining from the information the storage intercon-
nect architecture associated with the determined
transmission characteristic;

using the information on the determined storage inter-
connect architecture to process the transmission and
determine one of a plurality of available transport
layers for the received transmission, wherein there 1s
one transport layer for each supported transport
protocol; and

forwarding the transmission to the determined transport
layer by;
selecting one of the plurality or protocol engines by
performing load balancing among the available proto-
col engines to select a least utilized protocol engine;
and forwarding the transmaission to the selected proto-
col engine, wherein the determined transport layer 1n
the selected protocol engine processes the transmission.

13. The adaptor of claim 12, wherein at least one physical
interface has a first physical configuration to interface with
a first storage interconnect architecture and at least one
physical interface has a second physical configuration to
interface with a second interconnect architecture.

14. The adaptor of claim 12, wherein each protocol engine
1s capable of processing Iframes transmitted on different
connections through different physical interfaces.

15. The adaptor of claim 12, further comprising:

a plurality of ports, wherein each port comprises one or
more physical interfaces, and wherein each protocol
engine and the transport layers therein are capable of
processing frames from multiple ports.

16. The adaptor of claim 15, further comprising:

a link layer using the information on the determined
storage interconnect architecture to process the frame
and determine a transport layer; and

a port layer in each protocol engine to interface between
the link layer and transport layers in the protocol
engine.

17. The adaptor of claim 12, wherein each protocol engine

supports a same set of transport layers and transport layers
used by different storage interconnect architectures.

18. The adaptor of claim 12, wherein the received trans-
mission comprises a connection open {rame, and wherein a
connection 1s established using the determined transport
protocol and selected protocol engine for all frames com-
municated over that open connection until the connection 1s
closed.

19. The adaptor of claim 12, wherein the circuitry 1s
further capable of performing:

forwarding the transmission to the protocol engine in
response to determining a first storage interconnect
architecture; and

forwarding the transmission to a protocol link layer to
open a connection 1n response to determining a second
storage 1nterconnect architecture.



Us 7,376,147 B2

13

20. The adaptor of claim 19, wherein the circuitry 1s
turther capable of performing:

associating the selected protocol engine with the connec-
tion 1n response to determining the second storage
interconnect architecture.

21. The adaptor of claam 13, wherein the supported
storage 1nterconnect architectures comprise SATA, SAS, and
Fibre Channel and wherein the supported transport protocols

comprise SSP, Fibre Channel Protocol, STP, and SMP.
22. The adaptor of claim 12, further comprising:

a PHY layer coupled to each physical interface, wherein
the PHY layer determines the transmission character-
1stics of the recerved transmission and determines from
the information the storage interconnect architecture
associated with a determined link speed.

23. A system, comprising:
a Processor;

a plurality of protocol engines each supporting multiple
transport layers; and

at least one adaptor in data communication with the
Processor, comprising:
plurality of physical interfaces capable of interfacing

with multiple storage interconnect architectures
including SAS, SATA, and Fibre Channel;

information on storage interconnect architectures and
transmission characteristics, wherein the storage
interconnect architectures have different transmis-
sion characteristics;

transport layers, wherein there 1s one transport layer for
cach supported transport protocol;

circuitry capable of causing operations to be per-
formed, the operations comprising:

recerving a transmission at one of the physical inter-
faces;

determining at least one transmission characteristic
of the received transmission;

determining from the information the storage inter-
connect architecture associated with the deter-
mined transmission characteristic;

using the information on the determined storage
interconnect architecture to process the transmis-
sion and determine one of a plurality of available
transport layers for the received transmission,
wherein there 1s one transport layer for each
supported transport protocol; and

forwarding the transmission to the determined trans-
port layer by;

selecting one of the plurality or protocol engines by
performing load balancing among the available
protocol engines to select a least utilized protocol
engine; and forwarding the transmission to the
selected protocol engine, wherein the determined
transport layer in the selected protocol engine
processes the transmission.

24. The system of claim 23, wheremn on at least one
adaptor, at least one physical interface has a first physical
configuration to interface with a first storage interconnect
architecture and at least one physical interface has a second
physical configuration to interface with a second intercon-
nect architecture, wherein the first and second storage inter-
connect architectures communicate using different transmis-
sion characteristics.

25. An article of manufacture, wherein the article of
manufacture causes operations to be performed, the opera-
tions comprising:
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receiving a transmission at one of multiple connections;

maintaining information on storage interconnect architec-

tures and transmission characteristics, wherein the stor-
age mterconnect architectures have different transmis-
sion characteristics;

determining at least one transmission characteristic of the

recetved transmission;

determining from the iformation the storage interconnect

architecture associated with the determined transmis-
sion characteristic;
using the information on the determined storage intercon-
nect architecture to process the transmission and deter-
mine one of a plurality of available transport layers for
the receirved transmission, wherein there 1s one trans-
port layer for each supported transport protocol; and

forwarding the transmission to the determined transport
layer by;

selecting one of the plurality or protocol engines by

performing load balancing among the available proto-
col engines to select a least utilized protocol engine;
and forwarding the transmaission to the selected proto-
col engine, wherein the determined transport layer 1n
the selected protocol engine processes the transmission.

26. The article of manufacture of claim 25, wherein each
protocol engine 1s capable of processing transmissions from
different connections using different storage interconnect
architectures.

277. The article of manufacture of claim 26, wherein a port
comprises one or more connections through one or more
physical interfaces, and wherein each protocol engine and
the transport layers therein are capable of processing trans-
missions from multiple ports.

28. The article of manufacture of claim 27, wherein a link
layer uses the information on the determined storage inter-
connect architecture to process the transmission and deter-
mine a transport layer, and wherein each protocol engine
includes a port layer to interface between the link layer and
transport layers 1n the protocol engine.

29. The article of manufacture of claim 25, wherein each
protocol engine supports a same set of transport layers and
transport layers used by diflerent storage interconnect archi-
tectures.

30. The article of manufacture of claim 25, wherein the
received transmission comprises a connection open frame,
and wherein a connection 1s established using the deter-
mined transport protocol and selected protocol engine for all
frames communicated over that open connection until the
connection 1s closed.

31. The article of manufacture of claim 25, wherein the
operations further comprise:

forwarding the transmission to the protocol engine in

response to determining a {first storage interconnect
architecture; and

forwarding the transmission to a protocol link layer to

open a connection 1n response to determining a second
storage interconnect architecture.

32. The article of manufacture of claim 31, wherein the
operations further comprise:

associating the selected protocol engine with the connec-
tion 1n response to determining the second storage
interconnect architecture.

33. The article of manufacture of claim 25, wherein the
supported storage interconnect architectures comprise
SATA, SAS, and Fibre Channel and wherein the supported
transport protocols comprise SSP, Fibre Channel Protocol,
STP, and SMP.
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34. The article of manufacture of claim 25, wherein the
transmission characteristics include a link speed, wherein
different storage interconnect architectures transmait at dii-
ferent link speeds, and wherein the link speed 1s used to
distinguish between storage interconnect architectures.

35. The article of manufacture of claim 34, wherein the
transmission characteristics include characteristics of a data
format of the transmission, wherein different storage inter-
connect architectures transmit using different data formats,

16

and wherein the data format 1s used to distinguish between
storage interconnect architectures that transmit at same link
speeds.

36. The article of manufacture of claim 25, wherein the
article of manufacture stores instructions that when executed
result 1in performance of the operations.
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