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UNBIASED TOKEN BUCKET

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present mvention relates to packet switching and
routing systems, specifically to packet forwarding tech-
niques.

2. Description of the Related Art

In data networks, Quality of Service (QoS) 1s a feature
that allows network devices to drop packets on a selective
basis to avoid or reduce congestion 1n the network. Gener-
ally, the elements of QoS include: “classification” and
“policing”. Packets are classified mto diflerent tratlic classes
according to a policy defined by the network administrator.
For each class of traflic, packets are processed based on
certain policing parameters set by the network-administrator
using a given policing algorithm. When packets conform to
assigned ‘policing’ parameters, the packets are referred to as
“in-profile” packets and when the packets do not conform to
the ‘policing’ parameters, the packets are referred to as
“out-of-profile” packets. The network device forwards or
‘permits’ ‘in-profile’ packets. “Out-of-profile” packets are
dropped or marked. Marking of “out-of-profile” packets
lowers the priority of the packets and increases the prob-
ability that another network device in the network may drop
the packets. Packets that are dropped or marked by the
network device are referred to as “policed” packets.

Various algorithms exist to perform the policing of pack-
cts. Each algorithm can be implemented in a network device
using a logic-module referred to as a “policer’. The ‘policer’
performs certain computations according to an algorithm
defined by the network administrator on all incoming pack-
ets. One such policer that limits the total number of bytes of
all incoming packets 1 any defined interval of time 1is
referred to as ‘token bucket policer’ or a ‘leaky-bucket
regulator’. A token bucket policer 1n a network device
regulates the incoming data by limiting the data from a given
incoming port to a predefined maximum amount during any
given time interval. A user can contract with the network
administrator to allow certain bit rate through the incoming
port of a given network device. In such case, the policer of
the network device limits the number of bits of the incoming
port during any given time interval ‘1 to: [(T*contract-
rate)+burst size]. Where the ‘contract-rate’ 1s the mean bit
rate agreed upon by the user and the network administrator
and the burst 1s the maximum number of bits allowed above
the contract rate during any given time.

In token bucket metaphor, a token bucket (state variable)
represents the amount of data that any given port can
transmit during a given time interval through a network
device. The token bucket has a specified capacity. The value
of the token bucket 1s increased according to a predefined bit
rate. The maximum value of the token bucket 1s the maxi-
mum burst size contracted by the user. In token bucket
policer implementation, the incoming data at a given port 1s
measured and compared against the token bucket. When the
value of the token bucket 1s greater than the size of an
incoming packet, the incoming packet 1s ‘permitted’ to
traverse through the network device. When the value of the
token bucket 1s less than the size of the incoming packet, the
incoming packet 1s ‘policed’. When the packet is policed, the
network device either drops the incoming packet or marks
the incoming packet.

The conventional implementation of token bucket algo-
rithm presents a problem when different sized packets arrive
at a network device. When there i1s congestion in the
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network, the token bucket algorithm favors smaller sized
packets over larger sized packets. Congestion occurs when
the mncoming data-rate 1s greater than the contract-rate. For
example, when two users are coupled to a network device
via a single port, both the users can send traflic on the ports.
The trathic from both the users 1s policed according to the
same policing scheme. During the congestion, 1f the users
send different sized packets, the network device allows
smaller sized packet to flow through and the larger sized
packets are dropped. This can be illustrated by the following
example.

Two users, A and B, are connected to a network device via
a single port. The network device has one token bucket
policer (TBP) for the port. The tratlic from both the users 1s
policed by the TBP. The TBP 1s configured to allow tratlic
with a contract rate of 10 Mbps. The traflic from user A
includes 64 byte packets arriving at a speed of 11 Mbps. The
traflic from user B includes 1K bytes packets arriving at 11
Mbps. The cumulative incoming trathic that 1s mapped to the
TBP 1s 22 Mbps (11+11) which 1s greater than contract rate,
10 Mbps. Initially, the tratlic from users A and B 1s permaitted
until a steady state i1s reached and bucket of the TBP 1s
empty. The network device adds tokens into the token
bucket according to the contracted rate. The ncoming
packets are held into an incoming bufler. When enough
tokens are accumulated 1n the bucket, the 64 bytes packets
from user A ‘sneaks’ through the network device because the
packet size 1s smaller and the token bucket includes just
enough tokens to allow the smaller packets. In such case, the
1K bytes packets from user B are always blocked (policed).
Thus, once a steady state 1s reached, the tratlic from user A
1s permitted (10 Mbps permitted, 1 Mbps policed) and the
entire traflic from user B 1s policed.

Similarly, when a single token bucket policer 1s assigned
to multiple incoming data tlows with different sized packets
(multiple users on single port, single user on multiple ports,
multiple users on multiple ports or the like) and the 1ncom-
ing data 1s higher than the contract rate during a certain time
window, the token bucket policer permits higher percentage
of smaller sized packets as compared to larger sized packets
during such time window.

A method of packet policing 1s needed that can eliminate
the ‘bias’ for smaller sized packets and allow ‘unbiased’
forwarding of different sized packets during trafhic conges-
tion.

SUMMARY

In one embodiment, the present mvention defines a
method of processing one or more packets 1n a network. The
method 1ncludes identifying at least one state variable,
identifying at least one policy, determining whether a value
of the state variable complies with the policy, wherein the
determining further includes comparing a value of the state
variable with at least one constant value, and performing one
or more actions based on the determination. According to an
embodiment of the present invention, the comparing further
includes determining whether the value of the state vanable
1s less than the constant value. In one embodiment, the
comparing further includes determining whether the value of
the state variable 1s one of greater than and equal to the
constant value. In one embodiment, the comparing further
includes determining whether the value of the state variable
1s one of less than and equal to the constant value. In one
embodiment, the comparing further includes determining
whether the value of the state vaniable 1s greater than the
constant value.
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The method further includes i1t the value of the state
variable complies with the policy, forwarding the packet.
The method further includes 11 the value of the state variable
does not comply with the policy, policing the packet.
According to an embodiment of the present invention, the
policing further includes marking the packet. In one embodi-
ment, the marking includes lowering a priority of the packet.
In one embodiment of the present invention, the policing
turther includes dropping the packet. The method further
includes receiving the packet. The method further includes
adjusting the value of the state vaniable.

In one embodiment of the present invention, the adjusting
the value of the state variable further includes subtracting a
s1ze of the packet from the value of the state variable. The
method further includes increasing the value of the state
variable according to a predetermined rate.

The foregoing 1s a summary and thus contains, by neces-
sity, simplifications, generalizations and omissions of detail;
consequently, those skilled 1n the art will appreciate that the
summary 1s 1llustrative only and 1s not intended to be 1n any
way limiting. Other aspects, inventive features, and advan-
tages of the present invention, as defined solely by the
claims, will become apparent in the non-limiting detailed
description set forth below.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention may be better understood, and
numerous objects, features, and advantages made apparent
to those skilled 1n the art by referencing the accompanying,
drawing.

FIG. 1 1llustrates a network device architecture according
to an embodiment of the present invention.

FIG. 2 illustrates an example of a forwarding engine
according to an embodiment of the present invention.

FIG. 3 illustrates an example of a Classification and
Policer module according to an embodiment of the present
invention.

FIG. 4 1s a flow chart illustrating the actions performed
during the process of policing incoming packets in a net-
work device according to an embodiment of the present
invention.

DETAILED DESCRIPTION OF TH.
INVENTION

L1

The following 1s intended to provide a detailed descrip-
tion of an example of the mvention and should not be taken
to be limiting of the invention itself. Rather, any number of
variations may fall within the scope of the invention which
1s defined 1n the claims following the description.

Introduction

The present invention defines a method, using token
bucket algorithm, of unbiased policing of data flow 1n a
network device. According to an embodiment of the present
invention, during tratlic congestion, the token bucket policer
of the network device ‘permits’ (forwards) incoming packets
even when the size of the token bucket 1s less than the size
of the mcoming packets. Permitting incoming packets that
are larger than the token bucket ensures that imcoming
packets are not dropped because of the size of the incoming,
packets. The packet traflic 1s managed regardless of the size
of the imncoming packets. The network device continues to
‘permit’ ({forward) incoming packets until the result of the
magnitude comparison of the size of the token bucket and a
predetermined constant value complies with a predeter-
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mined policing scheme. Incoming packets are policed by
TBP when the magnitude comparison of the token bucket
and a predetermined constant value does not comply with
the policing scheme defined for the incoming packets. When
a packet 1s ‘permitted’ (forwarded), the size of the token
bucket 1s reduced by an amount equal to the size of the
packet.

Network Device Architecture

FIG. 1 illustrates a network device architecture according
to an embodiment of the present invention. Network device
100 includes an arbiter 110. Arbiter 110 1s coupled to various
clements of network device 100 via a link 120. Link 120 can
be configured to carry variety of information (1.e., e.g.,
control, data, address or the like). Link 120 can be config-
ured using any transport technology (i.e., e.g., high-speed
bus, multiplexed links, switching fabric or the like). Net-
work device 100 further includes ‘n’ forwarding engines,
forwarding engines 130(1)-(»). Each forwarding engine 1s
coupled to ‘m’ ports, ports (X, Y), where X represents the
number of forwarding engine and Y represents the number
of port. For example, port 140(1,1) 1s the first port coupled
to forwarding engine 130(1), port 140(1, m) 1s mth port
coupled to forwarding engine 130(1) and so on. Each
forwarding engine 1s coupled to these ports via a link 132(X,
Y), where X represents the number of forwarding engine and
Y represents the number of port. For example, link 132(1, 1)
couples forwarding engine 130(1) to port 140(1, 1), link
132(1, m) couples forwarding engine 130(1) to port 140(1,
m) and so on. Each port couples to other network devices in
the network via an mput/output link 145(X, Y), where X
represents the number of forwarding engine and Y repre-
sents the number of port. For example, link 145(1, 1)
couples port 140(1,1), link 145(1, m) couples port 140(1, m)
and so on.

Network device 100 receives packets from other network
devices on links 145(X, Y). Forwarding engines 130(1)-(7)
processes the incoming packets. Arbiter 110 provides link
control arbitration to forwarding engines 130(1)-(z) for
packet processing. After the incoming packets are processed,
the forwarding engines 130(1)-(») either forward or drop the
incoming packets.

FIG. 2 illustrates an example of a forwarding engine
according to an embodiment of the present invention. For-
warding engine 200 corresponds, for example, to one or
more of forwarding engines 130(1)-(») of FIG. 1. Forward-
ing engine 200 includes control logic Classification and
Policing (C&P) module 210. C&P module 210 can be
configured using any appropriate control design technique
that 1s capable of implementing the classification, policing
and appropriate control functions required for forwarding
the mncoming packets described herein (1.e., €.g., processor,
micro-controller, application specific itegrated circuit or
the like). C&P module 210 recerves incoming packets on an
input link 215. C&P 1s further coupled to various elements
of forwarding engine 200 via a link 225. C&P module 210
provides forwarding control information to various elements
of forwarding engine 200.

Forwarding engine 200 further includes a result module
220. Result module 240 receives incoming packets on link
215. Result module 220 forwards imcoming packets pro-
cessed by C&P module 210. When C&P module 210 com-
plete the processing of the incoming packets, the mncoming
packets are forwarded to result module 220. Result module
can get a destination 1index for the imncoming packets from
C&P module 210. Result module 220 determines the desti-

nation of the imncoming packets and forwards the imncoming
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packets on an output link 230. The structure and functioning,
of result module 220 are known 1n the art.

For 1illustration purposes, 1n the present example, links
215, 225 and 230 are shown as one-way links however, links
215, 225 and 230 can be configured as two way links. These
links can be designed to carry various kinds of information
(1.e., data, control, address or the like). Further, these links
can be further configured using any transport technology
(1.e., e.g., high-speed bus, multiplexed links, switching fab-
ric or the like).

FIG. 3 illustrates an example of a Classification and
Policer (C&P) module 300 according to an embodiment of
the present invention. C&P module 300 includes a policer
logic 310. Policer logic 310 can be configured using any
appropriate control logic (1.e., e.g., processor, miCro-con-
troller, application specific integrated circuit or the like).
Policer logic 310 1s coupled to various elements of C&P
module 300 via a link 317. Policer logic 310 1s further
coupled to an mcoming link 312 and an outgoing link 315.
Packets are received on incoming link 312 and forwarded on
outgoing link 315. For illustration purposes, while separate
incoming and outgoing links are shown, however 1t will be
apparent to one skilled in the art that these links can be
configured in other ways (e.g., as multiplexed links). A
classifier 320 1s coupled to mcoming link 312. Classifier 320
classifies incoming packets according to a predetermined
packet classification scheme. Classification schemes are
used to identify various aspects of the incoming packets (1.¢.,
¢.g., source, port, destination, quality of service, user 1den-
tification or the like). Various classification schemes are
known 1n the art. Classifier 320 can be configured using any
appropriate control logic (i.e., e.g., content-addressable
memory, stand-alone processor or the like).

A memory 330 stores the token bucket and predefined
policing criteria for each class of the incoming packets.
When the mcoming packets are classified according to a
predefined classification scheme (e.g., mcoming packets
with a specific QoS originating from a specific source or the
like), policing logic 310 looks up the policing criteria
assigned to the classified packets in memory 330. The
policing criteria can 1nclude various factors (1.e., €.g., con-
tracted data rate, burst size, bucket size, last update time,
packet statistics, bucket states or the like or combination
thereot). The policing criteria are used to police the classi-
fied packets according to a traflic scheme defined by the
network administrator (e.g. for incoming packets with spe-
cific QoS onginating from a specific source or the like). A
counter 340 measures the time elapsed since last monitoring
of data rate for a given port. Policer logic 310 uses the output
of counter 340, the size of the incoming packet and the token
bucket and policing parameters (e.g., burst, contract rate or
the like) to make the policing decision.

Following pseudo code represents an implementation of
token bucket algorithm according to an embodiment of the
present mvention.

clapsed_time=current_time-last_bucket_update time;

last_bucket_update_time=current_time; bucket+=

(contract_rate*elapsed_time);

if (bucket >burst)
bucket=burst;

if (bucket <0)// byte_count =size of packet
police_packet( );

else {
permit_packet( );
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bucket—=byte count;

j

According to another embodiment of the present invention,
the size of the token bucket can be compared against a
predetermined constant value and the packet can be policed
based on the result of the comparison (equal to, greater than,
less than, greater than or equal to, less than or equal to, or

the like).

FIG. 4 1s a flow chart illustrating the actions performed
during the process of policing incoming packets 1 a net-
work device according to an embodiment of the present
invention. Initially, the network device receives a packet
(step 410). The network device identifies the class of the
packet (step 420). The network device i1dentifies a policing
scheme for the packet based on the i1dentified class (step
430). The network device determines the size of the token
bucket (step 440). The size of the token bucket can be
determined, for example, according to a contract rate agreed
upon by the user and a traflic management scheme adopted
by the network administrator. According to an embodiment
of the present invention, the token bucket size 1s determined
by determining the time elapsed between the receipt of two
packet that use the same token bucket and multiplying it by
the contracted data rate (elapsed-time*contract-rate) and
adding 1t to the previous value of the token bucket. In
another embodiment, the token bucket can be incremented
by the contract_rate in every time umt. The maximum size
of the token bucket 1s limited to a maximum burst size
agreed upon by the user.

After calculating the token bucket size, the network
device determines whether to permit the packet (step 450).
The decision to permit the packet can be made by making
one of several determinations. According to an embodiment
of the present invention, the magnitude of the token bucket
1s compared against a predetermined constant. The result of
the magnitude comparison 1s then used to determine whether
the packet can be forwarded. The network administrator can
determined the type of the magnitude comparison (equal to,
greater than, less than, greater than or equal to, less than or
equal to, or the like) between the size of the token bucket and
the predetermined constant. The determination of the type of
magnitude comparison can be made according to the polic-
ing scheme desired for the incoming packet.

If the result of the magnitude comparison complies with
the predetermined policing scheme, the network device
‘permits’ the packet (step 460). When a packet 1s ‘permit-
ted’, the size of the token bucket 1s reduced by the size of the
‘permitted’ packet. In one embodiment of the present inven-
tion, the token bucket size can be smaller than the packet
s1ze but as long as the magnitude comparison complies with
the predetermined policing scheme, the packet 1s permitted.
A packet that 1s larger than the token bucket size can be
‘permitted” without being policed thus eliminating the “bias’
against larger size packets during the trathic congestion.

According to an embodiment of the present invention, the
number of bytes that can be permitted in any arbitrary
time-nterval T can be [(T*contract-rate)+burst size+maxi-
mum transfer unit]. Where the ‘contract-rate’ 1s the mean bit
rate agreed upon by the user and the network administrator.
The burst size 1s the maximum number of bits allowed for
the user at any given time and maximum transier unit 1s the
largest packet size allowed by the protocol employed in the
network. After ‘permitting’ the packet, the network device
adjusts the token bucket size (e.g., reducing the token bucket
s1ze by an amount equal to the ‘permitted’ packet size or the
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like) (step 470). The network device then proceeds to
receive the next packet (step 410).

If the result of the magnitude comparison does not comply
with the predetermined policing scheme, the network device
‘polices’ the packet (step 480). Policing can include various
actions according to a policing scheme adopted by the
network administrator (1.e., €.g., lowering the priority of the
packet, dropping the packet or the like). The network device
then proceeds to receive the next packet (step 410).

While particular embodiments of the present invention
have been shown and described, 1t will be obvious to those
skilled 1n the art that, based upon the teachings herein,
changes and modifications may be made without departing
from this invention and its broader aspects and, therefore,
the appended claims are to encompass within their scope all
such changes and modifications as are within the true spirit
and scope of this invention. Furthermore, 1t 1s to be under-
stood that the mvention 1s solely defined by the appended
claims.

What 1s claimed 1s:

1. A method of processing a packet in a network com-
prising:

identifying a token bucket of a plurality of token buckets;

identifying a policy of a plurality of policies;

determining whether a value of said token bucket com-
plies with said policy, wherein said determining further
comprises comparing said value of said token bucket
with at least one constant value, and wherein said
comparing further comprises determining one of:
whether said value of said token bucket 1s greater than
sald constant value, whether said value of said token
bucket 1s less than said constant value, whether said
value of said token bucket 1s one of greater than and
equal to said constant value, and whether said value of
said token bucket 1s one of less than and equal to said
constant value; and

performing one or more actions based on an outcome of

said determining,

2. The method of claim 1, wherein said token bucket 1s
identified according to one or more characteristics of said
packet.

3. The method of claim 1, wherein said policy 1s identified
according to said characteristics of said packet.

4. The method of claim 2, wherein one of said character-
istics of said packet 1s a class of service.

5. The method of claim 1, wherein said comparing further
COmMprises:

determining whether said value of said token bucket 1s

less than said constant value.

6. The method of claim 1, wherein said comparing further
COmprises:

determining whether said value of said token bucket 1s

one of greater than and equal to said constant value.

7. The method of claim 1, wherein said comparing further
COmMprises:

determining whether said value of said token bucket 1s

one of less than and equal to said constant value.

8. The method of claim 1, wherein said comparing further
COmMprises:

determining whether said value of said token bucket 1s

greater than said constant value.

9. The method of claim 1, wherein each one of said
plurality of token buckets has a predetermined maximum
S1Z€.

10. The method of claim 1, further comprising;:

if said value of said token bucket complies with said

policy, forwarding said packet.
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11. The method of claim 1, further comprising:

11 said value of said token bucket does not comply with

said policy, policing said packet.

12. The method of claim 11, wherein said policing further
comprising;

marking said packet.

13. The method of claim 12, wherein said marking
COmMprises:

lowering a priority of said packet.

14. The method of claim 11, wherein said policing further
comprising;

dropping said packet.

15. The method of claim 1, wherein said plurality of
policies are predetermined.

16. The method of claim 15, wherein one of said plurality
of policies determines a number of said plurality of packets
forwarded 1n a given time.

17. The method of claim 1, further comprising;:

recerving said packet.

18. The method of claim 17, further comprising:

adjusting said value of said token bucket.

19. The method of claim 18, wherein said adjusting said
value of said token bucket further comprising:
subtracting a size of said packet from said value of said
state variable.
20. The method of claim 19, further comprising;

increasing said value of said token bucket according to a
predetermined rate.

21. A network traflic controller comprising:

a policer, said policer 1s configured to

determine whether a value of a token bucket of a plurality
of token buckets complies with one of a plurality of
policies by comparing a value of said token bucket with
at least one constant value, wherein said comparing
further comprises determining one of: whether said
value of said token bucket 1s greater than said constant
value, whether said value of said token bucket 1s less
than said constant value, whether said value of said
token bucket 1s one of greater than and equal to said
constant value, and whether said value of said token
bucket 1s one of less than and equal to said constant
value.

22. The network traflic controller of claim 21, wherein

said policer 1s further configured to

determine whether said value of said token bucket 1s less

than said constant value.

23. The network traflic controller of claim 21, wherein
said policer 1s further configured to

determine whether said value of said token bucket 1s one
of greater than and equal to said constant value.

24. The network traflic controller of claim 21, wherein
said policer 1s further configured to

determine whether said value of said token bucket 1s one
of less than and equal to said constant value.

25. The network traflic controller of claim 21, wherein
said policer 1s further configured to

determine whether said value of said token bucket 1s
greater than said constant value.

26. The network trathc controller of claim 21, further
comprising;
a classifier coupled to said policer, wherein said classifier

1s configured to determine a plurality of characteristics
of a first packet.

27. The network traflic controller of claim 26, wherein
one of said characteristics 1s a class of said first packet.
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28. The network traflic controller of claim 27, further
comprising:
a first memory coupled to said policer, said first memory
1s configured to store said plurality of policies; and
a counter coupled to said policer, wherein said counter 1s
configured to determine time elapsed between said {first
packet and a second packet.

29. The network traffic controller of claim 28, wherein a
torwarding engine comprises said network traflic controller.

30. The network tratlic controller of claim 29, wherein
said forwarding engine further comprises:

a result module coupled to said network traflic controller,

said result module 1s configured to forward a plurality
ol incoming packets.

31. The network traflic controller of claim 30, wherein a
network element comprises said forwarding engine.

32. A network element comprising:

a processor; and

a plurality of forwarding engines coupled to said proces-

sor, at least one of said forwarding engines comprising

a network traflic controller, wherein said network trathic

controller 1s configured to

determine whether a value of a token bucket complies
with a policy, wherein said determining further com-
prises comparing a value of said token bucket with at
least one constant value wherein said comparing
turther comprises determining one of: whether said
value of said token bucket 1s greater than said
constant value, whether said value of said token
bucket 1s less than said constant value, whether said
value of said token bucket 1s one of greater than and
equal to said constant value, and whether said value
ol said token bucket 1s one of less than and equal to
said constant value; and

perform one or more actions based on whether said
value of said token bucket complies with said policy.

33. The network element of claim 32, wherein said
network traflic controller 1s further configured to

identify said token bucket; and

identify said policy.

34. The network element of claim 33, wherein said token
bucket 1s 1dentified according to one or more characteristics
ol a packet.

35. The network element of claim 33, wherein said policy
1s 1dentified according to said characteristics of said packet.

36. The network element of claim 34, wherein one of said
characteristics of said packet 1s a class of service.

37. The network element of claim 32, wherein said
network traflic controller 1s further configured to

determine whether said value of said token bucket 1s less

than said constant value.

38. The network element of claim 32, wherein said
network tratlic controller 1s further configured to

determine whether said value of said token bucket is one

of greater than and equal to said constant value.

39. The network element of claim 32, wherein said
network traflic controller 1s further configured to

determine whether said value of said token bucket 1s one

of less than and equal to said constant value.

40. The network element of claim 32, wherein said
network trathic controller 1s further configured to

determine whether said value of said token bucket 1s

greater than said constant value.

41. The network element of claim 32, wherein each one
of said plurality of token buckets has a predetermined
maximum Ssize.
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42. The network element of claim 32, wherein said
network trathic controller 1s further configured to

i1 said value of said token bucket complies with said
policy, forward a packet.

43. The network element of claim 32, wherein said
network trathic controller 1s further configured to

11 said value of said token bucket does not comply with
said policy, police a packet.
44. The network element of claim 43, wherein said
network trathic controller 1s further configured to

mark said packet.

45. The network element of claim 44, wherein said
network trathic controller 1s further configured to

lower a priority of said packet.

46. The network element of claim 43, wherein said
network trathic controller 1s further configured to

drop said packet.

4'7. The network element of claim 32, wherein said policy
1s predetermined.

48. The network element of claim 47, wherein said policy
determines a number of said plurality of packets forwarded
in a given time.

49. The network element of claim 32, wherein said
network trathic controller 1s further configured to

receive a packet.

50. The network element of claim 49, wherein said
network trathic controller 1s further configured to

adjust said value of said token bucket.

51. The network element of claim 50, wherein said
network trathic controller 1s further configured to

subtract a size of said packet from said value of said token
bucket.

52. The network element of claim 51, wherein said
network trathic controller 1s further configured to

increase said value of said token bucket according to a
predetermined rate.

53. A network element comprising:

means for identifying a token bucket of a plurality of
token buckets;

means for identifying a policy of a plurality of policies;

means for determining whether a value of said token
bucket complies with said policy, wherein said deter-
mining further comprises comparing a value of said
token bucket with at least one constant value, wherein
said comparing further comprises determining one of:
whether said value of said token bucket 1s greater than
sald constant value, whether said value of said token
bucket 1s less than said constant value, whether said
value of said token bucket 1s one of gReater than and

equal to said constant value, and whether said value of
said token bucket i1s one of less than and equal to said
constant value; and

means for performing one or more actions based on an
outcome of said determining.

54. The network element of claim 53, wherein said token
bucket 1s 1dentified according to one or more characteristics
ol a packet.

55. The network element of claim 54, wherein said policy
1s 1dentified according to said characteristics of said packet.

56. The network element of claim 54, wherein one of said
characteristics of said packet 1s a class of service.

57. The network element of claim 53, further comprising:

means for determining whether said value of said token
bucket 1s less than said constant value.
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58. The network element of claim 53, further comprising;:

means for determining whether said value of said token
bucket 1s one of greater than and equal to said constant
value.

59. The network element of claim 53, further comprising;:

means for determining whether said value of said token

bucket 1s one of less than and equal to said constant
value.

60. The network element of claim 53, further comprising:

means for determining whether said value of said token

bucket 1s greater than said constant value.

61. The network element of claim 53, wherein each one
of said plurality of token buckets has a predetermined
maximum Ssize.

62. The network element of claim 33, further comprising:

means for forwarding a packet it said value of said token

bucket complies with said policy.

63. The network element of claim 53, further comprising:

means for policing a packet if said value of said token

bucket does not comply with said policy.

64. The network element of claim 63, further comprising:

means for marking said packet.

65. The network element of claim 64, further comprising:

means for lowering a priority of said packet.

66. The network element of claim 63, further comprising:

means for dropping said packet.

67. The network element of claim 53, wherein said
plurality of policies are predetermined.

68. The network element of claim 67, wherein one of said
plurality of policies determines a number of said plurality of
packets forwarded 1n a given time.

69. The network element of claim 53, further comprising:

means for receiving a packet.

70. The network element of claim 69, further comprising:

means for adjusting said value of said token bucket.

71. The network element of claim 70, further comprising:

means for subtracting a size of said packet from said value

of said token bucket.

72. The network element of claim 71, further comprising:

means for increasing said value of said token bucket

according to a predetermined rate.

73. A computer program product for processing a packet
in a network, encoded 1in computer readable media, said
program product comprising a set of 1nstructions executable
on a computer system, said set of instructions 1s configured
to

identify a token bucket of a plurality of token buckets;

identify a policy of a plurality of policies;

determine whether a value of said token bucket complies

with said policy, wherein said determining further
comprises comparing a value of said token bucket with
at least one constant value, wherein said comparing
further comprises determining one of: whether said
value of said token bucket 1s greater than said constant
value, whether said value of said token bucket 1s less
than said constant value, whether said value of said
token bucket 1s one of greater than and equal to said
constant value, and whether said value of said token
bucket 1s one of less than and equal to said constant
value; and

perform one or more actions based on said determination.

74. The computer program product of claim 73, wherein
said token bucket 1s 1dentified according to one or more
characteristics of said packet.

75. The computer program product of claim 74, wherein
said policy 1s 1dentified according to said characteristics of
said packet.
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76. The computer program product of claim 74, wherein
one of said characteristics of said packet 1s a class of service.

77. The computer program product of claim 73, wherein
said set of instructions 1s further configured to

determine whether said value of said token bucket 1s less
than said constant value.

78. The computer program product of claim 73, wherein
said set of instructions 1s further configured to

determine whether said value of said token bucket i1s one
of greater than and equal to said constant value.

79. The computer program product of claim 73, wherein
said set of instructions 1s further configured to

determine whether said value of said token bucket i1s one
of less than and equal to said constant value.

80. The computer program product of claim 73, wherein
said set of instructions 1s further configured to
determine whether said value of said token bucket 1s
greater than said constant value.
81. The computer program product of claim 73, wherein

cach one of said plurality of token buckets has a predeter-
mined maximum size.

82. The computer program product of claim 73, wherein
said set of instructions 1s further configured to:

1 said value of said token bucket complies with said
policy, forward said packet.

83. The computer program product of claim 73, wherein
said set of instructions 1s further configured to

11 said value of said token bucket does not comply with
said policy, police said packet.

84. The computer program product of claim 83, wherein
said set of instructions 1s further configured to

mark said packet.

85. The computer program product of claim 84, wherein
said set of instructions 1s further configured to

lower a priority of said packet.

86. The computer program product of claim 83, wherein
said set of instructions 1s further configured to

drop said packet.

87. The computer program product of claim 73, wherein
said plurality of policies are predetermined.

88. The computer program product of claim 87, wherein
one of said plurality of policies determines a number of said
plurality of packets forwarded 1n a given time.

89. The computer program product of claim 73, wherein
said set of 1nstructions 1s further configured to

receive said packet.

90. The computer program product of claim 89, wherein
said set of 1nstructions 1s further configured to

adjust said value of said token bucket.

91. The computer program product of claim 90, wherein
said adjusting said value of said token bucket said set of
instructions 1s further configured to:

subtracting a size of said packet from said value of said
token bucket.

92. The computer program product of claim 91, wherein
said set of instructions 1s further configured to

increase said value of said token bucket according to a
predetermined rate.

93. The method of claim 1, wherein said performing one
or more actions based on an outcome of said determining
COmprises:

permitting said packet, wherein said value of said token
bucket 1s less than a size of said packet.
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94. The network traflic controller of claim 21, wherein means for permitting said packet if said value of said
said policer 1s further configured to: token bucket complies with said policy, wherein said
permit said packet if said value of said token bucket value of said token bucket 1s less than a size of said
complies with said one of said plurality of policies, packet.
wherein said value of said token bucket 1s less than a 5 97. The computer program product of claim 73, wherein
size of said packet. said set of 1nstructions 1s configured to:

95. The network element of claim 32, wherein said
network traflic controller 1s further configured to:
permit said packet if said value of said token bucket
complies with said policy, wherein said value of said 10
token bucket 1s less than a size of said packet.
96. The network element of claim 53, wherein said means
for performing one or more actions based on an outcome of
said determining comprises: S I

permit said packet 1f said value of said token bucket
complies with said policy, wherein said value of said
token bucket 1s less than a size of said packet.
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