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(57) ABSTRACT

A lane marker recognition method comprises the steps of
inputting an 1mage including a lane marker, extracting
luminance change points in the image, and estimating the
position of the lane marker using the extracted edge points.
The edge extracting step includes calculating an angle of
orientation of each of the edges and the lane marker position
estimating step includes extracting edge points that are
oriented toward a vanishing point of a road, from among the
edge points extracted 1n the edge extracting step.
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1
LANE MARKER RECOGNITION METHOD

BACKGROUND OF THE INVENTION

The present mnvention relates to a lane marker recognition
method that uses road surface information obtained through
a camera or other mput means to recognize through image
processing a vehicle running lane marker, and an apparatus
using the same.

A techmique has conventionally been proposed 1n which
image processing 1s employed to recognize a white line or
other lane marker placed on a road so as to give a driver a
warning 11 his or her vehicle deviates from a cruising lane.
Another technique proposed uses a result of lane marker
recognition for steering control of the vehicle.

To recognize a white line through image processing, a
common conventional approach sets a threshold value for
luminance of an 1mage so as to binarize the 1mage, thereby
recognizing a portion with a high luminance value as the
white line. This approach uses a principle, 1n which, since
the white line has a higher lightness than a surrounding road
area, 1t accordingly exhibits a higher luminance value than
the road area on the image. Setting the threshold value in
luminance between the road area and the white line area
allows the white line area only to be detected through
binarization.

If an 1mage has a shadowy white line, however, the
shadowed portion of the white line exhibits a lower lumi-
nance than the remaining portion of the white line. This
hampers proper detection of the shadowed portion of the
white line by this approach. There 1s still another problem,
in which, 1t the threshold value i1s set at the luminance level
that allows the approach to detect the shadowed portion of
the white line, this causes the approach to detect also areas
other than the white line.

Japanese Patent Laid-open No. Hei 4-152406 discloses a
technique, in which the threshold value i1s set based on a
mean value and a maximum value of luminance of an entire
image. This technique allows the threshold to be changed
according to 1mage conditions, which makes possible even
more stabilized white line recognition.

There 1s, however, a problem inherent 1n this technique.
That 1s, 1f 1mage conditions change due to weather or
shadow, the technique 1s no longer able to detect the white
line properly.

There 1s another technique used to recognize the white
line, 1n which an edge extraction 1s performed to recognize
an outline of the white line, instead of binarization based on
luminance. The edge extraction extracts a portion at which
luminance of the image changes. Specifically, the technique
uses the fact that the road area surrounding the white line 1s
dark and there 1s a change 1n brightness at an edge of the
white line. The technique then recognizes the portion, at
which this change in brightness occurs, as the edge of the
white line. Since the edge extraction 1s to detect the change
in brightness, this oflers an advantage that, even 11 brightness
of a wide area of the image changes due to a change 1n
weather, this 1s still able to detect the white line as long as
there 1s a change in luminance at the edge of the white line.
While being capable of extracting edges of the white line
stably, the techmique using the edge extraction 1s, however,
likely extracts extra edge components on the road, such as
a preceding vehicle and a rut.

A technique that discriminates the edge of the white line
from others 1s therefore important.

Japanese Patent Laid-open No. He1 11-1951277 discloses a
technique, 1n which edge angle information that 1s obtained
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when an edge point 1s obtained 1s used to determine the area
enclosed by edge points that make an angle pair as the white
line. This technique 1s based on the fact that a pair of edges
comprising a left edge and a night edge of the white line 1s
extracted from the white line and the difference 1n angle
therebetween 1s approximately 180 degrees. It there are no
edge points making an angle pair, the edge points can be
climinated from the white line.

If the distribution of edge points of the white line to be
recognized 1n lane markers forms a linear line, the position
angle information of the edge point can be used to estimate
the white line portion as i1n the technique disclosed in
Japanese Patent Laid-open No. Hei1 11-195127. This con-
ventional technique 1s not, however, concerned with a road,
in which road studs are 1nstalled as the lane marker. Thus, it
1s unable to recognize road studs.

A technique 1s available for recognizing the road stud, 1n
which a road stud pattern 1s registered as a template and the
location of the road stud 1s detected through template
matching. However, the size of the road stud on the image
1s generally small and the image of the road stud 1s highly
susceptible to noise. This 1s a major obstacle to a stabilized
recognition rate.

If an algorithm for white lines differs from that for road
studs and, to recognize a lane marker on a road, on which
both white lines and road studs are installed, 1t 1s necessary
to correctly identily the type of the lane marker. This means
that correct recognition cannot be made 1t the type of the
lane marker 1s incorrectly identified even with excellent
algorithms provided for both the white lines and road studs.
Hence, an overall recognition rate 1s reduced.

SUMMARY OF THE INVENTION

It 1s therefore an object of the mvention to provide an
algorithm that 1s capable of stably recognizing a lane marker
being composed of white lines or road studs without having
to discriminate the type of the lane marker.

To achieve the foregoing object, there 1s provided a lane
marker recognition method according to the present inven-
tion comprising the steps of: inputting an 1image 1including a
lane marker; extracting an edge point, which i1s a luminance
change point 1n the 1image mput 1n the image mputting step,
and calculating an angle representing an orientation of each
of the edge points extracted; and estimating the position of
the lane marker by extracting, from among the edge points
extracted 1n the edge extracting step, edge points the angles
of which are a predetermined value or fall within a prede-
termined range of values.

The edge extracting step 1s also provided with a step of
extracting edge points that are located away from a vanish-
ing point.

The lane marker position estimating step also performs
the following operation. That 1s, 1t creates a histogram of
edge points by angle from edge points having an angle
toward the vanishing point of those edge points located
away from the vanishing point and sets the angle with a high
frequency as a lane marker angle.

Furthermore, the lane marker position estimating step
performs linear estimation on a lane marker position from
the distribution of edge points having the lane marker angle.

BRIEF DESCRIPTION OF THE DRAWINGS

Other objects and advantages of the invention waill
become apparent from the following description of embodi-
ments with reference to the accompanying drawings in

which:
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FIG. 1 shows a processing flow of the lane marker
recognition method according to one embodiment of the
present mvention;

FIGS. 2A and 2B are diagrams each showing a view
ahead of a vehicle, including a lane marker obtained through
an 1mage put step according to the embodiment of the
present mvention;

FIGS. 3A and 3B are diagrams each showing a direction

of an edge point of the lane marker in the lane marker
recognition method according to the embodiment of the

present mvention;

FIGS. 4A and 4B are diagrams each illustrating an edge
point that 1s oriented toward a vanishing point on the
assumption that the vanishing point 1s located at an upper
right side 1n the lane marker recognition method according,
to the embodiment of the present invention;

FIGS. 5A and 5B are diagrams explaining an edge angle
histogram of the lane marker recognition method according,
to the embodiment of the present mnvention;

FIG. 6 1s a diagram explaining linear approximation of the
lane marker recognition method according to the embodi-
ment of the present invention;

FIGS. 7A, 7B, and 7C are diagrams illustrating an amount
of deviation S in relation to the lane of the host vehicle 1n the

lane marker recognition method according to the embodi-
ment of the present invention;

FIG. 8 1s a drawing explaining how to find the amount of
deviation S from the lane of the host vehicle in the lane
marker recognition method according to the embodiment of
the present mnvention;

FIGS.9A, 9B, 9C, 9D, and 9E each depict a step involved

in the processing flow of the lane marker recognition method
according to the embodiment of the present invention;

FIG. 10 1s a system configuration block diagram employ-
ing the lane marker recognition method according to the
embodiment of the present invention;

FIG. 11 shows coellicient matrices of the 3x3 Sobel filter
method as one technique used to detect edge positions; and

FIGS. 12A and 12B are diagrams explaining advance
processing performed on the mput image in the lane marker
recognition method according to the embodiment of the

present mvention.

DETAILED DESCRIPTION OF TH.
PREFERRED EMBODIMENTS

L1

FIG. 1 shows a processing flow of the lane marker
recognition method according to the present invention.

A lane marker recognition method according to one
embodiment of the present invention includes the following
steps: a vehicle forward 1image capturing step (step S1), or
an 1mage inputting step of inputting an 1mage ncluding a
lane marker; an edge-with-angle-information extracting step
(step S2) of taking a luminance change point of the image
input through the vehicle forward image capturing step S1 as
an edge and calculating an angle of orientation of the edge;
an edge selecting step (step S3) of selecting edge points that
are oriented toward a vanishing point of the road from the
position and orientation angle of the edge point; lane marker
position estimating steps (steps S4 to S5) of analyzing a
distribution of positions of edge points aligned toward the
vanishing point to determine the edge point of the lane
marker; a step (step S6) of updating information about the
vanishing point and the like; and a result output step (step
S7) of producing an output of recognition results.
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The vanishing point, as the term 1s used 1n this specifi-
cation, refers to an infinite far point at which the lane
markers on the left and right of a host vehicle intersect each
other.

An overall configuration of a system to which the lane
marker recognition method according to the embodiment of
the present ivention 1s applied will be first explamed. A
detailed description of each of the steps involved 1n the lane
marker recognition method according to the embodiment of
the invention will next be given.

FIG. 10 shows a system, to which the embodiment of the
invention 1s applied. A lane recognition unit 101 obtains a
vehicle forward 1mage through a camera 104 or other input
means that 1s directed toward a front of a vehicle so as to
transfer the 1mage to an 1mage processing means 105. The
image processing means 105 follows the lane marker rec-
ognition method according to the invention to recognize the
position of the lane marker on the 1mage and calculate how
much the host vehicle deviates from the lane. The amount of
deviation will be explained with reference to FIG. 7. An
amount of deviation S 1s 0 if a host vehicle 71 1s traveling
on the center of the lane, a positive value if the vehicle 1s
traveling on the right side, and a negative value 11 the vehicle
1s traveling on the lett side. The value can range from -1 to
1. The amount of deviation S calculated 1s transterred to a
lane keep control unit 102. The lane keep control unit 102
controls a steering actuator 106 so as to return the vehicle to
the center of the lane as necessary, or sounds a lane deviation
warning unit 107 based on the amount of deviation S
transierred thereto. That 1s, in the lane marker recognition
method according to the embodiment of the invention, the
image captured by the camera 1s analyzed, the position of the
lane marker composed of white lines or road studs is
detected, and the amount of deviation of the host vehicle
with respect to the lane 1s calculated.

The lane marker recognition method will be explained 1n
detail with reference to FIG. 1.

In step S1, the image ahead of the vehicle obtained
through the camera as an iput means 1s fetched and stored
In an 1mage memory in an image processing device. An
absolute condition 1s that the 1image includes a lane marker
composed of white lines or road studs as shown 1n FIG. 2.
FIG. 2A shows an example of lane markers composed of
white lines and FIG. 2B shows an example of lane markers
composed of road studs.

In step S2, the luminance change point of the input 1mage
stored 1n the 1image memory 1s extracted as the edge and
turther calculated as data appended with angle information
about the edge. This data representing each of the edge
points includes position information X and y, and angle
information 0.

Here, the position information 1s a value 1n pixels on the
screen, while the angle information 0 represents the direc-
tion of the edge on the screen, the value of which can range
from O degrees to 360 degrees. According to the embodi-
ment, the direction of the edge 1s defined as a direction that
tilts by 90 degrees to the left in relation to the direction of
higher luminance. To tilt the direction of the edge through 90
degrees 1n relation to the direction of higher luminance 1s to
align the direction with the ornientation of an outline by the
edge. The embodiment 1s not concerned with the direction of
t1lt and the edge direction may be tilted to the right.
Generally speaking, the luminance of white lines 1 and road
studs 2 1s relatively higher than that of a surrounding road
surface 3. The direction of the edge 1s therefore as shown 1n
FIG. 3 according to the definition of the embodiment.
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FIG. 3A 1s an enlarged view of the white line 1 and FIG.
3B i1s an enlarged view of the road stud 2. In FIGS. 3 A and
3B, a blank dot represents an edge point 4 obtained and an
arrow represents a direction 5 of the edge point. Since the
edge direction 1s tilted to the left 1n relation to the direction
of higher luminance, the luminance on the right side 1n the
direction of the edge 1s high, while that on the left side 1s
low. The road stud 2 shown 1n FIG. 3B 1s circular; however,
the shape may be a rectangle or other. A method of extracting,
edge points will be detailed later. There are a number of
clements existing on actual road surfaces that are taken as
edges 1 addition to the lane marker. They include a pre-
ceding vehicle, a trace of slippage and other contaminant, a
pattern, a shade of a street tree and the like. All of these
edges serve as unwanted noise for lane marker recognition.
Noise 1s therefore separated 1n steps S3 and onward.

In step S3, those edge points that serve as noise are
climinated, while retaiming lane marker edge points as many
as possible. To accomplish this task, only the edge points
that are oriented toward the vanishing point are selected by
taking advantage of the fact that the lane marker 1s oriented
toward the vanishing point. That 1s, those edge points that
are not oriented toward the vanishing point are eliminated.
A method used for making this selection 1s as follows. An
equation for a straight line that passes through x and y and
has an angle of O 1s first obtained from the information x, v,
and 0 of the edge point. The distance between the straight
line and the vanishing point 1s then obtained. If the distance
1s smaller than a predetermined threshold value, 1t 1s deter-
mined that the edge point 1s oriented toward the vanishing
point and left as a candidate for the lane marker. Providing
the predetermined threshold value allows the angle of the
edge point to be extracted to have a certain amount of
latitude. This provides an advantage of reducing the eflect of
a deviated angle caused by noise. Edge points that are
originally close to the vanishing point are then eliminated
regardless of their values of 0. These edge points that are
originally close to the vanishing point are those of an object
located far away in an actual space. The lane marker is
therefore projected as an extremely small element near the
vanishing point on the screen. As a result, there are a small
number of edge points of the lane marker near the vanishing
point. This makes for a higher ratio of edge points repre-
senting objects other than the lane marker that are noise.

Available as a means of determining whether or not an
edge point 1s close to the vanishing point 1s to simply
calculate the distance between the vanishing point and the
edge point on the screen. Specifically, all edge points that are
located inside a circle or an ellipse with a predetermined
radius around the vanishing point are eliminated. Another
method that takes into account a calculation cost is to use the
difference 1n a y-coordinate value. According to this method,
the difference 1n the y-coordinate value between the van-
1shing point and the edge point 1s obtained. If the difference
1s a predetermined threshold value or less, then the edge
point 1s considered to be close to the vanishing point and
thus eliminated. The reason why the y-coordinate value 1s
used 1s as follows. That 1s, for the lane marker on the road
surface, an angle of depression from the camera can be
obtained from a y-coordinate position thereof on the screen,
which makes it possible to find the actual distance together
with the height at which the camera 1s installed.

Removing edge points near the vanishing point in
advance gives the eflect of reducing noise. Through the
procedure to select these edge points as described in the
foregoing, 1t 1s possible to select only the edge points that are
oriented toward the vanishing point of those edge points
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6

located on a front side away from the vanishing point. FIGS.
4A and 4B show the results of selection of edge points when
the vanishing point 1s located on an upper right side for the
white line 1 and the road stud 2, respectively. With the white
line 1, substantially all of the edge points 4 are left. With the
road stud 2, on the other hand, almost all of the edge points
4 are eliminated. However, the edge points on a left end and
on a right end, which have the same directional component
as the white line 1, are left. This makes possible the same
processing that follows as with the white line. This selection
procedure eliminates most of the edge points that serve as
noise of elements other than the lane marker, while leaving
those edge points that run parallel with the lane marker. They
are subjected to discrimination through analyses made 1n
steps S4 and onward. The position of the vanishing point 1s
not constant and varies for varying degrees of tilt of the host
vehicle with respect to the lane, requiring calculation when-
ever a frame changes. In this step, however, the position of
the vanishing point obtained in a preceding frame i1s used.
This takes advantage of the fact that the position of the
vanishing point does not change considerably within a short
period of time. A default position of the vanishing point,
which has been previously defined from the position at
which the camera 1s 1nstalled, 1s used at the very start of the
processes. The method used to find the vanishing point wall
be explained 1n the description of step S6.

In step S4, the angles of the right and left lane markers of
the host vehicle are estimated using the angle information of
the edge points extracted mn step S3. According to the
embodiment, an edge angle histogram 1s used for analysis.
More specifically, a histogram 1s created of all pixels that
make up the edges according to each edge angle. In this edge
angle histogram, pixels of an edge angle 1n a given direction
available 1n large numbers appear as a peak. For example,
assume that only a single straight white line exists in the
image. Then, peaks appear for certain particular edge angles.
A histogram 1s therefore created as shown in FIG. 5B and,
from among the angles that form peaks, respective angles 01
and Or of the left and right lane markers are estimated. In the
examples shown i FIGS. 5A and 5B, a deviation of 180
degrees 1s 1ignored and, for any angle exceeding 180 degrees,
the value of any of these angles, from which 180 degrees are
subtracted, 1s used to create the histogram. With the white
line 1 and the road stud 2, a pair of edges appears on the left
end and the nght end with a deviation of approximately 180
degrees from each other as shown in FIGS. 4A and 4B.
These edges are paired up with each other to produce an
cllect of vielding peaks more readily. In eflect, however,
noise components very often form peaks and, to provide a
markered difference from these peaks, the estimation 1s
made using information about the lane width. Since the lane
width remains substantially constant, it 1s possible to limit
the combination of angles 01 and Or of the left and right lane
markers. If there are a number of lanes as 1n the example
shown 1n FIG. SA, use of an angle Onl or Onr of the adjacent
lane marker allows 01 and Or to be estimated. Also 1n this
case, the fact that the lane width remains substantially
constant 1s used.

In step S5, straight lines of the left and nght lane markers
are estimated based on the distribution of edge points having
angles of 01 and Or. It 1s of course possible that the lane
marker 1s curved at a curve. Effects of this curve can
nonetheless be substantially 1gnored. This 1s because of the
following reason. In step S3, all edge points near the
vanishing point are elminated and only the edge points of the
lane marker on the front near the host vehicle are used. This
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allows the characteristic, which each of parts of a curve can
be approximated by a straight line, to be used. Hough
transform 1s used for linear approximation of the lane
marker. The Hough transform 1s a technique that derives a
straight line passing through the greatest number of points
from an arrangement of a number of points. It 1s a common
technique employed 1n 1mage processing and the explana-
tion thereof 1s omitted. The procedure up to linear approxi-

mation of the lane marker will be explained with reference
to FIG. 6.

FIG. 6 shows an example of the white line on the left side
of the host vehicle. The white line involves edges on both the
left and right ends. Hough transform 1s therefore carried out
for each of the edge point on the left end and the edge point
on the right end. Suppose that the angle of the left white line
obtained in step S4 1s 01. Then, 1t can be estimated that an
orientation angle of the edge point on the right end 1s 01 and
the orientation angle of the edge point on the left end 1s
01+180 as 1t 1s opposite to the former. Hough transform 1s
then performed from the distribution of edge points having
angles close to 01 and the straight line obtained through the
Hough transform 1s designated as a line 62 on the right side
of the white line. Similarly, the Hough transform 1s per-
formed from the distribution of edge points having angles
close to 01+180 and the straight line obtained through the
Hough transform 1s designated as a line 61 on the left end of
the white line. From two straight lines obtained through
these procedures, a centerline 63 1s obtained and designated
as the left white line. These explanations made for the white
line are also applicable to the road stud. Least squares
approximation or the like may be used instead of Hough

transiform used for the linear approximation.

In step S6, the vanishing point i1s calculated. The vanish-
ing point may be calculated as an intersection point between
the left and right lane marker straight lines calculated in step
S5. The vanishing point 1s generally placed in a curved
direction when the lane marker curves at a curve. Far edge
points are, however, 1gnored according to the embodiment
and the intersection point of straight lines approximated
from the lane markers 1n front 1s designated as the vanishing
point. The vanishing point obtained in this manner less
fluctuates due to the curve. It 1s then possible to limit the
range of fluctuations, making for an easy estimation analysis
of the position of the vanishing point.

An output of results of recognition 1s produced 1n step S7.
The information to be output 1s the amount of deviation S of
the host vehicle 1n relation to the lane (FIG. 7). The amount
of deviation S can range from -1 to 1. It 1s O 1T a host vehicle
71 runs along the center of the lane (FIG. 7A), 1 if the
vehicle 71 1s on the night lane marker (FIG. 7B), and -1 if
the vehicle 71 1s on the left lane marker (FIG. 7C). The
amount S can be obtained using equation (1) and the angle

formed by two linear approximated lines 81 shown 1n FIG.
8.

S=2tan¢/(tan@/+tangr)-1 (1)

Where,
PI=180-01, pr=0r (2)

FIGS. 9A through 9E depict the steps described 1n the
foregoing paragraphs. Processing performed by the lane

marker recognition method will be once again explained
with reference to FIGS. 9A through 9E. FIG. 9A shows the
results of edge points extracted in step S2 from the image

captured through the camera. FIGS. 9A through 9E use a
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segment to represent each of the edge points so that the
orientation of each edge point can be readily understandable.
FIG. 9B shows the state in the middle of step S3, 1n which
all edge points included 1n a nearby area 91 of a vanishing
point 10 calculated 1n the preceding frame are eliminated.
FIG. 9C shows the state 1n which the edge points that are not
oriented toward the vanishing point are removed. FIG. 9D
shows the state, in which the angle histogram 1s analyzed
and only the edge points having angles of high frequencies
of occurrence and meeting the lane width condition are
extracted 1n step S4. In the example, the angles Onl and Onr
of the adjacent lane markers are left; however, only 01 and
Or suflice. FIG. 9E shows the results of Hough transform
performed for each angle to obtain the linear approximated
lines 81. The vanishing point 10 1s updated to the intersec-
tion point between the linear approximated lines 81. As
explained 1n the description made with reference to FIG. 9,
the lane recognition method according to the embodiment
performs processing for recognition without distinguishing
white lines from road studs, which makes the method
ellective for a road having both white lines and road studs
installed therein. It 1s, however, a major premise that the
method 1s able to detect edge points of the lane marker,
regardless of whether 1t 1s the white line or the road stud. It
1s therefore important that the image be acquired so as to
yield a diflerence 1 luminance even of road studs, thereby
reducing the threshold value for edge detection sufliciently
low.

The edge detection technique will be explained. A variety
of methods are available for detecting edge positions only.
Available as methods for calculating the orientation com-
ponent of the edge as well as position are the method using
a Sobel filter, a two-dimensional zero-crossing method and
the like. The method using the 3x3 Sobel filter will be

explained according to the embodiment.

According to the method using the 3x3 Sobel filter, each
of the mine pixel values surrounding a specific pixel 1n
question 1s multiplied by a corresponding coetlicient as
shown 1n FIG. 11. Then, the results are summed up to arrive
at edge ntensity. Two coellicient matrices 1n the vertical and
horizontal directions are used to perform this processing.

Assume that the total sum 1n the vertical direction 1s Gx
and that in the horizontal direction 1s Gy. A pixel value G of
the pixel 1 question 1s given by equation (3).

G=/(Gx*+Gy*) (3)

The pixel value G represents the intensity of the edge. The
greater the value 1s, the greater the diflerence 1n luminance
in the area surrounding that particular portion 1s. If the value
of G 1s greater than a predetermined threshold value for edge
extraction, the pixel at that particular portion 1s extracted as
an edge point. The white line 1 generally has a greater
difference 1n luminance from the road surface 3. No problem
therefore arises even from setting the edge extraction thresh-
old value arbitrarily. With the road stud 2, however, it has
only a small difference 1n luminance from the road surface
3 in many cases. It 1s therelore necessary that the edge
extraction threshold value be set to a suthiciently low level
to prevent failure to extract points.

The edge angle 0 1s obtained from the directional com-
ponents Gx and Gy of edge intensity using the following
equation (4).
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( -G 4
tan_lG—; (Gx >, Gy > 0) “
-1 Y
tan a +180 (GX{.G)
9: 4 B —Gy
tan o + 360 (Gx >0, Gy <0)
X
90 (Gx =0, Gy < ()
270 (Gx =0, Gy > )

The angle 0 represents the orientation of the edge on the
screen, ranging from 0 degrees to a value less than 360
degrees as described earlier. The orientation of the edge 1s a
direction tilted by 90 degrees to the left 1in relation to the
direction of high luminance.

Preprocessing to be performed on the input image to
enhance the recognition rate will be explained. It 1s desirable
that the camera as the input means be installed at a level as
high as practically feasible to command a surrounding view.
It 1s still possible, however, that the camera can be installed
only at a low level as when mounting 1t 1n a vehicle with a
low vehicle height. The installed height of the camera 1s low
in such cases. Then, the angle formed by edge components
121 of the left and right lane markers of the cruising lane
shown on the screen becomes so wide that the edge com-
ponents 121 run nearly horizontally as shown 1n FIG. 12A.
At this time, the edge points of edge components 122
representing noise of an adjoining lane marker, a guardrail,
and other vehicles running on the neighboring lanes also run
nearly horizontally. As a result, there 1s little difference
between the edge angle of the edge components 122 of the
noise and that of the edge components 121 of the lane
markers. In this condition, according to the lane marker
recognition method of the invention, 1t becomes diflicult to
remove noise by using the angle information of the edge
point, resulting in the recognition rate being lowered.

As a means for improving the recognition rate in such
conditions, preprocessing 1s performed to change the ratio of
width to height of the mput image. More specifically, the
input image may be compressed sidewise, or stretched 1n the
vertical direction to create a vertically oriented 1mage as
compared with the original input 1mage, as shown i FIG.
12B. This processing 1s accomplished by afline transforma-
tion. Through athne transformation, the diflerence between
the edge angle of the edge component 121 of the lane marker
and that of the edge component 122 of other noise can be
made greater.

This enhances accuracy 1n noise removal using the angle
information of edge points, which leads to an improved
recognition rate 1n the lane marker recognition method
according to the invention. To achieve the same eflect as that
produced from the preprocessing, 1t 1s also possible to
change the shape of an optics system, that 1s, a lens of the
camera, a photorecerver of the CCD and the like, thereby
obtaining a vertically oriented 1mage 1n the very beginning.

The lane marker recognition method according to the
present invention allows a lane marker composed of not only
white lines, but also road studs to be detected as long as there
1s an edge 1n the lane marker position. It 1s therefore possible
to provide an algorithm that ensures stabilized recognition
without having to discriminate the type of the lane marker.

While the mvention has been described in 1ts preferred
embodiments, 1t 1s to be understood that the words which
have been used are words of description rather than limita-
tion and that changes within the purview of the appended
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claims may be made without departing from the true scope
and spirit of the mvention in its broader aspects.

What 1s claimed 1s:

1. A lane marker recognition method, comprising the steps
of:

inputting an 1mage including a lane marker;

extracting edge points, which are luminance change
points 1n said image;

calculating an angle representing an orientation of each of
said edge points; and

estimating a position of the lane marker by extracting,
from among the edge points extracted in the edge
extracting step, those edge points for which the calcu-

lated angles have a predetermined value or fall within
a predetermined range of values;

wherein said calculated angles representing an orientation
of the respective edge points are determined relative to
a predetermined vanmishing point.

2. The lane marker recognition method according to claim
1, wherein said predetermined value or range varies accord-
ing to the position of each edge point.

3. The lane marker recognition method according to claim
1, wherein the predetermined value which the angles of the
edge points extracted 1n the lane marker position estimating
step take 1s the angle of a straight line connecting the edge
point and a vanishing point of a road or the predetermined
range of values which the angles of the edge points extracted
in the lane marker position estimating step fall within 1s the
range deviated 180 degrees from the angle of the straight
line.

4. The lane marker recognition method according to claim
3, wherein the lane marker position estimating step elimi-
nates edge points that fall within a predetermined range from
the vanishing point.

5. The lane marker recognition method according to claim
3, wherein the lane marker position estimating step includes:

creating a histogram of edge points having an angle
oriented toward the vanishing point; and

estimating a lane marker based on the edge points having,
angles with at least a predetermined frequency of
occurrence.

6. A lane marker recognition method, comprising the steps

of:
inputting an 1image including a lane marker;

extracting edge points, which are luminance change
points 1n said 1mage;

calculating an angle representing an orientation of each of
said edge points; and

estimating a position of the lane marker by extracting,
from among the edge points extracted in the edge
extracting step, those edge points for which the calcu-

lated angles have a predetermined value or fall within
a predetermined range of values; wherein,

the predetermined value which the angles of the edge
points extracted in the lane marker position estimating
step take 1s the angle of a straight line connecting the
edge point and a vanishing point of a road or the
predetermined range of values which the angles of the
edge points extracted in the lane marker position esti-
mating step fall within 1s the range deviated 180
degrees from the angle of the straight line;

the lane marker position estimating step eliminates edge
points that fall within a predetermined range from the
vanishing point; and
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the lane marker position estimating step includes;

creating a histogram of edge points having an angle
ortented toward the vanishing point, of all the edge
points falling outside a predetermined range from the
vanishing point; and

estimating a lane marker based on the edge points having

angles with at least a predetermined frequency of
occurrence.

7. The lane marker recognition method according to claim
5, wherein the lane marker position estimating step limats all
the angles with high frequencies as obtained from the
histogram to the angles of left and right lane markers based
on a lane width.

8. The lane marker recognition method according to claim
7, wheremn the lane marker position estimating process
makes linear approximation of the lane marker position from
a distribution of edge points having the angles of the lane
markers.
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9. A lane marker recognition method, comprising the steps

of:

inputting an 1mage including a lane marker;

changing 1n advance a ratio of width to height of said
image, to create a changed image;

extracting edge points, which are luminance change
points 1n said changed 1mage;

calculating an angle representing an orientation of each of
the edge points; and

estimating a position of the lane marker by extracting,
from among the edge points extracted in the edge
extracting step, those edge points for which the calcu-
lated angles have a predetermined value or fall within
a predetermined range of values;

wherein said calculated angles representing an orientation
of the respective edge points are determined relative to
a predetermined vanishing point.

G o e = x
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