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(37) ABSTRACT

An integrated circuit memory device has a first set of pins to
receive, using a clock signal, a row address followed by a
column address. The device has a second set of pins to
receive, using the clock signal, a sense command and a write
command. The sense command specifies that the device
activate a row of memory cells identified by the row address.
The write command specifies that the memory device
recelve write data and store the write data at a location,
identified by the column address, in the row of memory
cells. The write command 1s posted internally to the memory
device after a first delay has transpired from a first time
period in which the write command 1s received at the second

set of pins. The write data 1s received at a third set of pins
alter a second delay has transpired from the first time period.

31 Claims, 44 Drawing Sheets

T22T23T24T25T26TZ?TZBTHTEUT&ITEZTJJTSITSST:IETHTJBT39 T4

i

I S . L]
. . A el s—

T ST T WS .
e sl b ey S W St
A WL W T N .
Al Sl o . S R R
& K K ¥ 3 ¥ ]
P N S . S S
= _§ N K K _§ |
by ey s . e

!
|
|
!
:
|
]
|

Lo B B
L x _ . N ¥ N
TN TP TR W T W
LN x X N R N
L & F B B _F N |
e sl e g SR -l el
L W]
dieewk. Ay el v ek ke’ =

- A G- e—
el . . SN
A W R y—
A T N
.
L x _E I ]
& & N ]
N e e - -—
S e e—
& I I
N I B ]
Pl SN - -
E B B I ]
. . e -l
[T ]
L& & B N ]

!
|
|
|

IMWWM

A . S
e R ik —

—
—
—
-
i
=5

il AR

L m
——n
i

—
-
—_—
o

s — g
- -
e g by of—
L % N B |
L __F K B |
ekl ey Walgl —
e s s bl
LN N N ]
A S S S—
S S E—
LB B B
A CE— -E—
. —
- s - Gaerl e
. - —
A -
L F N N
ey i el T
o whisls i S
— el e -
L o ]

ot | X ALACALALALRRENEREREEEN ot = AALRAMAMAAA AR ERALLL



US 7,360,050 B2

Page 2
U.S. PATENT DOCUMENTS 5,638,531 A 6/1997 Crump et al.
4337593 A /108> Hofta of al 5,649,161 A 7/1997 Andrade et al.
OLlla €l 4dl.
etk oha Bt & 5,655,113 A 8/1997 ILeung
4,445,204 A 4/1984 Nishiguchi 5,659,515 A 8/1997 Matsuo et al. .............. 365/222
j’gg’g;? : %gzg g:h”““? elt al. 5.673.226 A 9/1997 Yumitori et al. ........... 365/190
I ClL 4l.
o 5680361 A 10/1997 Ware et al.
j’gjg’g% i éﬁggz E}OM et al. 5.715.407 A /1998 Barth et al.
O8S
P D 5,748,914 A 5/1998 Barth et al.
j’;g’égg i 1%322 g“gh‘ilgl“ et al. 5.758.132 A 5/1998 Stralin
4755037 A /1988 Gﬁgere | 5,764,963 A 6/1998 Ware et al.
4,763,249 A 8/1988 Bomba et al. 5,765,020 A 6/1998 Barth et al.
479707 A 12/1988 Roberts 5,774,409 A 6/1998 Yamazaki et al. ..... 365/230.03
45795929 A 12/1988 Olson et al. 5,778,419 A 7/1998 Hansen et al.
4799 190 A 1/1980 Scales. TIT ef al. 5,781,918 A 7/1998 Lieberman et al. ............ 711/5
4,800,530 A 1/1989 Itoh et al. 5,793,227 A 8/1998 Goldrian
4,821,226 A 4/1989 Christopher et al. 5,796,995 A 8/1998 Nassa_arbakht et al.
4825411 A 4/19890 Hamano 5,802,356 A 9/1998 Gaskins et al.
4845 664 A 7/1980  Anthias et al 5,805,873 A 0/1998 ROY eevveeeeeeeeeeeeeeennne. 713/502
43345j677 A 7/1989 Chappell et al. 5,815,693 A 9/1998 McDermott et al.
4,849,937 A 7/1989 Yoshimoto 5,844,855 A 12/1998 Ware et al.
4,866,675 A 0/1980 Kawashima 5,870,350 A 2/1999 Bertin et al. ................ 365/233
4875.192 A 10/1989 Matsumoto 5,872,996 A 2/1999 Barth et al.
4,882,712 A 11/1989 Ohno et al. 5,884,100 A 3/1999 Normoyle et al.
4891791 A 1/1990 Tijima 5,886,048 A 3/1999 RYAn .coveeeeeveeeeeeeeeneen. 365/233
4916,670 A 4/1990 Suzuki et al. 5,896,545 A 4/1999 Barth et al.
4.920.483 A 4/1990 Pogue et al. 5917,760 A 6/1999 Miller .ovvveveeviveeeeveennn, 365/194
4,928,265 A 5/1990 Higuchi et al. 5,918,058 A 6/1999 Budd
4,937,734 A 6/1990 Bechtiksheim 5,940,540 A 8/1999 Ware et al.
4,945.516 A 7/1990 Kashiyama 5,956,284 A 9/1999  Ware et al.
4.953.128 A 21900 Kawa, 5970,019 A 10/1999 Suzuki et al. .......... 365/230.06
5.001,672 A 3/1991 Ebbers et al. 5,987,620 A 11/1999 Tran
5.077.693 A 12/1991 Hardee et al. 6,006,200 A 12/1999 Suh .oovviviiiiiiieieneeienin, 711/105
5 083.206 A 1/1992 Hara et al. 6,035,369 A 3/2000 Ware et al.
5.111.386 A 5/1992 Fujishima et al. 6,065,092 A 52000 ROY eoveeeeeereeeeeeeeeeeennn. 711/5
5,124,589 A 6/1992 Shiomi et al. 6,075,730 A 6/2000 Barth et al
5 140.688 A /1997 White of al. 6,125,078 A * 9/2000 Ooishi et al. ....oovn..... 365/233
5.179.687 A 1/1993 Hidaka et al. 6,134,638 A 10/2000 Olarig et al.
5960905 A 11/1993 Mori 6,209,071 B1  3/2001 Barth et al.
5j2763353 A 1/1994 Oak et al. 6,226,723 Bl 5/2001 GQGustavson et al. ......... 711/170
5301,278 A 4/1994 Bowater et al. 6,260,097 Bl 7/2001 Farmwald et al.
5305278 A 4/1994 TInoue 6,263,448 Bl 7/2001 Tsern et al.
553111433 A 5/1994 Takasugi 6,266,285 Bl 7/2001 Farmwald et al.
5319,755 A 6/1994 Farmwald et al. 6,266,737 Bl 7/2001 Ware et al.
5,323,358 A 6/1994 Toda et al. 6,304,937 Bl 10/2001 Farmwald et al.
5327300 A 7/1994 Takasugi 6,314,051 Bl 11/2001 Farmwald et al.
5337985 A /1994 Ware ot al. 6,321,316 Bl 11/2001 Manning .................... 711/167
5j339j276 A 8/1994 Taksugi 6,343,352 Bl 1/2002 Davis et al.
5341341 A /1004 Fukuro 6,401,167 Bl  6/2002 Barth et al.
51345 573 A 0/1994 Bowden. TII ef al. 6,404,178 B2%*  6/2002 Kafo .ovvveveeereeveeeeeenin, 323/316
553653489 A 11/1994 Jeong j 6,442,644 Bl 8/2002 Gustavson et al.
5381 376 A 1/1995 Kim ot al 6,462,998 Bl * 10/2002 Proebsting .................. 365/205
5381 538 A 1/1995 Amini ot al 6,470,405 B2  10/2002 Barth etal. ....ocooven..... 710/100
5.384.745 A 1/19905 Konishi ef al. 6,493,789 B2  12/2002 Ware et al.
5.386,385 A 1/1995 Stephens, Jr. 6,496,897 B2  12/2002 Ware et al.
5300 149 A 2/1995 Vogley et al. 6,570,873 Bl 5/2003 Isoyama et al. ............ 370/375
533923239 A 2/1995 Margulis et al. 6,584,037 B2 6/2003 Farmwald et al. .......... 365/233
5404338 A 4/1995 Murai et al 6,591,353 Bl  7/2003 Barthetal. ....oooen..... 711/167
5 404 463 A 4/1995 McGarvey 6,640,292 Bl  10/2003 Barth et al.
5.432,468 A 7/1995 Moriyama et al. 6,681,288 B2 /2004 Ware et al.
5 444 667 A /1995 Obara 6,701,446 B2  3/2004 Tsern et al.
5457401 A 0/1995 Tin 6,757,779 Bl 6/2004 Nataraj et al. .............. 711/108
5455803 A 10/1995 Kodama 6,889.300 B2  5/2005 Davisetal. ....cceo...... 711/169
5471607 A 11/1995 Garde 6,931,201 B2 82005 Wareetal. ...oeeveeen... 365/194
5,483,640 A 1/1996 Isfeld et al. ..ooovvvveenn., 709/200 6,931,467 B2 82005 Barth et al. ................. 710/100
5.504.874 A 471996 Galles et al. 7.047375 B2  5/2006 Davisetal. ....ccoeen..... 711/158
VA oo e A e 365/189.01 FOREIGN PATENT DOCUMENTS
] ’ arc .
5,533,204 A 7/1996 Tipley EP 0535670 Al 4/1993
5,548,786 A 8/1996 Amini et al. EP 0561370 A2  9/1993
5,553,248 A 9/1996 Melo et al. EP 0638858 Al  2/1995
5,598,376 A 1/1997 Merritt et al. EP 0778575 A2  6/1997
5.611,058 A 3/1997 Moore et al. FR 2695227 3/1994



US 7,360,050 B2
Page 3

JP 58-192154 11/1983
JP 61-107453 5/1986
JP 61-160556 10/1986
JP 62-016289 1/1987
JP 63-034795 2/1988
JP 63-091766 4/1988
JP 63-217452 9/1988
JP 63-239676 10/1988
JP 01-236494 9/1989

OTHER PUBLICATIONS

Shiratake, S. et al, “A Pseudo Multi-Bank DRAM with
Categorized Access Sequence”, Symposium on VLSI Cir-

cuits, Jun. 17-19, 1999 pp. 127-130.%

“Architectural Overview,” Rambus Inc., 1992, p. 1-24.
Gillingham, Peter, “SLDRAM Architectural and Functional
Overview”, SLDRAM Consortium, Aug. 29, 1997.
Gillingham, Peter and Vogley, Bill, “SLDRAM: High-Per-

formance, Open-Standard Memory™, IEEE Micro, v.17, n.6,
pp. 29-30, Nov. 1997.

Kristiansen, E.H., Alnes, Knut, Bakka, Bjorn O, and Jens-
sen, Mant, “Scalable Coherent Interface”, Eurobus Confer-

ence Proceedings, May 1989.
MoSys, Inc., MD904 to MD920, 2 to 2 2 MByte

Multibank DRAM (MDRAMO9®) 128Kx32 to 656Kx32
Preliminary Information, 1996.

“MT4LC4M4E9 (S) 4 MEGxDRAM,” Micron Semicon-
ductor, Inc., 1994, pp. 1-183/1-196.
“MSM4V16807ATP-10, 12-, -15 Target Spec. (Rev p.3),”
Mitsubishi Electric, May 7, 2003, pp. 1-36.

Pryzbylski, S.A., “New DRAM Technologies, A Compre-
hensive Analysis of the New Architectures,” pp. 111-1v,
19-21, 38-58, 77-203 (MicroDesign Resource 1994).
Rambus Inc, 16/18Mbit (ZMx8/9) & 64/72Mbit (8Mx8/9)
Concurrent RDRAM Data Sheet, Jul. 1996.

Rambus Inc, 8/9-Mbit (1Mx8/9) and 16/18 (2Mx8/9)
RDRAM Data Sheet, Mar. 1996.

SLDRAM Inc., “400 Mb/s/pin SLDRAM™, Jul. 9, 1998.
TMS626402, “2097 1527Word by Bank Synchronous

Dynamic Random?Access Memory,” Texas Instruments,
1994, pp. 57373723.

* cited by examiner



U.S. Patent Apr. 15, 2008 Sheet 1 of 44 US 7,360,050 B2

101

Memory

o
I Interface . 103

105

104

interconnect

FIG. T
(Prior Art)




US 7,360,050 B2

Sheet 2 of 44

Apr. 15, 2008

U.S. Patent

102
/

JAJ100

4aav-iood
1VT102

Esm\

60¢

2 PrO¢
70N \ YSYNM
VIVG3ILIM Vivaavay JLIUM ~———0p(2 ( 1y L0%.])
6 A
09~ 1
S48} || duy
uwn|oQ
seujq /] wnjoy /96
oL 4
pUD
18p099(]
uwn| o) 1
- SJ8{}||duy - - sJ8l}
05/ E7¢ ‘ gsueg
866
s8u| ilg . 007
Aoaay 8bp.10}s \..
£06 MOYISNIS
i YNVEISNIS
18p093(] ASNAS
Y44
JINVEHO Jdd
HOJdd
/‘,&SN
8407



@\

as

—

4 848 1J4D]1S UDD S$S850D UWN|O) pabapyoead seul 118 ( tmﬂ L0t d)
2 h VI
.

I~

= e (15Z) eul g

ll o

,,W Y - \\\\\ \\\\ -\ YNVEHOIYd
. \\\ \\ \ -\\\‘ \\\\\\ %zmmwmﬁm
: ) ISN3S
‘.I._ _
HOTHd

all.
IR

osues ab.1pyoss.1

U.S. Patent



US 7,360,050 B2

U.S. Patent Apr. 15, 2008 Sheet 4 of 44

Wiz

(145 L024d)
v old

Xk LK INVEHO AN
an §I§ a -I§ 7, e

ASNAS

| HO4dd

n_n_uﬁ



U.S. Patent Apr. 15,2008 Sheet 5 of 44 US 7.360,050 B2

tces
PRECH —
SENSE
WRITE 4\ A,
Column Select -
Column 1/0 \__/
g thac
READDATA // B 7
tCSH teLs ale
COLLAT m"
thec tcan

couoRZK_ 1 YX | X

FIG.5
(Prior Art)



U.S. Patent Apr. 15, 2008 Sheet 6 of 44 US 7,360,050 B2

RECH I

SENSE

- o

trep

COLCYC
tcAs

WRITE 7

Column Select

LRI
I'ﬂlll
L

twen
WMASK A4 '%.—.’//
IIIII'H!! toH
WRITEDATA /////.-’/A—W

F e

Column I/O tCSH tCLS

COLLAT
tcaH
COLADDR /X | XX | X000

r1G. 6
(Prior Art)



U.S. Patent Apr. 15,2008 Sheet 7 of 44 US 7.360,050 B2

720

703 . 704 __
\—708

e

710

701
712

11

7
‘
7187722

714

723

715

FIG. 7
(Prior Art)



U.S. Patent Apr. 15, 2008 Sheet 8 of 44 US 7,360,050 B2

Transitional Miss/Hit
(open -> closed)

800 804

803

Nominal
. .
P \"--lnitial Bank State.-”

Nominal
[ _Open Miss/Hit

802

8071 806

Transitional Empty
(closed -> open)

FIG. 8
(P'r'ior A'rt)
1620
1601 1602
Core

Inter face




U.S. Patent Apr. 15, 2008 Sheet 9 of 44 US 7,360,050 B2

Command
1710

Address

1720 Memory
Device

Mask
1730

FIG. 10
(Prior Art)




@\

o0

—

S

S (34 40%4d)

n., I

= SSIW 9114M
|DUO1}ISUDI}-P

}HY poeJd-2

SS|W 8114M-Q
Aldws 8)14M-D

Loioa | sibg B : o1og
pgg—"1.P10d | ieg 2881~"] P1PG 199~ 1oQ
p

N 08!
£98)

#SDWN
“&E\E 548}

.,, [ LB ASON N 0£8|

2981~ |4994d- 1981 ~—"14084d-Y \ -
o L1

oli|}

Sheet 10 of 44

Apr. 15, 2008

J D D
osliog| poou (o1 oS estos | o113 [uodhy |ssties | Puome

N\ oig!
gos; \-zcp0 \ 9081 \-Gog \-#S8L \-£581 \-268) \“-4G5/

U.S. Patent



US 7,360,050 B2

Sheet 11 of 44

Apr. 15, 2008

U.S. Patent

(14F L01Ld)
ol OIAd

a1}

P 0 q D
otoa | 1o g6 oiba | ow0a [ g5 o0
c86} Ov6}

#8961, I T 5
SjojsLLejolsi) . Ly
461 5461 61

\_ogs/
P

3 g D
;oeiE 0.6 2961 EE 1964 >30PPY

\_ 0251

o 9 O D D D

2661 1661 \-088) \-6G6. \-9S6L \-LG6I \-908L \-GG8I \$CB. \-£061 “-206/ 106 \ 016/

£96/



US 7,360,050 B2

Sheet 12 of 44

Apr. 15, 2008

U.S. Patent

al|}

v80¢

v90¢

YV |

q D
oz | owa oiog g0
¢80¢

P 0

2 [ o
10814~y Yoodd-y 2902 —4°84d-V|udsld-¥I~_ g/~
pooy | poey |esusg |asusS| poay | posy |esusg|asusg

8506 4508 \-9602 \-6502 “¥502 “-£502 ‘“-2502 “-1$02

tiausdig
yos.ad | yoaud

6406

$40¢

D1DQ
N ovoz
%SO
\ 0802
SSa.ppYy

\ 0c0c
PUDLIOY)

/. 0L0¢



US 7,360,050 B2

Sheet 13 of 44

Apr. 15, 2008

U.S. Patent

ol

L

P 9

I4=(14

ol

1

1

[SIIN
2820~1"3 l
§8ca E D10( 192 D1eQ
/%NN
P 0 £422 q D sp
1) 27 uoadd | yosdg Yyoe.ad | yooa.g NISON
$9¢¢ N
R Uece
A N G q | O Ssa.1ppy
433l d-y| Yoeld-y 2907 —~|4%8ld-Y|4o8.d-¥ 1927
_ _
5 = 5 = ; = ; = 0cacd
896c 4566 \-9G22 -GGz “-¥Sz “-£62¢ “-2S3c “-1%22 Olce

v Oold

o RO P P S
D1PQ | DIPQ oQL? p1bg | PIPQ D}0(]
v8ie

S 1474

S I d ) SDy
piz—] yoo4d | yosud yaad|yosid| 1SN
8912 e/l ” \_ jp17
5T . TANIVIT
iy wniay ss0.EpY
$912 2942 —1484d-Y 1942 \
0cic
P 0 P 0 q { o V q D -
8114 M| 2114 |osueg | esusg |81 1apm | 2114Mm [ osUsg | ssuUBS pubuiWoy
8516 “45ke \-9G48 \-GGIC “-¥8ic - 8612 “-8GiE “IGI2 /. OHe



U.S. Patent Apr. 15, 2008 Sheet 14 of 44 US 7,360,050 B2

2301 Memory

Core

2302~| Sense Amplifiers 303

2307

column i/o

core control

<303 2306

2304 2305

control data

FIG. 16



U.S. Patent Apr. 15, 2008 Sheet 15 of 44 US 7,360,050 B2

2440
2410-\
Control
2420\ 2450
2430\
Column 1/0
time
FIG. 17
25 10\ 2540
Control Read -
2520~
DQtQ Reqd
2530\
Column 1/0 2960

time

riG. 18



US 7,360,050 B2

Sheet 16 of 44

Apr. 15, 2008

U.S. Patent

al!}

$99¢ 799¢

759¢

o

3

£59¢

A

v79¢

6/ 014

£99¢ r¢99¢ 199

olqang PIOA N N

659¢ (/] uwnjo)
1596 \_pp9z

/QN.@N

op97 292 1192 /amm



U.S. Patent Apr. 15, 2008 Sheet 17 of 44 US 7,360,050 B2

Memory
2701
' Core
Sense Amplifiers 703
2702
column i/o
core control
2706
H "
write 2709
delay
block
2703

2705

control data
2704

FIG. 20



US 7,360,050 B2

Sheet 18 of 44

Apr. 15, 2008

U.S. Patent

awl}

oiog | oiog.
D100 | PiR(

} 8
vp oy Ll

9862 5866 .. 2462
9962 C987  PL6Z o8idludseld 6462 oE oE 1 /67

R e I
y968—"|4081d-V|U%d-Y-£967 394d-Y|yR4d-YI™— 962

posy | ppay | asueg|esues|3limle}I4M] esues| asuag| posy | poey | asueg| asues

0/1 uunjo)

p

D1D(]
/.owm.w

¢ 56¢ }1G6C 01966 “-6562 “-8G6¢ “-LG6¢ “-956¢ “-5566 “-¥G68 “-E£S6¢ “-3S6C “-1S62
ou|}
1982 £96¢ 638¢ 1962
14%°(4 562
[eeler £58¢ ¢58¢
gge—1 P--d

§v8e “-vvBc “-EvBc “-cv8e “-i¥8c

0/] uunjo)
\os82

1041107
N\ 0182

whiglustia] 5N

ommw

SS8.1ppyY
0262

PUDWWO")
ovsz!



US 7,360,050 B2

Sheet 19 of 44

Apr. 15, 2008

U.S. Patent

o

980¢& /808 -E608 ‘-c60& 1808

YA |

D
£

L e
yos.dd | yosadlyoead | yoeid

4981 d-Y] 4o944-V} 4o9.4-Y]Yo8id-y|Yddd-Y]Y9914-Y

9906- G906~ ¥90&- €908- <¢90&- 190&

E

ooy
PPaY

P
|4

) o P o g D
asusg|asueg |asusg | ssuag | asusg | esusg

9506 “-GS0& “-rS0E “-ES0E& “-2508 “-1608

wiig g
ydeadlyoeid

0405 L6208 #2058 \-g.08 2208 \-1208 0606 /

D1D(Q]
0708 /

ASON

SS8.1ppy
omom.\

A1DpU028g

NSm.\

Adpwiag

:cm.\



US 7,360,050 B2

Sheet 20 of 44

, 2008

15

Apr.

U.S. Patent

U142

ve “Oold

Y413 OLHE

Hun

HUN
uo|3paadp

}lodsupd | 9018 5046
D10Q PL8Y

p}Dq poey

(010p) B314M

HUN
uo|3piadQ

11U (D1bp) pD8Y

}JodsupJ |
DIOQ 91dM

60/& 80L&

Hun
140dsupJ |

DIDG 811JM

(»unq ‘ediAsp) sbupyos.d
($ebapyosad §xsous
UWN|joO ‘)uDq ‘@2]A8p) 811J4M
($eb.pyos.dt

Je}supd |

:c:n_ A 1DpU0DBS ‘uun|od ‘uoq ‘ediAep) poey
uo|jpJedg
86.10U00.1 GOI& c0l§

HuUn
}4odsup. |
Alpouwiad

m.m“m. |

N ‘(dupq “‘ed1Asp) ebapyde.y

uoipiedp
asuag

(Mo4 ‘Yupq ‘sdiAep) esusg

YOI 1048



US 7,360,050 B2

Sheet 21 of 44

Apr. 15, 2008

U.S. Patent

Inall HEEINE IS

CTM/CFM

1 BLELEL
FMUH! ....
118 5] [8)

HIEIO
1 1ELE] (&)
- & (&) (&)
- 1] (] (8]

Primary[2]
Primary|1} |
Primary[O}

FIG. 25

apiGEEEH
@HMH@
1 1L Bl
It IHLIEE
(8] [g] (8]
- (8] [2] (&)
1 B (8] 8]}
e (B 8]

CTM/CFM ,
Primary|2]

Primary{1] |
Primary[O] |

FIG. <6



US 7,360,050 B2

Sheet 22 of 44

Apr. 15, 2008

U.S. Patent

Ry

-
—

| s

CTM/CFM ,

aBIEEREIEREN
- (3] (3] (8] (8] [8]
- 2] (8] (8] (] (8]
- (8] (3] (2] (8] [8]
18] (8] 8] (] (8]
- 2] (8] (8] (2] (8]
1 1Ll (4] [5] (8] (8]
iH-H-M-M!

1{S
1{S

Secondary[4 ]
Secondary|3]
Secondary|2

Secondary| 1
Secondary|0]

FIG. 27

=BG E 8
- ] 3] (o] (o] (3]

Jelsiciolel
) B 2] (2] (2] (3]
S BIGIDIDIo]
BIBIoInID]
=CIBIBIDIG]
" BB 66

CTM/CFM ,
Secondary|4 ]
Secondary(3]
Secondary[2]
Secondary|1]
Secondary[0]

FIG. 28



US 7,360,050 B2

Sheet 23 of 44

Apr. 15, 2008

U.S. Patent

21 [« o [— * "™ e -
S = 50w o2 =
et 2= 8 5B =
* o

=h S e oS o vy
— = B2 0 C L a5
o == (- - Q. > O =2
— O . L = QL 2
= A S o O b=

i~ n & L-—= D
s Ry ==Z 20 a .
T N\ -— a2
mt,w,. ...ml...m...w.m S '
& sm—— tm & —
s=4 273 0 02xS -
QD V mnnm Mulmﬂus..w F
i -y Diten N oy
S D0 B S > E & >
Ee e o — [ S
= =2 h.vh.m)a.ﬂ,bm

el kb o kbl ok o ek ke

N
b
ey
-
_..ll

CTM/CFM |

e gl
L. E—
i

B68

pliBlcIBeIsIcEEIae e IRIEIcIBE
rﬁm_anmemwmw%w wwmmmmmm%%m*uwm
Tw*-mhmm-m-mh-mh-*-w-m-m-m@w-*m

2
o
NEIGIEIGIRIHIGIRIEIEIGICIEIEIENENE
S al |a]l 18] |8 |&] |& al |lallla al |al |8 IR EIEEIEE S
o ~] (O Mol R Mol N1 M= rodlre RN roa 6 .. N
al ol lal lal Lo = al Llal allla ol 1lal |lo = S 1o a
 pmmansn ™ | | | g |  puan | | p— —  p—  p— pre— [— e |  p— | | p— | pm— fe—— | E——
™~ N s

B28XD

DataB[8]
DataB[7
DataB[6
DataB[5
DatoB[4
DataB[3
DataB|2
DataB| 1
DataB[0
DataA[8
DatcA
DatoA[6
DataA[5
DataA[4
DatoA[3
DataA
DatcA[1
DataA




US 7,360,050 B2

Sheet 24 of 44

Apr. 15, 2008

U.S. Patent

08 "9ld

TR0

i
=“= Gt
NI I

ALUMALALL

.
-

il Samly hlipy A"

e sinil ) g

R el - ARy
T

L W
A s S
S ——

AN

T

il e -
milnlly el iely -2l
S N - -
minlr ulmbles waiv =il

wepls. ssipegle Sl sgE—]
W " T

N e T
gl bl el wplinijs
[ = N N
I T T
. el el
TN NN NNy
— N N u
QN TN W ST R

I
—
ikl
]
el
L
—
s
]
il

-
e
-
[
-
L

=
)

-y T S Y
minlh el D W
L
L B ]
L &= N W ]
L B B I ]

vl gy NN S -
LB K N _ ]
. x ¥ N ]
fnhlh =il SEEE =i

B B B _ _
e - S
A N TS

egle. S R . S

e o I S ]
mmly ey sl e
A Sl RN
L . I ]
L - SN

il A e N
Y R S
e e kil e
L I

I e TR o

L I ]

B sl el SR

g
-
-l
—
—
I
e
A—
-
]
L
L

AL

——
vl
—
Ly
—
Ly 4
L]
—
L,
L]
L3
—
-
T
—
il
L |

T T T S T T T
L N K K W W
il el kA S N S
Lo A R B & N __ N
i SN S S S S S
i S SN S S S
_'._‘--“_"
el . - . G
T T S D D -
AR el Al el SEeE P
L B W
Wy inlnir IS D B S
LB &2 N N N 3
LR N R 8 W
S Wiulh weel SRR VRS
gkl s T S e YEREE -
T S S AR e o
Al MM N SN S T S
I T I N EE N e
N S R ikl -
- T P AR Rl R R
RS B B AN e S g
iy Sl B G BNl il R
el AR el TS S RS
L N B )
R e . P R
il S . S bk sshlih Ay
ikl SR AT PR AR . s

L
-

T
l

NI =< YT
|

iy diesh sl skl Wbk
T S
T . S
— e w—
P e Sy p—
L
kil alenlle Enlkl B

A

AMLUML

I

TEE WA T R
A SN S
il Bl il ik
AR JenlS SSaiSp S
- AR R Iy
TTEF TEEF W
i Yy Ealile
mimlls wily )l

el i alkgge W ST W R
T S G ohihis S S
L .. & _ B 3 B N W
il S S N SN e
L § & W N W "
T A A el Yy S T
T S Y - T e
b il P - G N

I B I
I~ |
Lo

I

JPEN

_
ey
ebipyoeud 40 SDW

N 1DPU029g
| | | l |

_ _ | | i

{ | | |

==== abipyosld 40 8sUSS
LU _ Adowidd
| | i | |

{ I ] ] |

t i | ! |

THTRCNN

_ _ | | 90

| L] [eers

0% '8¢ /98 18 (98 (5e ¥E 1ee (26 l1e 08 162 (82 1z 9z sz vz ez 2z vz toz e e oo e e v cen ez e e e s e g
| e el R e e ol R e e A L o e R L R L R A e R S R R R A I R R R R R R TR R TR IR



US 7,360,050 B2

Sheet 25 of 44

Apr. 15, 2008

U.S. Patent

AL

s bl . B el S S

Il
i

-
T

T
il

e A B
Ay MR N
wenlr wihil SREN- Sy
wenly wnilh skisbe S
finlk T S
. N T E—

AL

!

I}

T T N T
i s Sl
L a K N ]
gy LN e Sl
N W e
s Bl Alal

cmy ull DN SRR S S
s sl BN S S DA S
e S b G — — —
el W e wem Ty e —
VR T N ek sk e el
s wEh S S e e sl

1N
i

I
|
_
_
|
|

il TN T T

i PN BN S S

e RNy SN AN
b e e

W ¥ W

I
il B WeeEne el e

- — B K A N 3
- i e eple mai bl

Il

D 8.d

!

e

e s e bl
L B
el el
imipls NS N A
T T T W
L B _FE B N i
mianlk R e TEEEE EE——— -

e i SEmml . Y —
TR P e il vehinle el sl
A Y R Pl il iy s
- e S N I P -
LB B 8 N N .
LN =B N __§R N . |
T L D I e S
N . S L Bl e

[ S I I I N D D D S
ataulalalala. slalalal A Al
AMAEUAL > = IR

R

p& "OId

_
|

_
|
_
~

wiinll- T S aar

—

_
|
_
|
|
_
_

i
11—}

i

(e
I

D 8SUBS abioyoaid 10 asusg

_
I B
I B
I .

il

-
—

ALUMMAAALL

A . - . e SR S
e N T TEEE ER A W
I I N e S S O -——
s kgl appls SR SRR RS SN S
Anpiife  eidys RN Bl W W A
ik wimkle ShREE el T
A S T TN Ry sl ekl s
B dali e bl S S —

il A N S -
N ]

o
ianlils shiiblle sl albbisk .. . ]

I
I~ Al Al
L0

|

_
|
A 9.1118)
= ebipoyoeid 10 MSOW
(0d) 4e4supu)
A1DPUOI8S

-

_
_
|
_

A "N e EE——

Adpuidd

19010

ey e e EEmk TS WY
I I T . B R A S

0 h_% hmn h_:, H_% h_mn h_z H_z Hwn P_; ?n h_z TN H_z /92522 H_n H_m h 1z P_ON ? H_ gl ? h 91 H_m_ T_ ? ? h_: h_e h 6 h_ g H_ Ly 8 H_ G h_ y h_ IR h_



US 7,360,050 B2

Sheet 26 of 44

Apr. 15, 2008

U.S. Patent

.-

AL

L

| smipn il EEE P

I

L

!

il
i

e

I}

T TEEE TR Sl vl weyelr sl w————

I}

"

B W -

il il T - S

I}

-

ik . S Sl B

!

|

e gl Pl sl

1
|
&

L

|

N - aab

JALLAEALAA

i
I
|

L2 X L . 1§ ]

el Binlls- SRR R

_.-—

1

-

ASVIN |

B0
I

I}

N T T
ipany s anis- i)
Al
 ——

AL

l

T e S B R e
el Salekle e -

k. e SN .

il A A -
LN N B
el . S S

& B B B N N
L 8 I N N K 3
- . SR el sl sl s—
& B KR __E N "W
S S S S -
S - S el el sy el Y
ks siees s S . .
L

U=l

R T I R S S N B o
I AR A mAnARARA -~
UL _ _

e i et e i i
T R T | T I T T R
T T T 11 I O T T R
Lot {1 T I
_ nANNRRTNANANINR nnnnm 294118}
| 1531 (YYYTYTYYYYY\ebunysead 10 MSDW
L ARAANAARARARARARARRARRARNAR] G&Bﬁ%ﬁ
i e ek e e e e b ey DPUOD3S
I [ TR Y N N N TR TN SR TR S N B
N I S R Y R (Y (R SRR A IR SR B B
N [ TR T N E A I (RN TR Y (R S (R B
I (i A ImAnAnAR Al _
| ke el e _ >._DE___._n_
R I B D I D e D R A T N SRR TR A
N N D S R R Y T _ _ _ _
N I R I S T T R D S B I _ |
i e e e e
IR RN R R AR R R HEH R R e

3_mn_mn_ P S N TS SR S I U U TR SO U U DU U (U S DAY U S T T RO S IO AT EU TS RO TR RO A
| 8€| bh ._.mm_.mm._.wn._.nm.ﬁwm._.—:.cm._.mw._.mw_.nw._.mw._.mw._.ww._.mn._.uw._._N._.ou._.m_._.m_._.:._.m#._.m_.—*_._.n_._.w_._._:. S._,m._. m._. h._. m_. m_. *._. m._. w._. _._. o_.



US 7,360,050 B2

Sheet 27 of 44

Apr. 15, 2008

U.S. Patent

&6 Ol

.....======.==.E=

-
L
-
-
-
-
-
T
L
-
L
-
-
L
.
4

(g T

D E= TS

O

[
[
»

b

_ (W U U U U U U, Ak | e Lk Ll el o UL, MUY
S I N T SR (S IS TN AN NN SN TN SN T T TN (RN S S S N (RN R (R [N SRS A A NN NN NN SN NN T SR “ “ “
N N Y A N N N NN SN R N SN TR NN AN NN SN AN AN SN AN (N SN N NN S SR NN NN (RN SN NN SN (Y R S B
I O D T U T T T T S S T T T s Y Y S HNNY N AN N SN N (RN N SN T SR N (R TR S
IellpligiglUpieUsUslzUslinielinlizlizlizUsUsHeHsHellsUeUsllaUnisHeUnUnlieislwlsUs e U e e
IR ARARNE AR IR IR AR ARIR AR IR AR AR AR G EHEHEHRIAR IR AR IR IR IR HEUE R IRNRGENE IR ARNRHE IR T
IRNRUELBHERIRIBREURURURERUEORORHEUBUEREHEHEURUIBURHENROBHER R RORNEOERORORIED RN R
O B b b g o bl 0 Lod 1] bl el Lo dod 1ol bk DR EOE LY G o) 3ok e Eed Lo 20 040 ok B Led ) 1ed B Eed Lok Lok bl L

o

_
_
_
“ 01110}

mm‘_osoa._n_ 10 )SDW

(0d) 49)sups)
A1DPUODBS

”l_"—'_“

LLLLLLL ot o esues

A90[2

OF | 6€188 | £ 98 |5¢ B J08 h_a (8212 '92 (52125220 H_ 17 ?N ? h gh (L1 911 |18 ? il __e 16)'8)'L EIETRIE: 7' 'y



US 7,360,050 B2

Sheet 28 of 44

Apr. 15, 2008

U.S. Patent

i

il

il TN FEF UEEE ey
e vl

k2
"l

ALALALALL

e AR g . S
e wiahls -
e s e el
T W
L I

L N B 3 B __& N ]
Snimuly wuisilly Smisls hbis NN NN
MR Selh DAL T D
3 N N N N N
L& N & B

0 h_mn ?n h_: h_% ?, ?, ?, __2 ?, __% __: __: P_z |92 (2% __n H_NN __ 12 H_s H_m_ ?_ ? h 91 ? b_: H_n_ ? b_: H_e H_ 6 @ __ ( H_ 9 h_ G H_ y h_ ez 10

AL

il

I
!
|
_

N T T

L B e A oEE G ol
R T Thinllr vhilklle spgely g sl e
. N N F N N W

gkl Pl

ommle s il -

|

I}

!

I}

m—h

-

B T i g Sy

O
i

_
!

1Z VI

0= LAY

-

T e+

b _ “ " o ¢t o0 b 1 0 1 100 r “ “ “ ﬂ "
“ " “ “ A R R . “ “ “ “ “ " “ “ ﬂ " " “ “ T T T
PR s “I_ ——nnnano _I_ ——nRNANANRARRRARA 9.1119)
DT bioRald Jo 1S
AN S oA Ao am A AL (3d) -8jsuo.)
b ke ek e e ke i HHEHGH LU L EUUY, AIDPU028S
R TR T I R S R B S TR SR (RN S NN S NN [N AN AN N IO S N S
S T S A T S R S T R D T T T T R T TR T S
A0 R A A A A A A A B

(YTYYYY D asuoc |90i0yoaid 10 asuag
B TR ) G i o
1o 1ot b S TR I I KRN NN AN NN (NN N SN KRN TR NN SN NN S SR
R S R N I T N T T T Y T S I TR
TR R D R A N H T T Y R A (NN AN TR S N AR (R S I T T
TR T T T T T M AT TR T TR Py T T T
{RH R LR R R R R R R DR ERH A RN RHRHRH RO N s



US 7,360,050 B2

Sheet 29 of 44

Apr. 15, 2008

U.S. Patent

G& 014

I

...==.====.=.=E==

-

=.==.=======.=====

[
-

|
_
e

| I R R e
0T T T O O O O
T __“___“__L_"_“:_: T ee

. y _ | { Yebupyoaad 4o MSDW

| . " . BT B, LA A | A | | AOn_N 19)SuUDi |
‘e ey ek et ke iy 170 ON | = i (= e . Ay e e e ket i etk 10puU0298S
________________ T T T T T T R (O T e A T O T R R N
T T R T T R PO T T T T B _ T S R TR T T TR (RN NN TR HAY TN NN SN (RN SN (R N S RN I N
EENEERRRRERRRR NN ERRRE RN -

obioyoasd 10 8susg
D D T st YT o g oo o e
______________““______________.__________
S D N R T T T T T N M D T T T N TN N SN S AN NN (RN AR NN AU NN NN SN NN (RN NN SN TR S R T T B
T R e D R R O R D T T T T A T T T S N Y SN Y TN KNS N TN SN SN NN NN N NN N N R T
T TR T AT T TR T T T T T T T T T T T T T TR R TR T T TR T
O LT T T TR T T T TR T Tt T T et Tl et O et et Gt et T et et L Lo oo
_ |

0% ?, __2 H_:H ?” h_a.. ?. ?” h_ﬁ __; h_a H_& ?N m: 97 TN TN h_z h_z. h 12 ?N hm_ h gl ? h_ 0l ? h y) ? h_n_ h_: h

| _ § i _ _ _ | 1 _
c_._.m._. m._. h._. o._. m._. :. m._. w._. _.—. c._.



US 7,360,050 B2

Sheet 30 of 44

Apr. 15, 2008

U.S. Patent

9& “O1H

....E % 510 | 0 i EEEE.=.=.================= o

_ “ " _ _ | “ | _ “ _ “ I “ ' “ | _
| _ ( _ _ “ { _ ! _ _ _ _ _ _ _ _ _ : _ _ _ _ _ _ _ _ _ | _ Lo TS N T T T _
_ ,_ _ _ _ | | _ _ [ _ [ “ w _ _ _ [ ~ m..:.mm_
. IIII ‘l , YR UR U mm.__..x._om._m 10 w_muz
EEEEEE" (0d) 484supa)
LW S R I.E,I_I.Ei 07 Py} I.E_l_ UAMAMAA ' ppuooes
| _ _ _ . _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ I _ _ _ _ _ \ ) _ _ ) ) 1]
_ |8 _ _ _ _ | _ |1t
|1l _ | I _ |1t
| _. aSUag aSUaC aSUag .@ asus lmm:m d, asUag mmcmm lu aSUa Ig JSUdG [ D, asuag mmho_._u&n_ 10 9suag
_. ‘_. ‘_‘ ._. ‘_‘ ._. ._. .ﬂ. ._l_“]__l_ S T S N I e T e T R T I S T T I T _ A R S S T R Apu) *n_
| “ “ | “ “ A T O U O A U T N T T A N T TN T (N N N Y T T NN Y N A SO T S SR
Tetwlssie sisisHa s ] “ | s } g | " | e | o | “ | o | e | “ | o | g | “ | g | s “ P “ P “ b ] “ P “
AL AR ALHEARHR UL} il kB : 1| &1 & | 1| &I & : 1l &1} LI | 'l 41 &t | 1| &I &I | (| &t &t | 1| &1] &t : “ 18t RURNR ] _
R R R AR R R R R R AR R R R R R R R R R R R A R R R R AR Rl At
_ 100] 9

'ty ? h_e h_: ? ?, ? h__# h_% .__s h_s ?n h_mn ?, __2 h_s __5 h.% h_a ? h_: h_: h_ﬁ h_:.. h_a h_s h 17 h_s ? hs ? H.s h_e __: H_e H_.a h_: h_e h_ 5 H._ g H_ L H_ 9 m g h_ b 6 __ Z h_ _ H_ 0



US 7,360,050 B2

Sheet 31 of 44

Apr. 15, 2008

U.S. Patent

L& “O1A

_:e_mﬁs

|

|

____u___ __________ ___
_ _ _ _

E,.l EHEG,_ E@—.:.H.Enm_.=E—E‘___EHEEJ-.E.HEE.__
Yeon EEEEEE' —
O AN ROUAOY JJ A 9aR00 JM RIORD; JM RO0R09 M RIOF0P TR RVGR00 IMROURNG M) E.M.E_ A

N
04 D10 | 03 0° 0}0G T
IEEH“EEE.=.==.====.==.==

_

_
|
&
_

P g
i —
AN S -E—
—
. S

_ !

Sl

=====

_—— -l ey s
iy
el iy AEmay.  mmh

=== owe

..

8.1}y
abioijossd 1o XSO
(0d) 484supiy

Fo | L | " bl b “ _ _ _ m ! _ ol m TR o >LOU:oomm
_ _ _ _ _ _ “ _ _ _ . _ ____ _ . TN “ “ “ "
| _ | £apw) 4
T: :t:::“:“_:::::::::i“:;:“ ’
\ “ “ “ " “ _ “ " “ “ “ “ _ " | g | g | " | g | gy | “ | gy | o | “ | g | g | “ | goeg | o | _ | yaen | g | “ PRy [ N Y P DI BN
1Rkt R AR Rk Rk dRd kAR IR AR dkdR AR R kAR dRaRdRH Rk AR AR ARAR AR AR AR AR AR AL AR HEARHE AR A AN AN
i d bl T 1RHR R HBERH R RHEHRH BRI HRHRH AL i1 i | it {1 _ IBLURL | IRUEL _ IR LRL _ H i TRIIBI18L
_ IBLUEBL 1R HERL IRLEL IRLINL INUEL IRTIRNIBUBII AR _V_UO_“u
¥ fo i v for )2 i lov (6 0 e [0t (5 [ #e et 2e e 'oc 62 182 12, '5¢ [s2jve sz oy vz o ooy s s e IR TR 'h s AT



US 7,360,050 B2

Sheet 32 of 44

Apr. 15, 2008

U.S. Patent

& “Old

EEEEEE:==.==.=====
S B I “ _ I _ |

| i
m " _ “EEQ._KE___ _ E_ .__s._ﬂm_nm.__n.w_-u__.m,_w.w_nn___n_w__E._EH:W__ '_r_‘“m " m “ m
_ _ F!_ _‘_E"_m.&_.n.u:-“nﬁ_g.__l_s E“EH.._F._.H_p-_—, _-_F_n .__.-_—:-_E"_n.m._w-_—:quﬂ.“v.m._w J—_ _-“E.M_E—
N BEREEE REREEE
.................._........,;..,....1.,......_.........._....,....;..,.._ |

R AR AR
RN R e e

_ |

1¥)9y ? h_i h_e H_z h_:. H_s. h_mn h_mn H_n Tn h_ﬂ h_: ,mnn h_nn h__n H_on ?N h_s TN H_@N 182 TN h_n __s h_ 12 h_s .~_ 61 h_ gl L1 H_m_ h_m_ h_ fl h_n_ h_w_ |

=======

L
]
g

I
Il

=

R el afgejel

i

a

-r
L
-

il

I

It

=====

-—

b
.
-
. 3
-

T T s S S
L N N N
AR IS - S M AR
A S SN S chipiell  Ankbilh
- - R CEeEE- spgele  -pe—p—
I R e R T kil
A S RS- Jelemy g gepiier
TS N T B sabhle A
AN ST B BN sl
T T N el skl s
Ay mnls EEmy R N

N I AU AR U U A

——._._a_._._m._._ w._. m._. m._. m._, w._. m..— w._. _.h o_,

010G

8.118)

abioyoesd 10 SO

(0d) 1ejsupba)
A1DPUODS

obipysalq 10 esusg
Adouya g

%90}



US 7,360,050 B2

Sheet 33 of 44

Apr. 15, 2008

U.S. Patent

6 Ol

_ T T I I
o[ v Torve [ e Lo [orve oo IO o
Il_ _I I_ =_=_= _ = ._... =_ UMM oo
RERRRRER R R RN R R R R RN R .
) EEEREERE bbb sbaoyseng o oo
IR [EINEN [RNEN [ERINE) [ EINEN [ER2NEN] -.ﬁEEEEIIl_IIa& 194su01 |
S0l | QD ¥SDW | () ysow | (3 ¥SDW ] op ¥sow f (o ysow | oq ysow jgo ysow § }  } | 1 ¥ £ippuodag
0 FAGL 9" QPADY 33 OPHAQ! S0 QOAQ! U PRAQY 23 OR{00 S QPR Ia TORAGE SU OGP 34 TR IEI_I.H.!.I_!. .
__ m m m m m P m _ “ ! _ _ _ _ m _ _ _ _ _ _ _ m _ “ m “ “ “ m ! _ _ _ _ _ m _ _ _ m | m
_ .._... wm:mm iI@m:mm I@ mm:mw Imm:mw Im aslia mm:mw .lu mm:mm lﬁ ow:m lo asuUas m@.:u_._om._n_ 10 mmcwm

B _ T “ T T R T T T TR TR R T I “ B v o by "=_=_=_="=_=_ bce_._ﬂ_

T R T R T T T O T O T T N T T T T TR S N TR T I T T S SR T S TR TS NN N N S T R R

o o o | | e | g | F e | | | o} g ] | gy | gaen | gy § oy | gy | g § o | o § e | e | PR R Y [ PR Y N Y (NN (SR U U PN R PR PR .

I A “ it “ I &l Rk Bl R A A IRURURGEUR AR URUBRORART IHARUR G GEORGRUR U AR U URGRURUNUNGRGEARUNHRL
IRHRHRARHRHEHRHBURHRURARKRE IR RIRULRIRIEL “ 1RUEI IRURURORUBRIRURORURNRURUAARURUBURURG R RORIEL
1R IRIINL IHORINBURIBRIERE TRURURURUORUR] i s IBERUBIBOBRIRORIRNRIRUEHEOEERURIRIRIERHEGRIEL xoo_ 9

g O O T S S G A G S L AN ponyea‘as ety s) e g e e ey ey e )



US 7,360,050 B2

Sheet 34 of 44

Apr. 15, 2008

U.S. Patent

Oy "OIA

oo i e oo e e

= 030

_ | 1 ! olllay
| _ LHEE_,.EEEII g_%em 10 §SDI
=.== SN RN T WK | ) 135U
UL __ EE.»._EEH_E : .1.. ,._, il aoEoomm

======.===...._._._:::..:::::

l
|
|
|

===== abipydalq 10 asuag

Aiow g

i
120(3

I U DU U I DU SO PR U U D T W T e e e vy | Un_:_wm.u_U
:.—2._.2._.3._.3._.3._.3_.3._.3._.3._.Fm._.ou.._.mm._.mm._.nm._.um.ﬁmm._.*m_.nn—.nn._._m._.om._.?._.f._.w_.._.3._.2.._.*:?._..3.—:.—3.— dox Ut mmEr_om._a

I
l
|
|

L ¥ N N ]
B B & J
b R
il Bl N
F - T ]
T S S T
I__———
- S TR
L & R ___ &
SN S S
bl AN AT TERE EEEE
L I A
T N I
LN % W
e g B B
TEEE WA e S kil
ey Wy deigle el -
L
L & N I N
mply peepr sl S il
iy S SRAE e S
N el B
Ny I S b S——y
L B I B
mmn shiink sk bl bl

EE:...E::..::

.Enﬂ..;l I — ‘ — —

v_ aid | | aid | | °1d
.EH:E EH.E : .._.
..—.—..—..
_
:
|
|

.=.=.======.=======

IIII
EEEE

el
-_3.

====.===. i

211)8
lI %_s_s_n_wm SO
EE‘ (3) Jassuol)

1DPU02aS
I

EE-

i
.r -_.Z E.w.»_m.- _~_._ . _

....EEEEE.EE_:_::::.EE.

I..t.. _

NI

OEES_M 10 35US
10wl 4

il Eenll sl S
L. & N B
T TN S Ty

L
LI ]
i AR T

Lo
minkils Sy smissh sl welR
I T T .
8 N N N ]
L N N N
S WA el o
N S N S
R . . S
b I
S Y R R
e SN AN
L L
Al s S s
e e e a—
e el sleke s
T S N B
mink duiss S——
L ]

L . N
AR A S
il sk —
kg T
bl sl s——
S e Seenlh sl
L Y
A el el w—
L
s wee T —

e o

'+ 19010

26115 05 8% (¥ L3 oy h_e LI __3 __ 68 {8 L€ |98 __wn __:, __2 [ __s _._a __& h_s H_a __z 187 ? h_a H_NN .P_ 120261 8 ? ?_ H_m._ h_: ? h_n_ h___ jou h 6 __ : h_ e s e h



US 7,360,050 B2

Sheet 35 of 44

Apr. 15, 2008

U.S. Patent

21119y

LYy O] H abibydoaid 10 XSDW
8& 3__28 1 rcucoomm

N R - T R T B R

41 ) G EE..._EEEEEEEE:::E

*

1 P asonjop ysoN]po xsomfod xsoNf 1 dHfil .

I _;.gnnaug!ass.s ...E.i.:

_ | ! _omgccomhm

.===========......=========.=====..._....:EEEEE p asud

e
-

I I __.HEE._ __.HEE._ _EEIM.EE_ I I . ‘

96 )v8 /o8 26 16, '05 58 8,13 g0 60 'v8 ‘00,20 10, 00 '8 0L L4 91 {81 ¥ oL 2L 1L 0L 69 (89199969 ¥9 59 20,1909 {85 /26 16,95 65 45 5 25,1505 v B b o b o b 2 1y o | P
! _ | _ “ I | _ ___ _ “ “ [ 1
I G20 )
! i

I"I Vi VU] ._ _ oBEQM__ﬁ__“wm ¥SON
==|l e |l== [ ...._. _..... I .._.

-.E:I 1Y Pe ..H.-H_IE _.HH__ | 09 Py | y UL ___ AR _ _ LA _ JULU Sv:ooom

| | _

K7 O W O T K O s aﬁﬁa_gi_wu__mm

'“.““_
L N ¥ N
iy milny T ——
L
wgnly o e
il T el
L B L
I TEEET T
I - - S
S T N
L X W "'-
I T

N A il
whanly —
L
—— . R S

il =hthly el -
el Sy Y v
AN PN N
vnll I S
R Skl i s
A T A -
I Bl sl S

EEE P SR
N N R R
e bl S EE—
bl S i
b N B
i T
il DN - S
L. N N K |
ke . S
whpely eI G-
L N
ienhl selas e S——
—_—— N
by W E—

V_uo_o
261508 150 By 't oy 5 ? __2 __s i __2 ? ? jie ?. ? __: jee ?. h_z .__s TN __3 __: __: __3 ? h_z H_NN h 12 P_a __a h_ gl ? h g ? " _.n __N_ h_= h_ 0l P_ § __ g H_ L __ 9 m : __ y P_ ¢ __ 2 __ , H_ 0 h_



US 7,360,050 B2

Sheet 36 of 44

Apr. 15, 2008

U.S. Patent

JIEN

AN | ab1Dydald 10 YSDW

8& 13)8UD4| boucooum

N N I R N D I R B R D

=_==== = Ul ===_= ) o EEE:_.EEEEEE;

-
-
-

aanEi—
e .

[ P §fdad | ] q3d | | Dald
| U P4 QA QI Pd R 19Pg R UOPS § WM R OP MRV IM R OO TN

_.........._..|.IE__ﬁ.E_EE.E‘_|.I

I

-y

_. ._. ._. ._. . i ._. ._. ._. ._. ._. ._. ._. ._. .__ ._. ._. ._. ._. ._. .ﬂ. .__ .__ ._. ._. ._. ._. __. .__ ._. ._. ._. __. .__ 1 .EEE-!&H M

96 P_a __; H_a h_s h_; h_g __s h_s h_s P_: h_g h_; ? h_g h_s __g h_z H_z __: __2 __mh __: __n __a ? ? ? ? {19198 g8 ?. {8929 19 __3 h_s ?_, its __g H_g ? s ? h_s h_s B ? \r __3 gt hr __... H_: AL, __3 m

3 2 B X EEEa G IO -~

oll}e
4 9219G ) —.g__lﬂl_ I"I _ . IVYVRVYUYY) gs__oen_#_w_ SO
198 | ] D3 Il"l _ (5d) 18jsu04)
I_!i l_ !,_- lEi I.Ei !E.-EEIEi -.E.l__ ULk U AR RA NS M__sgsm
B
_ ] R _ |
(X7 O W7 (e (7 G || T FE-JIE.%%E hngaig 1o s
______“n__“___"___"___“““___“___"_________________._____ iottid
PR BT RO BT AL e Lt At e AL R AL At e B ] ol el R R R R R AT R et i e a e e el e
IRHRUBLEURGRORGRERE RN RGN R RN RL R R U RN R R R U AR R U R U RN R ARG RO RH R LR AR H R R RO R ARUEHBH R UR ORI R R
______“*__ﬁ_._________._,_________________ﬁ___________v_uo_o

s 15408 5¥ 8%)'e¥ o fsn v fon 2w oy v o e o ve ox e re o o o2 2 e sz e e oz vz o o ' o o e ey g e e ) !



US 7,360,050 B2

Sheet 37 of 44

Apr. 15, 2008

U.S. Patent

311)3Y

S IR _ abiDyda.4 JO NSO
G& ESE H b%coomm

| ==.==.....EEEE.:.EE.::=.== 2 i EEE;

um._. mm._.g._.nm._._nm._.:._. om._..mn._.dm._. nm.—mw._.mm._.v».—nn._.nw._.._m._.nm._. mn._.mh._.hn._.mh._.mh._.vn._.nh._.._EH:._. E._.nm._.nm._.hm._. mo._.mm._.wm._.na._,ua._. _m._,am.—mm._.mm._,hmhom._.mm._.+m._.nm.—_nn.— _n.— om%v.—w:.ww.— 3._%*._._‘*._.5._..2._..:._. 5._,

o EEEE 0 o ..======.=====.==

2618 '05 ¥ By 't o9 sty (59 28 1y 0 6 8E 18, 9¢ (5 ¥E je€ 2 4508 {6282 L2 9252 12 j£2132 12 02618 [y h_m_ __ s h_a h_ 06,8 h_ L h_ g __ 6 H_ y __ ¢ H_ 0y | h_ 0y

i

-

[

oy §i) 9lliey . ‘ _ . -.Eﬂ___ I _ .

.E._....._.!_.,_.....“ﬂ_“ﬂmmnl_s“i%ﬁﬁ s

===_. | ._. ._. ._. ._. ._. ._. ._. ._. ._. ._. ._. ._. ._. ._. ._. ._. ._. ._. ._==_= EE!E!I: . ._. ._. _wm Es

===

. ==== e

Ri _ b JIEN,
_Ec,_ —_E:E,_ Igl_ I' ‘,l T %5 02
.E:- !.E. E_E_,SI.E,I lw-HI-EE.E»,I IF-M. . WUULUUUUUULA NS _ ME_Eoomm
_ _ | I _

_ |
2 35U3G F D asuag I—
(I EEEH S o

D En_ mec__oem 10 359G
!

DUl 14

EEEE.::.EE:

—===
ANANANS

_
|
|
|

wimibly Simils s sl
immlr T  E—
. N g SRR
L B N K
L& N N 3
L = ¥
B el W
L Y
S S el
R Sl wele E—
S S . ki

AN T S
L. B X xE
i S S

. N N N W
R S .
L T

A R el Sl S——

N W w
I A bl kbl
ks el S

A biak S S
A S S

—— S S

. delegle RS W A
TN T T
. Sl sl
- A ek
b I
s S T E—
R el AN

_—

A R el —
e el ek
L W W T

190]J



US 7,360,050 B2

Sheet 38 of 44

Apr. 15, 2008

U.S. Patent

vv OId
T N T T T O [ S N TR N TN Y O A N SR H S N I B
HARE T ] 1) 1) 0j0Q r j 0yoq | o oyog | 0@ 0300 pojeq | 0P DpQ | 19 DJog | 09 Pibq gl
A A ARG -Il__..llll...._.._ "

STV Y SIS Y (P amay @_.s 33l

e e e

T [ _‘
=======_.===.========..====..==.=====.=====.._......=..=======E. oxe

-
-
-
L]
-
-
-

L
-

I -
5 B 3
el iy S s
ey aanl- il SN
N
L N K B
L N N _
N T T
i ke vulle. el
L B
S b
AN e e s=iyn
g il - S
L B N
B B N |
sl shenk alkill- SN
ek S
S al S S——
L
muls wssn  sesisle Eulk
- -
L
N Sm -
IS S e ainih
L
Lo o
T e e
L L
ey e sephis JE—
- T e
et i
il R S E—
L B B

. S s B -
. T A B bkl
- B N N N __
L I W W
L N =B N N _
iy sabbilh selble S SR
-y e el RS- .

apigily S - SR
dplnls JEEL NN S S
bl ERAEE AU el el
L . & K B
¥ N K W
L
& N N
s BN -

[ = N |

190] )
mm._.mm._.*m._.nm._._nm._.em._. cm._.mn._._mm._. Z_.um._.mn._.;._.nm._.nm._._.m_.am._. mm._.mn._.sn.—mh_.mh._.:._.ﬁ._.wh._.:._. E._.B._.mw.—hm._. mm._.mm._.vu._.nmhwu._. S._.om._.mm._.mm._.hmhmm._.mn._.z._.nm.—mm.—_m._. cmm:,m*._.w*._.w+_.w:=._.f.—_2._.__*._. o:.

I (R e [ e e o ..m...:._... g

e e e e g

R s B e ] T L e AT .. G
1 0010010 11 D

- I

-
-
L
- wm
-
-
ik
-

N ik S .
. R el -
TS Ea sl

s alemin- dalels sehla
SR AN - PN Sl
AN Sol bl - R
T R T .
- dmmgle Al I E—
N sk e
o sk el i
Rl T
R R . Bk
I TS TS
il S S .
Al T A . e
T T .
S e s Sanlia
e . S
—— A S

_
| “
_ _
_ _

e o I B
ol e B Sl
il U SN e by
TR il ——— SE—
. Vel .

alely AN S
b TN I

1901
Nm._.#m._..__n_..m_.._._m*.—_:._”m*._w:._-v._._nv.—_wﬂ—__¢._._$._..mn._”mn._”~n.__.on.__.mnh_.vn_ﬂ.n:_.wnh_mhonhm:muh.hm__mN_.mw_..,x.mnu.—_wuh _Nh.on_”m___m:w:_mw.—_w:._:.mm,w._._m:.__;_E.m m_._ __._._ h._,_ mh_ m.__ *._.* n_._ m_._ _.—“ n_._,



US 7,360,050 B2

Sheet 39 of 44

Apr. 15, 2008

U.S. Patent

Sv "old
..EE.:.EEEEE......_.....:._._.=.=======.=_ g

e~__ ¥ ¥ ¥ ¥ abiysaid 10 YSO

::"III GMV 13J8UDJ |
1Oy 3 PPy B R ] 10pU093§

=..==....EEEE:E...E::::E:.z..:z.

] jiqysomjogysowj | |

‘I ¥ yiqekjodyoqolfijogy oy
|09 Py | ._hu_l !hel ln.».l I.ﬁ»i lr!zl ..w!.i

D, %Sm abioydaid 10 asuag
10wl 4 4

s s el
L N N N
L X N N |
[ X N R
s oy sl Sabil
T A P
e T P
L x N B _
S N N
N N N
- N T
T
A T el

L 2 N B B
aliegey virenly il N -E——
L & W R
L F N B
i ks e
L B B B
LB B R
L _§ N N N
il Sl AR AR
T ey Wil Sl
alininl wpsbs ol .
L L L B
-y e e el sl
T S A
RN S S .
S Ealiss i SR .
il S e R
[~ W - W ]
L _____&m N
sl bl whiipllr SEERE AN
T T N
[ W
wivph e s

130]J
19y G bH B {211 Oy BE 88 L6 98 |SE ) ¥E 1€ 28 118 OF {6282 2 9253 12 €2 __: [ 1270061y h_: __ 9h {51V €42 14 0y 8 H_ 8Ly 9’ __ T



360,050 B2

2

Sheet 40 of 44 US 7

Apr. 15, 2008

U.S. Patent

9107
Jauul

Siiun ||y ol
SY00|) |PUJIBU]

Ad11noJ1

19010

s1915168)

1041L0%

$)30018
IV Ol

e ———

}un
ygoawcoLH

DIDQ posy

Hun
uo|1bdedp

DIR] 8lim

HUn
uolipiedp

uojipbJadp
abipydauy

al

uo|ipJadp
9

HUN
uoi1psedp

Use. ey

Hun
uotipiedp
|0J41U0)

19MO4

Huf
uojipJadQ
J01s|bay

=] 140dsuDJ |
111 Auppuooss

-]
|

Hun
140dsupu |

D10 PDoY

Hun
140dsupd |

DIBg 3}M

Hun

HUA
}Jodsupi |

A1D||1XNY

gy Ol

L0ES
(Piop) 8}aM

(01op) posy

(801A8p) XD|8Y
(Muog ‘sojAasp) sbipyosud
(§8b1oyoa.d} {xsou}

‘utn|od “dupg ‘ed]Asp) B} 1dM
(§eb1pyosud?

uwnjod ‘3upq ‘8d]Aep) ppey

(801A8p) XxD|8Y
(80)A8p) UMOpIEMO(

(puod ‘sdjAsp) doN

(Mupq ‘ad1A8p) Sused)sy
(Muoq ‘ediAsp) duse.jey
(Mupq ‘eatasp) abuipydoe.id
(o1 *)upq ‘8diA8p) 8SUSS

v08'S

h:OO_m

§065
00| Jxny

(§o10p}* §sseuppobe.i ‘sojaep ‘do) xny
(801A8p) Asmou(o]}1X3
(801ABp) |DWIONO]}IXT

c06S

108G
SA90[J



U.S. Patent Apr. 15, 2008 Sheet 41 of 44 US 7,360,050 B2

5426

5420
(.

5405 0424

Refresh Sense 5408

o { T out ] s

27 Refresh Precharge
9

540 5425
401 5410
5412
5415
g
54137 o4z 5423

o414

FIG. 47



U.S. Patent Apr. 15, 2008 Sheet 42 of 44 US 7,360,050 B2

5520
250 5502
Core
5510 509
231 123 1L 21 13] I»
5531 ’

5542 0043




US 7,360,050 B2

Sheet 43 of 44

Apr. 15, 2008

U.S. Patent

Aepeess el el Bk SEEEnh Snbbesly dinibshiy EslinllE EDELEE SN EERDE SETEEE W PEapenh  animbinl gk S

L. L ieweukae s s emiiieish Ehisssssh. sl SSEEm——— VEEEETE BEREEEE TS ey Simbmbeily  wnisssiihi | AFSSS———

:
‘. INOXNY “
ybnoay| sesspg “
.‘. 18X90 |
upxny |
|
XXXX) ano “
|
|
YO0| HXNY "
St S SEN _
IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII g_
829
8695
NOxXny _
ubnoayj sasspy “
19%0D4 |
U XNy _
|
|
|
_
|
|
_
_
—




IIIIIIIII#IIIIIIIIIIIIIII._IIIIiIIIIlIIIIIIIl

0
XXX XK XK K KBS wo
0
i.vavavavavavAﬁ_

|

w

_

NK m
OOOODED o “
i |

- |

_

m

_

US 7,360,050 B2

ujxny

Sheet 44 of 44

0
P
0
_ 00| JXNY

Apr. 15, 2008

JLAUAUAUAUAAUARA 2220 LAAARLL) ovec

U.S. Patent



Us 7,360,050 B2

1

INTEGRATED CIRCUIT MEMORY DEVICEL
HAVING DELAYED WRITE CAPABILITY

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 11/059,216, filed Feb. 15, 20035, now U.S. Pat.

No. 7,197,611, which 1s a continuation of U.S. patent
application Ser. No. 10/128,167, filed Apr. 22, 2002, now
U.S. Pat. No. 6,868,474, which 1s a divisional of U.S. patent
application Ser. No. 09/169,206, filed Oct. 9, 1998, now U.S.
Pat. No. 6,401,167, which claims prionity to U.S. Provi-
sional Patent Application No. 60/061,770, filed Oct. 10,
1997, all of which are herein imncorporated by referenced 1n
their entirety.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to electronic sys-
tems for data storage and retrieval. More particularly, the
invention 1s directed toward improved methods and struc-
tures for memory devices.

2. Description of the Related Art

In any engineered design there are compromises between
cost and performance. The present mmvention introduces
novel methods and structures for reducing the cost of
memory devices while mimmally compromising their per-
formance. The description of the mvention requires a sig-
nificant amount of background including: application
requirements, memory device physical construction, and
memory device logical operation.

Memory device application requirements can be most
casily understood with respect to memory device operation.
FIG. 1 shows the general organization of a memory device.
Memory device 101 consists of a core 102 and an 1nterface
103. The core 1s responsible for storage of the information.
The interface 1s responsible for translating the external
signaling used by the interconnect 105 to the internal
signaling carried on bus 104. The primitive operations of the
core include at least a read operation. Generally, there are
other operations required to manage the state of the core
102. For example, a conventional dynamic random access
memory (DRAM) has at least write, precharge, and sense
operations 1n addition to the read operation.

For purposes of illustrating the invention a conventional
DRAM core will be described. FIG. 2 1s a block diagram of
a conventional DRAM core 102. Since the structure and
operation of a conventional DRAM core 1s well known 1n
the art only a brief overview 1s presented here.

A conventional DRAM core 202 mainly comprises stor-
age banks 211 and 221, row decoder and control circuitry
210, and column data path circuit comprising column ampli-
fiers 260 and column decoder and control circuitry 230.

Each of the storage banks comprises storage arrays 213 and
223 and sense amplifiers 212 and 222.

There may be many banks, rather than just the two
illustrated. Physically the row and column decoders may be
replicated 1n order to form the logical decoder shown i FIG.
2. The column 1/o0 lines 245 may be either bidirectional, as
shown, or unidirectional, 1n which case separate column 1/0
lines are provided for read and write operations.

The operation of a conventional DRAM core 1s divided
between row and column operations. Row operations con-
trol the storage array word lines 241 and the sense amplifiers
via line 242. These operations control the movement of data
from the selected row of the selected storage array to the
selected sense amplifier via the bit lines 251 and 2352.
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Column operations control the movement of data from the
selected sense amplifiers to and from the external data
connections 2044 and 204e.

Device selection 1s generally accomplished by one of the
following choices:

matching an externally presented device address against

an internally stored device address;

requiring separate operation control lines, such as RAS

and CAS, for each set of memory devices that are to be
operated 1n parallel; and

providing at least one chip select control on the memory

device.

FIG. 3 illustrates the timing required to perform the row
operations of precharge and sense. In their abstract form
these operations can be defined as

precharge(device, bank)—prepare the selected bank of

the selected device for sensing; and

sense(device, bank, row)—sense the selected row of the

selected bank of the selected device.

The operations and device selection arguments are pre-
sented to the core via the PRECH and SENSE timing signals

while the remaining arguments are presented as signals

which have setup and hold relatlonshlps to the timing
signals. Specifically, as shown in FIGS. 2-4, PRECH and
PRECHBANK form signals on line 204a in which PRE-
CHBANK presents the “bank™ argument of the precharge
operation, while SENSE, SENSEBANK and SENSEROW
form signals on line 204b in which SENSEBANK and
SENSEROW present the “bank™ and “‘row” arguments,
respectively, for the sense operation. Each of the key pri-
mary row timing parameters, tz, 1z 4 i ad 1z can have
significant variations between devices using the same design
and across different designs using the same architecture.

FIG. 5 and FIG. 6 illustrate the timing requirements of the
read and write operations, respectively. These operations can
be defined abstractly as:

data=read (device, bank, column)—transfer the data 1n

the subset of the sense amplifiers specified by “column”™
in the selected “bank™ of the selected “device” to the
READDATA lines; and

write (device, bank, column, mask, data)—store the data
presented on the WRITEDATA lines into the subset of
the sense amplifiers specified by “column” in the
selected “bank™ of the selected “device”; optionally
store only a portion of the information as specified by
“mask”.

More recent conventional DRAM cores allow a certain
amount of concurrent operation between the functional
blocks of the core. For example, 1t 1s possible to indepen-
dently operate the precharge and sense operations or to
operate the column path simultaneously with row opera-
tions. To take advantage of this concurrency each of the
following groups may operate somewhat independently:

PRECH and PRECHBANK on lines 204a;
SENSE, SENSEBANK, and SENSEROW on lines 2045,

COLCYC 204/ on line, COLLAT and COLADDR on
lines 204g, WRITE and WMASK one lines 204c,
READDATA on line 204d, and WRITEDATA on line
204.

There are some restrictions on this independence. For
example, as shown 1n FIG. 3, operations on the same bank
observe the timing restrictions of t,, and t, , ... If accesses
are to different banks, then the restrictions of FIG. 4 for teo
and t,, may have to be observed.

r

T'he present invention, while not limited by such values,
has been optimized to typical values as shown in Table 1.
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TABLE 1

Typical Core Timing Values

Symbol Value (ns)
trp 20
lRAS,Min 50
trep 20
tpp 20
teg 20
tpe 10
tbac 7

FIG. 7 shows the permissible sequence of operations for
a single bank of a conventional DRAM core. It shows the
precharge 720, sense 721, read 722, and write 723, opera-
tions as nodes 1n a graph. Fach directed arc between
operations 1ndicates an operation which may follow. For
example, arc 701 indicates that a precharge operation may

follow a read operation.

The series of memory operations needed to satisiy any
application request can be covered by the nominal and
transitional operation sequences described in Table 2 and
Table 3. These sequences are characterized by the 1nitial and

final bank states as shown in FIG. 8.

The sequence of memory operations 1s relatively limited.
In particular, there 1s a universal sequence:

precharge,

sense,

transfer (read or write), and
close.

In this sequence, close 1s an alternative timing of pre-
charge but 1s otherwise functionally identical. This universal
sequence allows any sequence of operations needed by an
application to be performed 1n one pass through 1t without

repeating any step in that sequence. A control mechanism
that implements the universal sequence can be said to be
contlict free. A contlict free control mechanism permits a
new application reference to be started for every minimum
data transfer. That 1s, the control mechanism 1tself will never
introduce a resource restriction that stalls the memory
requestor. There may be other reasons to stall the memory
requester, for example references to different rows of the
same bank may introduce bank contention, but lack of
control resources will not be a reason for stalling the
memory requestor

TABLE 2

Nominal Transactions

Initial

Bank State Final Bank State Transaction Type Operations Performed

closed closed sense,
series of column
operations,
precharge
precharge,
sense,

series of column
operations

series of column

operations

empty

open open IMISS

hut
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TABLE 3

Transitional Transactions

Initial

Bank State Final Bank State Transaction Type Operations Performed

closed open sense,
<series of column
operations>(optional)
<precharge,

SeIse,

series of column
operations>(optional),
precharge

<series of column
operations>
(optional),

precharge

empty

open closed IMISS

hit

Memory applications may be categorized as follows:

main memory—relerences generated by a processor, typi-
cally with several levels of caches;

graphics—references generated by rendering and display
refresh engines; and

unified—combining the reference streams of main
memory and graphics.

Applications may also be categorized by their reference
stream characteristics. According to the application partition
mentioned above reference streams can be characterized in
the following fashion:

First, main memory traflic can be cached or uncached
processor references. Such traflic 1s latency sensitive
since typically a processor will stall when 1t gets a
cache miss or for any other reason needs data fetched
from main memory. Addressing granularity require-
ments are set by the transfer size of the processor cache
which connects to main memory. A typical value for the
cache transier size 1s 32 bytes. Since multiple memory
interfaces may run in parallel 1t 1s desirable that the
memory system perform well for transfer sizes smaller
than this. Main memory traflic 1s generally not masked;
that 1s, the vast bulk of its references are cache replace-
ments which need not be written at any finer granularity
than the cache transier size.

Another type of reference stream 1s for graphics memory.
Graphics memory tratlic tends to be bandwidth sensi-
tive rather than latency sensitive. This 1s true because
the two basic graphics engines, rendering and display
refresh, can both be highly pipelined. Latency 1s still
important since longer latency requires larger buflers 1n
the controller and causes other second order problems.
The ability to address small quanta of information 1s
important since typical graphics data structures are
manipulated according to the size of the triangle being
rendered, which can be quite small. If small quanta
cannot be accessed then bandwidth will be wasted
transferring information which 1s not actually used.
Traditional graphics rendering algorithms benefit sub-
stantially from the ability to mask write data; that 1s, to
merge data sent to the memory with data already 1n the
memory. Typically this 1s done at the byte level,
although finer level, e.g. bit level, masking can some-
times be advantageous.

As stated above, umfied applications combine the char-
acteristics of main memory and graphics memory tratlic. As
clectronic systems achieve higher and higher levels of
integration the ability to handle these combined reference
streams becomes more and more 1mportant.
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Although the present invention can be understood in light
of the previous application classification, 1t will be appre-
ciated by those skilled in the art that the mvention 1s not
limited to the mentioned applications and combinations but
has far wider application. In addition to the specific perifor-
mance and functionality characteristics mentioned above it
1s generally important to maximize the effective bandwidth
of the memory system and minimize the service time.
Maximizing eflective bandwidth requires achieving a proper
balance between control and data transport bandwidth. The
control bandwidth 1s generally dominated by the addressing
information delivered to the memory device. The service
time 1s the amount of time required to satisfy a request once
it 1s presented to the memory system. Latency 1s the service
time of a request when the memory system 1s otherwise
devoid of tratlic. Resource conflicts, either for the intercon-
nect between the requester and the memory devices, or for
resources 1nternal to the memory devices such as the banks,
generally determine the difference between latency and
service time. It 1s desirable to minimize average service
time, especially for processor traflic.

The previous section mtroduced the performance aspects
of the cost-performance tradeofl that 1s the subject of the
present mvention. In this section the cost aspects are dis-
cussed. These aspects generally result from the physical
construction of a memory device, including the packaging of
the device.

FIG. 9 shows the die of a memory device 1601 inside of
a package 1620. For typical present day device packages, the
bond pads, such as 1610, have center to center spacing
significantly less than the pins of the device, such as 1640.
This requires that there be some fan-1n from the external pins
to the internal bonding pads. As the number of pads
increases the length of the package wiring, such as 1630,
grows. Observe that elements 1630 and 1640 are alternately
used to designate package wiring.

There are many negative aspects to the increase 1n the
length of the package wiring 1640, including the facts that:
the overall size of the package increases, which costs more
to produce and requires more areca and volume when the
package 1s installed in the next level of the packaging
hierarchy, such as on a printed circuit board. Also, the stub
created by the longer package wiring can aflect the speed of
the interconnect. In addition, mismatch 1n package wiring
lengths due to the fan-in angle can aflect the speed of the
interconnect due to mismatched parasitics.

The total number of signal pins has eflects throughout the
packaging hierarchy. For example, the memory device pack-
age requires more material, the next level of interconnect,
such as a printed circuit board, requires more area, i
connectors are used they will be more expensive, and the
package and die area of the master device will grow.

In addition to all these cost concerns based on area and
volume of the physical construction another cost concern 1s
power. Each signal pin, especially high speed signal pins,
requires additional power to run the transmitters and receiv-
ers 1n both the memory devices as well as the master device.
Added power translates to added cost since the power 1s
supplied and then dissipated with heat sinks.

The memory device illustrated i FIG. 10 uses techniques
typical of present day memory devices. In this device 1701,
a single shared command bus 1710 in conjunction with the
single address bus 1720 and mask bus 1730 1s used to
specily all of the primitive operations comprising precharge,
sense, read, and write in addition to any other overhead
operations such as power management.
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FIG. 11 illustrates the operation of the memory device of
FIG. 10. The illustrated reference sequence, when classified
according to Table 2 and the universal sequence previously
described comprises:

write empty—sense 1851, write 1853 with mask 1871,

data 1881, close(precharge) 1861 ;

write miss—precharge 1852, sense 1854, write 1856 with

mask 1872, data 1882;
read hit—read 1857, tristate control 1873, data 1883; and
transitional write miss—precharge 1855, sense 1858,
write 1839, mask 1874, data 1884, close (precharge)
1862.

In FIG. 11 each box represents the amount of time
required to transier one bit of information across a pin of the
device.

In addition to 1illustrating a specific type of prior art
memory device, FIG. 11 can be used to 1llustrate a number
of techniques for specilying data transfers. One prior art
technique uses an internal register to specily the number of
data packets transierred for each read or write operation.
When this register 1s set to its mimmimum value and the
reference 1s anything besides a hit then the device has
isuilicient control bandwidth to specity all the required
operations while simultaneously keeping the data pins
highly utilized. This 1s shown i FIG. 11 by the gaps
between data transiers. For example there 1s a gap between
data a, 1881 and data b, 1882. Even 1if suflicient control
bandwidth were provided some prior art devices would also
require modifications to their memory cores in order to
support high data pin utilization.

The technique of specitying the burst size 1n a register
makes 1t diflicult to mix transier sizes unless the burst size
1s always programmed to be the minmimum, which then
increases control overhead. The increase in control overhead
may be so substantial as to render the minimum burst size
impractical in many system designs.

Regardless of the transfer burst size, the technique of a
single umified control bus, using various combinations of the
command pins 1810, address pins 1820, and mask pins 1830
places limitations on the ability to schedule the primitive
operations. A controller which has references 1n progress
that are simultaneously ready to use the control resources
must sequentialize them, leading to otherwise unnecessary
delay.

Read operations do not require masking information. This
leaves the mask pins 1830 available for other functions.
Alternately, the mask pins during read operations may
specily which bytes should actually be driven across the pins
as 1llustrated by box 1873.

Another technique 1s an alternative method of specitying
that a precharge should occur by linking 1t to a read or write
operation. When this 1s done the address components of the
precharge operation need not be respecified; instead, a single
bit can be used to specity that the precharge should occur.
One prior art method of coding this bit 1s to share an address
bit not otherwise needed during a read or write operation.
This 1s 1llustrated by the “A-Prech™ boxes, 1861 and 1862.

FIG. 12 shows a sequence of four read references each
comprising all the steps of the universal sequence. Although
the nominal transactions of Table 2 do not require the
multiple precharge steps of the unmiversal sequence it 1s
usetul to examine how well a device handles the universal
sequence 1n order to understand 1ts ability to support mixed
empty and miss nominal transactions, as well as the transi-
tional transactions of Table 3. As can be seen, the data pins
are poorly utilized. This indicates that control contention
will limat the ability of the device to transter data for various
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mixes ol application references. The utilization of the data
pins could be mimproved by making the burst length longer.
However, the applications, such as graphics applications,
require small length transfers rather than large ones.

Another technique makes the delay from write control
information to data transfer diflerent from the delay of read
control information to data transfer. When writes and reads
are mixed, this leads to difliculties 1n fully utilizing the data
pins.

Thus, current memory devices have inadequate control
bandwidth for many application reference sequences. Cur-
rent memory devices are unable to handle minimum size
transiers. Further, current memory devices utilize the avail-
able control bandwidth 1n ways that do not support eflicient
applications. Current memory devices do not schedule the
use of the data pins 1n an eflicient manner. In addition,
current memory devices inefliciently assign a bonding pad
for every pin of the device.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

FI1G. 1 1llustrates a known memory structure architecture.

FIG. 2 illustrates a known DRAM core structure.

FIG. 3 1llustrates Row Access Timing to a single bank in
accordance with the prior art.

FIG. 4 1llustrates Row Access Timing to different banks in
accordance with the prior art.

FIG. 5 illustrates Column Read Timing in accordance
with the prior art.

FIG. 6 1llustrates Column Write Timing in accordance
with the prior art.

FI1G. 7 illustrates operation sequences for a conventional
core DRAM.

FIG. 8 1llustrates 1nitial and final bank states associated
with a memory operation in accordance with the prior art.

FIG. 9 illustrates a semiconductor packaging structure
utilized 1n accordance with the prior art.

FI1G. 10 1llustrates DRAM 1nterface signals in accordance
with the prior art.

FIG. 11 1llustrates a command control sequence 1n accor-
dance with the prior art.

FIG. 12 illustrates a unified control umversal read
sequence 1n accordance with an embodiment of the mnven-
tion.

FIG. 13 illustrates a unified control umiversal read
sequence with mask precharge in accordance with an
embodiment of the invention.

FIG. 14 1illustrates a unified control universal write
sequence with mask precharge in accordance with an
embodiment of the invention.

FIG. 15 illustrates a unified control universal read write
sequence with mask precharge in accordance with an
embodiment of the invention.

FI1G. 16 illustrates a column access block diagram with no
delayed write 1 accordance with an embodiment of the
invention.

FIG. 17 illustrates timing operations associated with a
write command of an embodiment of the invention.

FIG. 18 illustrates timing operations associated with a
read command of an embodiment of the invention.

FIG. 19 illustrates mixed read and write timing in accor-
dance with an embodiment of the invention.

FIG. 20 1llustrates a column access with a delayed write
in accordance with an embodiment of the invention.

FIG. 21 illustrates mixed read and write timing 1n accor-
dance with an embodiment of the mvention.
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FIG. 22 illustrates a unified control umversal read and
write sequence with mask precharge and delayed write in
accordance with the mvention.

FIG. 23 illustrates a split control universal read write
sequence with mask precharge and delayed write 1n accor-
dance with an embodiment of the invention.

FIG. 24 illustrates a cost optimized highly concurrent

memory in accordance with the ivention.

FIG. 25 1llustrates a control packet format for encoding
the sense operation on the primary control lines 1 accor-
dance with an embodiment of the imvention.

FIG. 26 1llustrates a control packet format for encoding
the precharge operation on the primary control lines in
accordance with an embodiment of the imnvention.

FIG. 27 1illustrates a packet format when masking 1s not
used on the secondary control lines of the mnvention.

FIG. 28 1llustrates a packet format when masking 1s used
on the secondary control lines of the invention.

FIG. 29 illustrates a data block timing diagram for data
packets transmitted on data wires of the invention.

FIG. 30 illustrates a read hit in accordance with an
embodiment of the invention.

FIG. 31 illustrates an empty read 1n accordance with an
embodiment of the invention.

FIG. 32 illustrates a read miss 1 accordance with an
embodiment of the invention.

FIG. 33 illustrates a write hit 1n accordance with an
embodiment of the invention.

FIG. 34 1llustrates an empty write 1n accordance with an
embodiment of the invention.

FIG. 35 illustrates a write miss in accordance with an
embodiment of the invention.

FIG. 36 illustrates reads in accordance with an embodi-
ment of the mvention.

FIG. 37 illustrates empty byte masked writes 1n accor-
dance with an embodiment of the imvention.

FIG. 38 illustrates byte masked write hits in accordance
with an embodiment of the invention.

FIG. 39 illustrates byte masked write misses 1 accor-
dance with an embodiment of the mvention.

FIG. 40 illustrates reads or unmasked writes 1 accor-
dance with an embodiment of the mvention.

FIG. 41 1llustrates universal byte masked writes in accor-
dance with an embodiment of the imvention.

FIG. 42 illustrates reads or unmasked writes i accor-
dance with an embodiment of the invention.

FIG. 43 illustrates reads or masked writes or unmasked
writes 1n accordance with an embodiment of the invention.

FIG. 44 illustrates reads and unmasked writes 1n accor-
dance with an embodiment of the mvention.

FIG. 45 illustrates transiers using a primary control
packet for sense and precharge in accordance with an
embodiment of the invention.

FIG. 46 illustrates a memory block constructed 1n accor-
dance with an embodiment of the imvention.

FIG. 47 illustrates DRAM refresh operations utilized 1n
connection with an embodiment of the invention.

FIG. 48 illustrates 1solation pins without accompanying
pads 1n accordance with an embodiment of the invention.

FIG. 49 1llustrates the transport of auxiliary information
in accordance with an embodiment of the invention.

FIG. 50 1llustrates framing of the CMD for processing by
the auxiliary transport unit in accordance with an embodi-
ment of the mvention.

Like reference numerals refer to corresponding parts
throughout the drawings.




Us 7,360,050 B2

9
DESCRIPTION OF EMBODIMENTS

FIG. 13 shows a timing diagram according to an embodi-
ment of the present invention 1n which the Mask pins 2030
carry a precharge specification rather than either the write
mask information or the tristate control information, as
shown 1n connection with FIG. 12. This use of the Mask pins
need not be exclusive. There are multiple ways 1n which to
indicate how the information presented on the Mask pins 1s
to be used. For example:

in one embodiment according to the present invention, a

register within the device specifies whether the mask
pins are to be used for masking, tristate control, or
precharge control;

in another embodiment according to the present inven-

tion, the encoding of the command pins 1s extended to
specily, on a per operation basis, how the mask pins are
to be used; and

in another embodiment according to the present inven-

tion, a register bit indicates whether tristate control 1s
enabled or not and, in the case it 1s not enabled, an
encoding of the command pins indicates 11 a write 1s
masked or not; in this embodiment all reads and
unmasked writes may use the Mask pins to specily a
precharge operation while masked writes do not have
this capability since the Mask pins are used for mask
information

There are many alternatives for how to code the precharge
information on the mask pins. In one embodiment 1n which
there are two mask pins and the memory device has two
banks, one pin indicates whether an operation should occur
and the other pin indicates which bank to precharge. In an
alternative embodiment, 1n which the minimum data transfer
requires more than one cycle, more banks are addressed by
using the same pins for more than one cycle to extend the
s1ze of the bank address field.

Using the mask pins to specily a precharge operation and
the associated bank address requires another way of speci-
tying the device argument. In one embodiment the device 1s
specified 1n some other operation. For example, the pre-
charge specified by the mask pins shares device selection
with a chip select pin that also conditions the main command
pins. In another embodiment, additional control bandwidth
1s added to the device. For example, an additional chip select
pin 1s added for sole use by the recoded mask pin precharge.
In yet another example of using additional control band-
width 1n which the mimmum data transfer requires more
than one cycle, the device address 1s coded on the additional
bits, the device address being compared to an internal device
address register.

In FIG. 13 1t can be seen that the data pins are better
utilized. For example, the oflset between data block 1982
and 1983 1n FIG. 12 1s reduced from 4 units of time to the
2 units of time between data blocks 2082 and 2083 of FIG.
13. This 1s accomplished because the precharge specification
has been moved from the primary command pins, 2010, to
the mask pins 2030 so there 1s more time available on the
command pins to specily the sense and read or write
operations.

Delaying Write Data

FI1G. 14 shows the timing of the universal write sequence
in an embodiment according to the present invention, when

il

the Mask pins are used for the precharge step. The oflset
from data block 2182 to data block 2183 1s two units of time

just as 1n the read sequence shown 1n FIG. 13. However, the
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oflset from the use of the command pins to the use of the
data pins 1s shown as zero for the write case but three for the
read case. As can be seen in FIG. 15, when these sequences
are combined to produce a sequence that has both reads and
writes, there 1s a substantial gap between the write data and
the read data as can be seen by the delay between data 2282
and data 2283. Delaying the write data so that the offset from
control information to data 1s the same, independent of
whether the transfer 1s a read or a write, reduces or elimi-
nates the delay.

FIG. 16 shows the column access path of a memory
device 1n an embodiment of the invention that does not delay
write data with respect to read data. In FIG. 16, the delay
from external control 2304 to internal column control 2306
1s 1dentical whether the access 1s a read or a write. As can be
seen from FIG. 5 and FIG. 6, this means that the external
data iterconnect 2305 provides the data to the core prior to
the write, while the external data interconnect 1s used after
the core provides data for a read. In summary, a read uses
resources 1n the order: (a) control interconnect 2304, (b)
column 1/0 2307, (¢) data interconnect 2305. A write uses
them 1n the order: (a) control interconnect 2304, (b) data
interconnect 2303, (¢) column 1/0 2307.

This change 1n resource ordering gives rise to resource
contlict problems that produce data bubbles when mixing
reads and writes. The resource ordering of writes generally
leads to the resource timing shown in FIG. 17. For example,
a write uses resource as shown by block 2440, the data
resource as shown by block 2450, and the column resource
as shown by the block 2460. This resource timing mimimizes
the control logic and the latency of writing data into the
memory core.

The read resource timing of FIG. 18, illustrates a mini-
mum latency read via block 2540, column 1/0 block 2560,
and data block 2550. When these timings are combined as
shown 1in FIG. 19, a data bubble 1s introduced between
blocks 2652 and 2653 of FIG. 19. This data bubble consti-
tutes time during which the data pins are not being utilized
to transier data; the pins are mactive. Forcing the data pins
to do nothing as a result of mixing reads and writes 1s a
problem.

Note that the data bubble appears regardless of whether
the write 2642 and the read 2643 are directed to the same or
different memory devices on the channel. Further note that
the delay from the control resource to the column 10
resource 1s 1dentical for reads and writes. In view of this, it
1s 1mpossible for the data resource timing to be 1dentical for
reads and writes.

Matching the timing of the write-use of the data resource
to the read-use of the data resource avoids the problem stated
above. Since the use of the data pins 1n a system environ-
ment has an intrinsic turnaround time for the external
interconnect, the optimal delay for a write does not quite
match the delay for a read. Instead, i1t should be the mini-
mum read delay minus the minimum turnaround time. Since
the turnaround delay grows as the read delay grows, there 1s
no need to change the write control to data delay as a
function of the memory device position on the channel.

FIG. 20 shows an embodiment of the invention having
delayed write circuitry. The column access control informa-
tion on line 2706 1s delayed for writes relative to when the
column control information 1s presented to the core for
reads. FIG. 20 shows multiplexor 2712 which selects
between the write delay block 2709 and the normal column
control output of the interface. "

T'he interface controls the
multiplexor depending upon whether the transter 1s a read or
a write. However, there are many embodiments of this
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mechanism. For example, a state machine could introduce
new delaying state transitions when the transter 1s a write.

FIG. 21 shows the operation of delaying the write to
match the read 1n accordance with the present invention. In
this figure, the delay from write control block 2842 to write
data block 2852 1s set to match the delay from read control
2843 block to read data 2853 block less the channel tumn-
around time. As long as different column data paths are used
to perform the read column cycle and the write column
cycle, the data bubble 1s reduced to the minimum required
by channel turnaround requirements and 1s no longer a
function of control or data resource contlicts.

Since write latency 1s not an important metric for appli-
cation performance, as long as the write occurs before the
expiration of t ;¢ 1, (80 that 1t does not extend the time the
row occupies the sense amplifiers, which reduces applica-
tion performance), this configuration does not cause any loss
in application performance, as long as the writes and reads
are directed to separate column data paths.

Delayed writes help optimize data bandwidth efliciency
over a set of bidirectional data pins. One method adds delay
between the control and write data packets so that the delay
between them 1s the same or similar as that for read
operations. Keeping this Apattern=the same or similar for
reads and writes improves pipeline efliciency over a set of
bidirectional data pins, but at the expense of added com-
plexity in the interface.

FIG. 22 shows that the offset between write data 2984

block and read data 29835 block has been reduced by 2 units
of time, compared to the analogous situation of FIG. 15.

Split Control Resources

FIG. 22 shows less than full utilization of the data
interconnect due to the overloaded use of the command pins
2910. The command pins can be partitioned so that these
operations are delivered to the device 1n an independent
fashion. The timing of such a control method 1s shown 1n
FIG. 23 where the unified control has been partitioned nto
fields of control information, labeled primary field 3011 and
secondary field 3012. Generally speaking the primary con-
trol pins can be used to control the sense operation while the
secondary control pins control read or write operations. An
embodiment of the present imnvention allows full utilization
of the data pins and can transfer minimum size data blocks
back-to-back, for any mix of reads or unmasked writes, for
any mix of hits, misses, or empty tratlic, to or from any
device, any bank, any row, and any column address with
only bank conflict, channel turnaround at the write-read
boundaries, and 2nd order eflects such as refresh limiting the
data channel utilization. With the addition of more 1ntercon-
nect resources the writes could be masked or unmasked.
Observe that FIG. 23 presumes that the memory device 1s
designed for an interconnect structure that has zero tumn-
around delay between writes and reads.

FIG. 24 shows an embodiment of the invention that has
separate control interconnect resources. In one embodiment
it uses delayed writes. In another embodiment 1t can alter-
nately specily either a masking or a precharge field, either
singly or in conjunction with another field. In another
embodiment 1t combines delayed writes and the masking
versus precharge. In an alternative embodiment according to
the present invention there are three methods for starting a
precharge operation 1n the memory core:

in the sense operation field on the primary control lines
3104, as an alternative to the sense information;
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in the mask field on the secondary control lines, 3105 as

an alternative to the mask information; and

according to the device and bank addresses specified 1n a

read or a write.

The benefit of the present invention according to a spe-
cific embodiment 1s shown in Table 4 and FIG. 25 and FIG.
26. Table 4 shows the specific logical pinout of the embodi-
ment of FIG. 24 to be used for this illustrative purpose.

TABLE 4

High Performance Logical Pin Description

FIG. 24
Name Count Description Reference
Primary[2:0] 3 Primary request control 3104
Secondary[4:0] 5 Secondary request control 3105
DQA[R:0] 9 Low order data byte 3106
DQBJ[&:0] 9 High order data byte

FIG. 25 and FIG. 26 show two alternative control packet
formats for encoding, respectively, the sense and precharge
operations on the primary control lines. Table 5 defines the
fields 1n the alternative formats of the primary control
packet. The PD field selects a specific memory device. A
combined field carries both the bank and row address

arguments of the sense operation, as previously defined.

TABLE 5

Primarv Control Packet Fields

Field Description
PDAT Device selector bit 4 True;

for framing, device selection and broadcasting.
PDAF Device selector bit 4 False;

for framing, device selection and broadcasting.
PD[3:0] Device selector, least significant bits.
AV Activate row; also indicates format of packet.
PA[16:0] Address; combining bank and row.
PB[5:0] Bank address
POP[10:0] Opcode of the primary control packet.

FIG. 27 and FIG. 28 show two alternative control packet
formats for encoding various operations on the secondary
control lines. FIG. 27 shows the packet format when mask-
ing 1s not being performed while FIG. 28 shows the format
when masking 1s being performed. Table 6 defines the fields
in either format of the secondary control packet. Packet
framing 1s accomplished via a framing bit. The M field 1s
used to indicate which format of the packet 1s being pre-
sented as well as indicating whether write data being written
to the core should be masked. The SO field indicates whether
a read or write operation should be performed. Device
selection for SO specified operations 1s accomplished
according to the SD field which 1s compared against an
internal register that specifies the device address. The SA
field encodes the column address of a read or write opera-
tion. The SB field encodes the bank address of a read or
write operation. If the SPC field indicates precharge, then the
precharge operation uses the SD device and SB bank
address. The SRC field 1s used for power management
functions. The MA and MB fields provide a byte masking
capability when the M field indicates masking. The XO, XD,
and XB fields provide the capability to specily a precharge
operation when the M field does not indicate masking. Note
that, unlike the SPC field, this specification of a precharge
has a fully independent device, XD, and bank address, XB,

that 1s not related to the read or write operations.




Us 7,360,050 B2

13

FIG. 29 shows the format of the data packet transmitted
on the data wires.

TABLE 6

Secondary Control Packet Fields

Field Description

SD[4:0] Device selector for Column Operation
SS=1 Start bit; for framing

M Mask bit, indicates 1f mask format 1s being used
SO[1:0] Secondary Operation code

SPC Precharge after possible Column Operation
SRC Power management

SA[6:0] Address for Column Operation

SB[5:0] Bank for Column Operation

MAJ7:0] Byte mask for lower order bytes

MB[7:0] Byte mask for higher order bytes

XD[4:0] Device selector for Extra Operation
XO[4:0] Extra Operation code

XB[5:0 Bank for Extra Operation

The operation of this embodiment can be most easily
understood through various timing diagrams as shown in
FIG. 30 through FIG. 45. These figures can be divided into
several series, each of which depicts different aspects of this
embodiment’s operation:

FIG. 30 through FIG. 35 show a basic operation as an

embodiment of the present invention, other operations
can be thought of as compositions of these basic
operations;

FIG. 36 through FIG. 39 show compositions of the basic
operations but distinct from notions of the universal
sequence;

FI1G. 40 through FI1G. 43 show operations according to the
umversal sequence, these figures demonstrate the abil-
ity of the embodiment to handle mixed read and write
with mixed hit, miss, and empty traflic without control
resource conflicts; and

FI1G. 44 through FI1G. 45 show operations according to the

umversal sequence demonstrating less control conflicts
than the prior art. Other control scheduling algorithms
are possible which seek to minimize other metrics, such
as service time, with or without compromising effective

bandwidth.
The nominal timings for the examples are shown 1n Table

TABLE 7

Nominal Timings

Symbol Value (ns)
trp 20
tRAS,min 60
trep 20
leac 20

A description of each of the timing diagrams follows.

FIG. 30 shows a timing diagram for a nominal read hat.
Recall that a nominal hit reference means that the beginning
and final state of the addressed bank 1s open and that the
appropriate row 1s already 1n the sense amplifiers of the
addressed bank. In this case no row operation is required.
The secondary control packet specifies the read operation,
device address, bank address, and column address. Some
time later, the read data i1s driven on the data pins. In an
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embodiment according to the present invention it as a
constant time, later fixed by the design of the memory
device.

FIG. 31 shows a timing diagram for a nominal read empty.
Recall that a nominal empty reference means that the
beginning and final state of the addressed bank 1s closed. In
order to transfer data, the addressed bank 1s first sensed, and
then, after t, ., the read operation takes place just as for the
read hit of FIG. 30. Note that this particular example shows
the precharge occurring using the primary control packet
precharge mechanism. Alternately, other precharge mecha-
nisms are used, since there are no other references contend-
ing for the control resources.

FIG. 32 shows a timing diagram for a nominal read miss.
Recall that a nominal miss reference means that the begin-
ning and final state of the addressed bank 1s open, but that
the row currently sensed 1n the bank is not the one addressed
by the application reference. In this case, a precharge
operation occurs, followed by a sense operation, and finally
a read operation that causes the proper data to be driven out
on the data pins. Any precharge mechamisms can be used.

FIG. 33 shows a nominal write hit. The figure relates to
a multistep write operation. Thus, there 1s a secondary
control packet 1in order to get the transported data sent all the
way nto the memory core. This second secondary control
packet provides a timing reference that indicates to the
memory device that 1t 1s time to send the data to the core.

FIG. 34 shows a timing diagram for a nominal write
empty. A write empty operation 1s a combination of the
actions needed for a read empty and a write hit. First, a sense
operation 1s performed, followed by a write operation,
including the secondary control packet, followed by some
precharge operation, although a primary precharge operation
1s shown.

FIG. 35 illustrates a timing diagram for a nominal write
miss. Write miss operation 1s a combination of the actions
needed for a read miss and a write hit. First, a precharge
operation 1s invoked; a primary precharge operation 1s
shown. A sense operation follows, along with the two
secondary control packets needed to write the data all the
way to the memory core.

The previous figures show how various application rei-
erences can be decomposed into the memory operations.
FIG. 36 1llustrates how one of these 1solated references can
be used for a sequence of memory references. In FIG. 36 a
sequence of nominal read empty references 1s shown. In this
case the XO precharge operation 1s used to perform the close
operation at the end of the sequence. The present mnvention
thus provides another precharge mechanism that neither
overloads the external control pin resources, nor adds logic
to the memory device.

FIG. 37 shows timing for a series of nominal masked
write empty references. In this case, the XO precharge
operation 1s not available because those control pin
resources are being used to supply the mask information.
Instead, the SPC field 1s used 1n order to avoid bubbles, since
the primary control pins are already committed to the series
ol sense operations. Presuming that the delay between sense
and write operations 1s such that write read contlict problems
are being avoided, as shown with the previous discussion on
delayed writes, there 1s no real penalty for using the SPC
field. This 1s different from reads, which would normally
complete, and which desire to complete, sooner. This asym-
metry between reads and writes leads to the cost reductions
of the present invention by reducing required control band-
width, while mmimally impacting application performance.
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FIG. 38 shows a series of nominal masked write hat
references. Note that although two secondary control pack-
ets were required to Tully write data into the memory core for
an 1solated reference the average number needed 1s about
one.

FIG. 39 shows a timing diagram for a series of masked
writes misses. In this example the SPC field 1s used to
precharge the bank. Such a sequence 1s useful 1n a graphics
application which varies the length of time 1t keeps any bank
open depending upon the amount of rendering to be done. If
more than one transfer 1s directed to the same row of the
same bank of the same device then some of the SPC
precharge operations and the corresponding sense operations
can be removed. This 1s usetul both to eliminate unnecessary
(precharge, sense) power but also to reduce the effective
number of independent banks required to sustain the etlec-
tive bandwidth, even when bank contlicts might occur.

FIG. 40 shows a timing diagram for the umiversal
sequence for minimum size transiers when the write traflic
1s not masked. In this case the XO precharge operation can
be consistently used for the precharge operation which
begins the universal sequence, while the SPC field 1s used
for the close operation which ends the universal sequence.
As can be seen, once the first reference has completed its
sequence every reference behind 1t continues without any
delays due to control resource constraints. The only delays
are due to external interconnect turnaround delays. The
processor cache miss trathic typically does not contain
frequent masked write activity but 1s latency sensitive. Since
it does not use the masking capability it can use the XO
precharge capability.

Name

CTM
CTMN
CFM
CFMN
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Primary[2:0]

Secondary[4:0]
DQA[8:0]
DQBI[8:0]

SIO[1:0]

SCK

CMD

FIG. 41 demonstrates the extra degree of freedom per-
mitted when the transfer size per (sense, precharge) pair 1s
twice the minimum transfer size. In this case some of the
primary control bandwidth becomes available for precharge
control. In this case the umversal sequence can be 1mple-
mented even for masked writes.

FIG. 42 shows a timing diagram for the umiversal
sequence for reads and unmasked writes when the transfer
s1ze 1s twice the minimum per (precharge, sense) pair. In this
case the precharge step of the universal sequence 1s sched-
uled with the primary packet precharge while the close step
1s scheduled with the XO precharge. In this case not only 1s
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there adequate control bandwidth but there 1s more sched-
uling freedom for each of the steps of the universal sequence
compared to the minimum ftransier size per (precharge,
sense) pair case.

FIG. 43 shows a timing diagram for universal reads or
masked writes or unmasked writes. In this case the pre-
charge step of the umiversal sequence 1s still scheduled 1n the
primary control packet but the close step 1s scheduled with
the XO precharge operation. This reduces the scheduling
flexibility compared to the unmasked case 24 but still
permits full data pin utilization.

The previous figures demonstrate the conditions 1n which
the universal sequence can be scheduled. The ability to
schedule the universal sequence guarantees that there waill
not be any control conflicts which reduce available data
transfer bandwidth. However, none of the nominal reference
sequences actually requires two precharges to be scheduled.
So there 1s generally adequate control bandwidth for various
mixes of miss and empty traflic as shown 1n FIG. 44.

FIG. 45 shows a timing diagram for another scheduling
alternative when the transfer size 1s twice the mimmum per
(precharge, sense) pair and the traflic consists of all empty
references. In this case both the sense and precharge can be
scheduled on the primary control pins.

FIG. 46 shows an alternative embodiment that includes all
of the features of FI1G. 24, but includes additional capability
to 1mitialize, read and write registers, and supply power
control information to the memory device. The pinout of this
embodiment 1s summarized in Table 8.

TABL.

L1l

3

Alternative High Performance Logical Pin Description

Count Type Description FIG. 46 Reference

2 RSL Transmuit Clock 5301
(Clock To Master)

2 RSL Receive Clock
(Clock From Master)

3 RSL Primary request control 5305

5 RSL Secondary request control 5305

9 RSL Low order data byte 5307

9 RSL High order data byte

2 CMOS Bidirectional serial mn/out for 5302 and 5304
device initialization, register
ops, power mode control, and
device reset. Used to form the
SIO daisy chain.

1 CMOS Sernal clock for SIO and CMD 5303
pIns.

1 CMOS Command nput used for 5302

power mode control,
configuring SIO daisy chain,
and framing SIO operations.

FIG. 47 shows the operation sequence for the alternative
embodiment of FIG. 46. The refresh specific operations
support a novel method of handling core refresh. These new
core operations create the requirements for the Refresh and
RetreshS operations coded 1n the primary control packet as
shown 1n FIG. 46. In addition, various power control opera-
tions are added to the primary control packet.

FIG. 48 shows an embodiment of the physical construc-
tion 1n which not all of the pins of the memory device are
connected to the bond pads of the die. These non-connected
pins provide signal 1solation and shielding, thus avoiding the
expense ol additional bond pads. For example, pin and
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internal conductor 5542 provides isolation for pin and
internal conductors 5541 and 5543. In one embodiment the

non-connected pins are signal returns, such as ground, which
are adjacent to the connected pins.

According to an embodiment of the present invention the
memory device of FIG. 46 has Auxiliary information 5302
transported 1n time according to FIG. 49. Auxiliary infor-
mation 5302 includes a field to specily an auxiliary opera-
tion, a control register address 1n the memory device, and
data to be read or written from or to the control register.
AuxClock 1s the AuxClock signal to the Auxiliary Transport
Unit 5308 and 1s used to receive imformation from the
auxiliary connections 3302 in FIG. 46. Since Auxiliary
Transport Unit 5308 operates to reset or initialize the

Field

TSIV

SOP3 ... SOPO

SDEV4 ... SDEVO

SBC

SALL ...

SD15 ...

memory device, the unit need only operate slowly. Accord-
ingly, information 1s framed by the CMD signal, which can
be a portion of the auxiliary connections 3302, and recerved
on the AuxIn signal as a serial bit stream. The format of the
bit stream 1s shown 1n the tables below. As can be noted from
Table 9 there are sixteen clock cycles during which a packet
of information 1s received or obtained from the Auxihary
Transport Unit. The Aux information fields are the SOP[3:0]
field and the SDEV[4:0] field for the SRQ packet. The SA
packet has field SA[11:0], the SINT packet has a field of all
zeros and the SD packet has SD[15:0]. In this embodiment
of the present invention, the SRQ, SA, SINT and SD packets
are recerved or obtained from the Auxiliary Transport unit 1n
the order listed, unless only the SRQ packet 1s needed, in
which case the other packets are not sent. The functions of
cach of the fields in the packets i1s tabulated 1n Table 10.

TABLE 9

Control Register Packet Formats

AuxClock SRQ packet SA packet SINT SD
0 TSIV TSIV 0 SD15
1 TSIV TSIV 0 SD14
2 TSIV TSIV 0 SD13
3 TSIV TSIV 0 SD12
4 ISIv SAll 0 SD11
5 TSIV SAL10 0 SD10
6 SOP3 SAQ 0 SD9
7 SOP2 SAY 0 SDE

10

SAU

SDO

40

45

50

55

60

65

TABLE 9-continued

Control Register Packet Formats
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AuxClock SRQ packet SA packet SINT SD

8 SOP1 SAT 0 SD7

9 SOPO SAG 0 SD6
10 SBC SAS 0 SD3
11 SDEV4 SA4 0 SD4
12 SDEV3 SA3 0 SD3
13 SDEV?2 SA2 0 SD2
14 SDEV1 SAl 0 SD1
15 SDEVO SAO 0 SDO

TABLE 10

Field Description for Control Register Packets

Description

Reserved

Serial opcode. Specifies command for control register transaction.
0000 - SRD. Serial read of control register {SA1l ... SAO} of
memory device {SDEV4 . .. SDEVO}.

0001 - SWR. Serial write of control register {SA1l ... SAO} of
memory device {SDEV4 . .. SDEVO}.

0010 - SETR. Set Reset bit, all control registers assume their reset
values.

0011 - CLRR. Clear Reset bit, all control registers retain their
reset values.

0100 - SETE. Set fast (normal) clock mode for the clock circuitry
Serial device field.

Serial broadcast. When set, memory device i1gnores

{SDEV4 . .. SDEVO0} serial device field

Serial address. Selects which control register of the selected
memory device 1s read or written.

Serial data. The 16 bits of data written to or read from the selected
control register of the selected memory device.

As 1s shown 1n Table 10, the memory device 1s selected by
the SDEV field and the SOP field determines the Auxiliary
Operation to be performed by the Register Operation Unait
5309 i FI1G. 46. The Auxiliary Transport Unit also supports
the 1nitialization of the memory device because the Auxil-

1ary Transport Unit itself does not require 1nitialization. This
function 1s shown in FIG. 49. In this diagram the CMD
signal recerved by the Auxiliary Transport Unit has different
framing information to indicate that an 1mitialization packet
follows. This causes all of the memory devices which are
connected together on the same external connections 1n FIG.
46 to break apart a daisy chain connection formed from
AuxIn through AuxOut to AuxIn of the next memory device
in the chain as the mnitialization packet passes through the
daisy chain. Next, the first memory device in the chain
receives a device identification field from the Auxiliary
Transport umt into one of 1ts control registers. This field
serves 1o 1dentily the device for future Auxiliary Transport
Operations. Alter the memory device has its control registers
configured properly, the device field register 1s written again
to change a bit, causing the first device 1n the chain to pass
the Auxiliary information 1t receives to the next device in the
chain. The sequence 1s repeated until all of the memory
devices have their control registers properly configured and
cach device has an unique identification.

According to an embodiment of the present invention the
memory device of FIG. 46 receives power control informa-
tion, speciiying a change in the power mode of the memory
device. While power control operations such as Powerdown
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and Nap are encoded into the precharge packets in one
embodiment according to the present invention, other power
control operations, such as ExitlToNormal and ExitToD-
rowsy come 1n through the Auxihiary Transport Unit because
the other units 1n FIG. 46 are not operational due to their
reduced power state and because the Auxiliary Transport
Unit operates relatively slowly compared to, for example,
the Transier Units, and so does not require much power
while the other units are 1n their reduced power state. These
Exit operations may be performed according to FIG. 50.
FIG. 50 shows a different framing by the CMD signal so that
the Auxiliary Transport Unit can recognize the ExitToNor-
mal or ExitToDrowsy request. According to the timing
diagram, when a memory device recetves a CMD signal 01
with O on the falling edge of AuxClock and 1 on the rising
edge of AuxClock, the memory device will exit either the
power down state or the nap state (Power State A in the
timing diagram) and move to a new power state (Power State
B 1 the diagram), depending on the state of the AuxlIn
Signal Line. If the AuxIn line 1s a 1, the memory device will
exit to the normal state and if the AuxlIn line 1s a O the
memory device will exit to the drowsy state. In other
embodiments, the meamng of the AuxIn bits 1s reversed. The
device that 1s targeted for the ExitToNormal or ExitToD-
rowsy operation 1s received by the Auxiliary Transport Unit
5308 on the data input field via path 5307 of the memory
device 1n FIG. 46.

In an alternate embodiment, each memory device receives
a different CMD signal, one for each device, rather than
using the data input field via path 3307 to identity the device
for a ExitToNormal or ExitToDrowsy operation.

The foregoing description, for purposes of explanation,
used specific nomenclature to provide a thorough under-
standing of the mvention. However, 1t will be apparent to
one skilled 1n the art that the specific details are not required
in order to practice the mvention. In other instances, well
known circuits and devices are shown 1n block diagram form
in order to avoid unnecessary distraction from the underly-
ing invention. Thus, the foregoing descriptions of specific
embodiments of the present invention are presented for
purposes of 1llustration and description. They are not
intended to be exhaustive or to limit the invention to the
precise Torms disclosed, obviously many modifications and
variations are possible 1n view of the above teachings. The
embodiments were chosen and described in order to best
explain the principles of the invention and its practical
applications, to thereby enable others skilled 1n the art to
best utilize the mvention and various embodiments with
vartous modifications as are suited to the particular use
contemplated. It 1s intended that the scope of the imnvention
be defined by the following claims and their equivalents.

What 1s claimed 1s:

1. An integrated circuit memory device comprising:

a memory core including a plurality of memory cells;

a first set of pins to receive, using a clock signal, a row
address, followed by a column address;

a second set of pins to receive, using the clock signal:

a sense command, the sense command to specily that

the memory device activate a row ol memory cells of

the plurality of memory cells identified by the row
address, and

a write command during a {irst time period, the write
command to specily that the memory device receive
write data and store the write data at a location 1n the
row of memory cells, the location identified by the
column address, wherein the write command 1s

10

15

20

25

30

35

40

45

50

55

60

65

20

posted internally to the memory device after a first
delay has transpired from the first time period; and

a third set of pins to receive the write data after a second
delay has transpired from the first time period.

2. The integrated circuit memory device of claim 1,
turther comprising a pin to receive the clock signal, wherein
the third set of pins receives two consecutive bits of the write
data for every pin of the third set of pins during a clock cycle
of the clock signal.

3. The integrated circuit memory device of claim 1,
wherein the third set of pins outputs read data 1n response to
a read command received at the second set of pins, wherein
the read data 1s output after a third delay from the first time
period.

4. The integrated circuit memory device of claim 3,
wherein the second delay corresponds to the third delay
minus a turnaround time on the third set of pins.

5. The integrated circuit memory device of claim 3,
wherein the third set of pins outputs two consecutive bits of
the read data for every pin of the third set of pins during a
clock cycle of the clock signal.

6. The integrated circuit memory device of claim 1,
wherein the third set of pins outputs read data 1n response to
a read command received by the second set of pins, and
wherein, for every pin of the third set of pins, at least two
bits of the read data are output during a clock cycle of the
clock signal.

7. The integrated circuit memory device of claim 1,
turther comprising a plurality of sense amplifiers to store the
write data to the memory core, and wherein the plurality of
memory cells are dynamic memory cells.

8. The integrated circuit memory device of claim 7,
wherein the second set of pins includes at least one pin to
receive precharge information that specifies whether to
precharge the plurality of sense amplifiers after the write
data 1s stored in the memory core.

9. The integrated circuit memory device of claim 1,
turther comprising;:

a circuit to cause a fourth delay, after the write command
1s received at the second set of pins, when issuing
control information internally to the memory core of
the memory device 1n response to the write command.

10. The integrated circuit memory device of claim 9,
wherein the third set of pins outputs read data 1n response to
a read command received at the second set of pins, the
device further comprising:

a multiplexer coupled to the memory core and the circuit,
the multiplexer circuit to provide a path to bypass the
circuit when 1ssuing control information 1n response to
the read command received at the second set of pins.

11. An mtegrated circuit memory device comprising:
a memory core including a plurality of memory cells;

a command 1nterface to receive, using a clock signal, an
activate command, a row address, a first bank address
assoclated with the activate command, a write com-
mand, a column address, and a second bank address
associated with the write command, wherein:

the activate command specifies that the memory device
activate a row of memory cells identified by the row
address, located in a bank of the memory cells

identified by the first bank address, and

the write command specifies that the memory device
receive write data to be stored to a location in the row
of memory cells 1n a bank identified by the second
bank address, wherein the location 1s identified by
the column address;
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a data interface to receive the write data after a first delay
has transpired from when the write command 1s
received at the command interface; and

a circuit to cause a second delay, after the write command
1s received at the command interface, when issuing
control information internally to the integrated circuit
memory device in response to the write command.

12. The integrated circuit memory device of claim 11,
wherein the command interface includes a set of pins to
receive the activate command and the write command,
wherein the activate command 1s included in a first packet
and the write command 1s included 1n a second packet.

13. The mtegrated circuit memory device of claim 12,
wherein the data interface includes a set of pins to receive
two consecutive bits of the write data for every pin of the set
of pins during a clock cycle of the clock signal.

14. The integrated circuit memory device of claim 13,
wherein the set of pins provide read data output in response
to a read command received at the command interface,
wherein, for every pin of the set of pins, two bits of the read
data are output during a clock cycle of the clock signal.

15. The integrated circuit memory device of claim 11,
wherein the command interface includes a set of pins to
receive the activate command, the write command and a
read command, the device further comprising:

a multiplexer coupled to the memory core and the circuit,
the multiplexer circuit to provide a path to bypass the
circuit when the control information 1s 1ssued 1n

response to the read command.

16. The integrated circuit memory device of claim 11,
turther comprising:

a plurality of sense amplifiers to store the write data to the
memory core, wherein the plurality of memory cells are
dynamic memory cells.

17. The mtegrated circuit memory device of claim 16,
wherein the command interface includes at least one pin to
receive precharge information that specifies whether to
precharge the plurality of sense amplifiers after the write
data 1s stored in the memory core.

18. The integrated circuit memory device of claim 11,
wherein the first bank address 1s the same as the second bank

address.

19. A method of operation of an integrated circuit memory
device that includes a memory core having a plurality of
memory cells:

receiving, using a clock signal, a row address, followed by
a column address at a first set of pins;

receiving, using the clock signal, a sense command at a
second set of pins, wherein the sense command speci-
fies that the memory device activate a row of memory
cells of the plurality of memory cells identified by the
row address:

receiving, using the clock signal, a write command at the
second set of pins, wherein the write command speci-
fies that the memory device receive write data and store
the write data at a column of the row of memory cells,
the column 1dentified by the column address;

presenting the write command internally after a first delay
has transpired from receiving the write command; and

receiving at a third set of pins, after a second delay has
transpired from receirving the write command, two
consecutive bits of write data for every pin of the third
set of pins, during a clock cycle of the clock signal.
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20. The method of claim 19, further comprising:

recetving a read command at the second set of pins;

in response to the read command, outputting read data

after a third delay from when the read command 1s
received, wherein the second delay 1s based on the third
delay.

21. The method of claim 20, wherein the second delay
corresponds to the third delay minus a turnaround time on
the third set of pins.

22. A method of operation of an integrated circuit memory
device having a memory core mcluding a plurality of
memory cells, the method comprising:

recetving, using a clock signal, a row address that 1den-

tifies a row of memory cells of the plurality of memory
cells;

recerving, using the clock signal, a first bank address that

identifies a bank of the memory core that contains the
row;
recerving, using the clock signal, a column address that
identifies a location in the row of memory cells;

recerving, using the clock signal, a second bank address
that 1dentifies a bank of the memory core that contains
the location;

recerving, using the clock signal, a sense command and a

write command, wherein:
the sense command specifies that the memory device
activate the row 1dentified by the row address and the

first bank address, and

the write command specifies that the memory device
receive write data and store the write data to the
location i1dentified by the column address and the
second bank address; and

recetving at a first set ol pins, after a first delay has

transpired from receiving the write command, two
consecutive bits of the write data for every pin of the
first set of pins, during a clock cycle of the clock signal.

23. The method of claim 22, further comprising:

recerving a read command;

in response to the read command, outputting read data

after a second delay has transpired from receiving the
read command, wherein the first delay 1s based on the
second delay.

24. The method of claim 23, wherein the first delay
corresponds to the second delay minus a turnaround time on
the first set of pins.

25. The method of claim 22, wherein the sense command,
the row address and the first bank address are included 1n a
first packet, and wherein the write command, the column
address and the second bank address are included 1n a
second packet.

26. The method of claim 22, wherein the sense command
and the write command are received at a second set of pins,
wherein the sense command 1s included 1n a first packet and
the write command 1s included 1n a second packet.

27. The method of claim 22, wherein the sense command
1s received at a second set of pins and the write command 1s
received at a third set of pins, wherein the second set of pins
are separate from the third set of pins.

28. The method of claim 22, further comprising:

1ssuing control information internally to the memory core

of the memory device, 1n response to the write com-
mand, after a third delay transpires from receiving the
write command.

29. A method of operating an integrated circuit memory
device that receives a clock signal and includes a memory
core having a plurality of banks, the method comprising:
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providing a sense command to a command interface of the device after a first delay has transpired from when the
memory device, wherein the sense command specifies write command 1s received at the command interface of
that the memory device activate a row of memory cells the memory device; and

in a bank identified by a first bank address;
providing a row address that identifies the row of memory 5
cells 1 the bank i1dentified by the first bank address;

providing a column address that identifies a location
ithin th { lls 1n a bank 1dentified b
WA e TOT O] DETOLy SCE T A DAl ISREea by 30. The method of claim 29, wherein the sense command

a second bank address: . . , .
providing a write command to the command interface of 10 S included 1n a first control packet and the write command

the memory device after providing the sense command, 1s included 1n a second conitr ol packet. |
wherein the write command specifies that the memory 31. The method of claim 29, wherein the first bank

device recerve write data and store the write data 1n the address 1s the same as the second bank address.
location within the row of memory cells, wherein the
write command 1s posted internally to the memory k% ¥k

providing to a data interface of the memory device, at
least two consecutive bits of write data during a clock
cycle of the clock signals, after a second delay has
transpired after providing the write command.
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write data and store the write data at a location, identified by
the column address, in the row of memory cells. The write
command 1s posted internally to the memory device after a
first delay has transpired from a first time period 1n which the
write command 1s received at the second set of pins. The write
data 1s received at a third set of pins after a second delay has
transpired from the first time period.
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The patentability of claims 4, 21, 24 and 27 1s confirmed.
Claims 1-3, 5-20, 22, 23, 25, 26 and 28-31 are cancelled.
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