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SOFT SENSOR DEVICE AND DEVICE FOR
EVALUATING THE SAME

The present patent application 1s a non-provisional appli-
cation ol International Application No. PCT/JP00/04497,

filed Jul. 6, 2000.

TECHNICAL FIELD

The present invention relates to an application of case-
based reasoning which imports the concept of topology and,
more specifically, a soit sensor which estimates output data
actually detected from an identification target by using
case-based reasoning and a device for evaluating the soft
SENnsor.

BACKGROUND ART

In general, a reasoning system for estimating output data
to be actually detected from an 1dentification target by using,
a reasoning engine 1s called a soit sensor because 1t estimates
a physical quantity by arithmetic processing instead of
actually detecting a physical quantity like a hard sensor.

As an application of this soft sensor, for example, a
system for monitoring the amounts of emissions such as
NOx and SOx contained in an exhaust gas from a combus-
tion apparatus by using a neural network 1s disclosed (see,
e.g., JP 9-504346). This system estimates the amounts of
emissions such as NOx and SOx discharged from a com-
bustion apparatus by using a neural network using various
physical quantities detected by hard sensors as input vari-
ables, thereby monitoring the amounts of emissions con-
tained 1n an exhaust gas instead of using hard sensors for
directly and physically detecting these emissions or adjust-
ing these sensors.

In such a conventional soit sensor, however, since a target
1s 1dentified by using a neural network, the following prob-
lems arise when the soit sensor 1s actually used. First of all,
since the neural network involves the model restructuring
problem due to its model structure, a relatively long period
of time 1s required for learning. This makes it impossible to
follow up changes in targets in real time. It 1s therefore
difficult to meet the expectation that the soft sensor be used
instead of a hard sensor for measuring a target exhibiting
large changes, e.g., NOX.

In addition, 1n the case of a neural network, although a
statistical evaluation value (average error) can be given to
estimated output data, when a soit sensor 1s actually used, an
appropriate evaluation error value cannot be given to esti-
mated output data because of the handling of new input data.
Furthermore, when the soft sensor 1s put into practice, an
error 1n estimated output data cannot be evaluated in real
time, and whether the soft sensor 1s properly functioning
cannot be evaluated.

The following problems arise when a target model 1s
created. First of all, in the case of a neural network, as in
linear or nonlinear regression model, an 1nput/output rela-
tionship must be established throughout the entire input and
output spaces from history data according to a predeter-
mined algorithm. However, most of the history data obtained
by actual measurement are records of specific states of
identification targets. In many cases, therefore, a function
shape 1n the entire input and output spaces 1s unknown, and
hence the consistency between a target and the model
created from prepared history data cannot be evaluated.
Moreover, when estimation fails, 1t cannot be determined
whether the cause of the failure lies in the shortage of history
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2

data used for the creation of the model or a defect in the
model design such as the selection of mput variables and
hierarchical structure.

DISCLOSURE OF INVENTION

In order to solve the above problems, according to the
present invention, there i1s provided a soft sensor which
arithmetically processes a set of mput data obtained for a
plurality of mput variables representing a behavior of a
target by using a predetermined reasoning model to estimate
output data actually detected from the target in accordance
with the set of mput data, and outputs the data as estimated
output data, including a case base generated by receiving a
plurality of history data each constituted by a set of input
data obtained for a plurality of mput variable required for
estimation and actual output data obtained from the target by
using the mput data as input conditions, forming a plurality
of unit mput spaces by quantizing an input space of the case
base 1n accordance with a desired output allowable error,
arranging the respective history data in the corresponding
unit iput spaces, and generating, for each unit input space
having not less than one history data, a case representing the
history data in the unit mnput space, a case retrieving section
which acquires, by searching the case base, a case from each
of not less than one unit input space which has a case and 1s
located at a mimmimum topological distance from a unit input
space corresponding to a new set of input data, and an output
estimating section which estimates output data correspond-
ing to the new set of input data. This output estimating
section calculates output data corresponding to the new set
of input data from the output data of the case retrieved by the
case retrieving section and outputs the data as estimated
output data. The soft sensor further includes an output
evaluating section which calculates an error contained 1n the
estimated output data. The output evaluating section calcu-
lates an error contained 1n the estimated output data output
from the output estimating section on the basis of the output
allowable error and a topological distance between the unit
input space corresponding to the new set of input data and
the unit input space of the case retrieved by the case
retrieving section, and outputs the error as an estimation
error corresponding to the estimated output data. The soft
sensor also includes a function evaluating section to evaluate
whether the soft sensor 1s properly functioning, by using the
estimation error from the output estimating section, the
estimated output data from the output estimating section,
and the output data of the true value obtained from the target.

According to the present ivention, the case retrieving
section acquires a case from each of one or more unit input
spaces each of which 1s located at the mimimum topological
distance from the unit 1nput space corresponding to the new
set of mput data and includes a case, and the output
estimating section calculates output data corresponding to
the new set of 1nput data from the output data of the case
retrieved by the case retrieving section, and outputs the data
as estimated output data. In addition, the output evaluating
section calculates an estimation error and outputs 1t for each
estimated output data. The function evaluating section
cvaluates whether the soft sensor 1s properly functioning.

In addition, according to the present invention, there 1s
provided a soit sensor evaluating device for evaluating a soft
sensor which arithmetically processes a set of mput data
obtained for a plurality of mput variables representing a
behavior of a target by using a predetermined reasoning
model to estimate output data actually detected from the
target 1n accordance with the set of input data, and outputs
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the data as estimated output data, including an evaluation
case base which 1s used when a reasoning model for the soft
sensor 1s to be generated and generated by receiving a
plurality of history data each constituted by a set of input
data obtained for a plurality of mput variable required for
estimation and actual output data obtained from the target by
using the mnput data as iput conditions, forming a plurality
of unit imput spaces by quantizing an mput space of the case
base 1n accordance with a desired output allowable error,
arranging the respective history data in the corresponding
unit input spaces, and generating, for each umt input space
having not less than one history data, a case representing the
history data 1n the umit mput space, a case retrieving section
which acquires, by searching the evaluation case base, a case
from each of not less than one unit input space which has a
case and 1s located at a minimum topological distance from
a unit mput space corresponding to a new set of input data
input to the soft sensor, an output estimating section which
calculates output data corresponding to the new set of mnput
data from the output data of the case retrieved by the case
retrieving section and outputs the data as evaluated esti-
mated output data, an output evaluating section which
calculates an error contained in the estimated output data
output from the output estimating section on the basis of the
output allowable error and a topological distance between
the unit mput space corresponding to the new set of input
data and the unit input space of the case retrieved by the case
retrieving section, and concurrently outputs the error as an
evaluation estimation error for each estimated output data,
and a function evaluating section which evaluates the soft
sensor. The function evaluating section evaluates whether
the soit sensor 1s properly functioning, by using the evalu-
ation estimation error from the output evaluating section, the
evaluated estimated output data from the output estimating
section, and output data of a true value obtained from the
target. In addition, the soft sensor evaluating device includes
the function evaluating section to evaluate whether the soft
sensor 1s properly functioming, by comparing a difference
between the evaluated estimated output data obtained by the
output estimating section in correspondence with the new set
ol mput data and the output data of the true value obtained
from the target with the evaluation estimation error corre-
sponding to the evaluated estimated output data.

According to the present invention, the case retrieving
section acquires a case from each of one or more unit input
spaces each of which 1s located at the minimum topological
distance from the unit 1nput space corresponding to the new
set of mput data and includes a case, and the output
estimating section calculates output data corresponding to
the new set of input data from the output data of the case
retrieved by the case retrieving section, and outputs the data
as evaluated estimated output data. The output evaluating
section then calculates an estimation error and concurrently
outputs i1t for each estimated output data. The function
evaluating section indirectly evaluates whether the soft
sensor 1s properly functioning.

According to the present invention, there 1s provided
another soft sensor evaluating device for evaluating a soft
sensor which arithmetically processes a set of mput data
obtained for a plurality of input varnables representing a
behavior of a target by using a predetermined reasonming
model to estimate output data actually detected from the
target 1n accordance with the set of input data, and outputs
the data as estimated output data, including an mnput quan-
tizing section which receives a plurality of history data each
constituted by a set of mnput data obtained for a plurality of
input variables required for estimation and actual output data
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4

obtained from a target by using the mput data as input
conditions, and forms a plurality of umt input spaces by
quantizing an mput space ol a case base 1n accordance with
a desired output allowable error, output distribution condi-
tion determining means for determining whether each of the
unit mput spaces formed by the mput quantizing section
satisfies a condition that a variation 1n output data between
history data arranged in the unit mput space falls within a
desired output allowable error, and calculates and outputs a
sufliciency ratio of unit input spaces satistying the condition
as an output distribution condition sufliciency ratio, and
continuity condition determining means for determining
whether each of the unit mput spaces formed by the input
quantizing section satisfies a condition that a difference
between output data of representative history data represent-
ing history data arranged in the unit mput space and an
average value of output data of representative history data of
not less than one unit mput space which 1s located at a
minimum topological distance from the unit input space and
in which history data i1s arranged falls within an output
allowable error corresponding to the topological distance,
and calculates and outputs a sufliciency ratio of unit mnput
spaces satistying the condition as a continuity condition
sufliciency ratio. The input quantizing section evaluates the
reasoning model generated by using the history data on the
basis of the output distribution condition sufliciency ratio
and continuity condition suiliciency ratio.

According to the present invention, the mput quantizing
section recerves history data and generates a plurality of unit
iput spaces by quantizing an input space of a case base 1n
accordance with a desired output allowable error, and the
output distribution determiming means and continuity con-
dition determining means respectively calculate an output
distribution condition sufliciency ratio and continuity con-
dition sufliciency ratio as evaluation indexes. The input
quantizing section then evaluates the reasoning model gen-
crated by using the history data on the basis of these
evaluation indexes.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a functional block diagram showing a soft sensor
according to the first to third embodiments of the present
invention;

FIG. 2 15 a functional block diagram showing a case base
generator;

FIG. 3 15 a view for explaining the concept of topology
used for a case-based reasoning model according to the
present 1nvention;

FIG. 4 1s a view for explaining quantization processing for
an 1nput space;

FIG. 5 1s a flow chart showing case base generation
processing;

FIG. 6 1s a flow chart showing mput quantization level
determination processing;

FIG. 7 1s a view for explamning an output distribution
condition;
FIG. 8 1s a view for explaiming a continuity condition;

FIG. 9 1s a view for explaining changes 1n evaluation
indexes;

FIG. 10 1s a view for explaining an evaluation reference
for modeling evaluation;

FIG. 11 1s a view for explaining case generation process-
Ing;

FIG. 12 1s a flow chart showing case generation process-
Ing;
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FIG. 13 1s a view for explaining the definition of simi-
larity;

FIG. 14 1s a flow chart showing similar case retrieval
processing;

FIG. 15 15 a view for explaining output estimating opera-
tion (when a similar case exists);

FIG. 16 15 a view for explaining output estimating opera-
tion (when no similar case exists);

FI1G. 17 1s a view for explaining adaptive learning opera-
tion (when a corresponding case exists);

FIG. 18 1s a view for explaining adaptive learning opera-
tion (when no corresponding case exists);

FIG. 19 1s a view for explaining conditions used for the
evaluation of the function of a soft sensor;

FIG. 20 1s a view for explaining the relationship between
each condition and an evaluation result; and

FIG. 21 1s a functional block diagram showing a soft
sensor evaluating device according to the fourth embodi-
ment of the present invention.

BEST MODE OF CARRYING OUT TH.
INVENTION

T

Embodiments of the present invention will be described
next with reference to the accompanying drawings.

First Embodiment

FI1G. 1 1s a functional block diagram showing a soit sensor
according to the first embodiment of the present invention.
A soft sensor 1 includes a case base 11, case base retrieving,
section 12, output estimating section 13, output evaluating
section 14, adaptive learning section 15, and function evalu-
ating section 16. The case base 11 1s generated by a case base
generator 2 (to be described later) on the basis of the history
data actually obtained from the behavior of a target whose
output data 1s estimated by the soft sensor 1. This case base
11 1s a case base generated by importing the concept of
topology, 1n which an iput space 1s quantized 1n accordance
with a desired output allowable error (required precision),
and an 1mput/output relationship 1s defined for each unit
iput space (to be referred to as a mesh heremaftter).

The case retrieving section 12 selects a mesh correspond-
ing to new 1put data A (31) by referring to this case base 11,
and retrieves a case representing ceach mesh from the
selected mesh or 1ts surrounding mesh. This mput data A 1s
constituted by values X, to X,,,, of n input variables x, to x,
like mput data X of history data used for the generation of
the case base 11. The output estimating section 13 calculates
and outputs estimated output data Y (32) corresponding to
the new put data A from the output data of at least one case
retrieved by the case retrieving section 12. The adaptive
learning section 15 adaptively learns the case base 11 on the
basis of new history data 34 actually obtained from the
behavior of the target. The new history data 34 has the same
configuration as that of history data used for the generation
of the case base 11, but 1s constituted by data which are not
used as history data. For example, the data obtained by
actual measurement from the target after the soit sensor 1
begins to be used 1s used. In this case, as new history data
P', k (k 1s a positive integer) new history data P', to P', are
prepared.

The output evaluating section 14 evaluates and outputs an
estimation error d (33) contained 1n the estimated output
data Y for each estimated output data Y on the basis of a
similarity indicating that at least one case retrieved by the
case retrieving section 12 1s a case of a mesh separated away
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from the mesh corresponding to the mput data A by a
specific distance, and a given desired output allowable error
(required precision) which 1s one of the modeling conditions
used for the generation of the case base. The function
cvaluating section 16 evaluates, by using the estimation
error d, the estimated output data Y, and output data Y -
(35) of the true value obtained from the target by actual
measurement, whether the soit sensor 1s functioning prop-
erly, and outputs an estimation result 36.

Generation of Case Base: Case Base Generator and Case
Base

The case base generator will be described next with
reference to FIG. 2. FIG. 2 1s a functional block diagram
showing the case base generator. The case base 11 used 1n
the soft sensor 1 1s generated 1n advance by the case base
generator 2 using history data 37. This case base generator
2 includes an mput quantizing section 21 and case base
generating section 22. The history data 37 1s constituted by
a combination of a plurality of mput data X used {for
estimation and output data Y actually measured when the
input data X are input to the target. In this case, as the input
data X, n (n 1s an iteger equal to or more than 2) input
variables x, to x are selected. As the history data 37, 5 (j 1s
an integer equal to or more than 2) history data P, to P, are
prepared.

The mput quantizing section 21 defines a mesh by quan-
t1zing an iput space of a case base on the basis of the history
data 37 and a desired modeling condition 38. The mnput
quantizing section 21 includes an output distribution con-
dition determining means 21A and continuity condition
determining means 21B. A quantization level for an mput
space 1s selected on the basis of the determination results
obtained by these determining means 21 A and 21B. The case
base generating section 22 distributes the history data 37 to
the respective meshes, and calculates a case representing
cach mesh, thereby generating a case base 39. This case base
39 15 used as, for example, the case base 11 of the soft sensor
1 and an evaluation case base 31 (see FIG. 21) of an
evaluating device 5 (to be described later). When the evalu-
ation case base 31 1s to be generated, 1n particular, since the
evaluation case base 51 1s generated on the basis of history
data 63 used to generate a reasoning model for the soft
sensor, the case base generator 2 also functions as a device
for determining whether the target can be modeled with a
desired precision by using the case data, 1.e., a device for
evaluating the soft sensor (to be described later).

The case base used in the present mvention and the
operation of the case base generator therefor will be
described below FIG. 3 1s a view for explaining the concept
of topology used 1n a case-based reasoning model according
to the present mvention. FIG. 4 1s a view for explaiming
quantization processing for an mput space. FIG. 5 1s a tlow
chart showing case base generation processing.

(Case-Based Reasoning Model)

According to the case-based reasoning model used 1n the
present invention, an iput space 1s quantized into a topo-
logical space on the basis of the concept of continuous
mapping in mathematical topology, thereby generally defin-
ing a case base corresponding to an allowable width €
(output allowable error) which 1s a required precision and
similarity.

According to the concept of continuous mapping 1n
topology, a necessary and suflicient condition for allowing
map I: X—=Y to be continuous in spaces X and Y 1s that open
set (output neighbor) O mmverse map 1-1(0) 1n Y 1s equiva-
lent to an open set (input neighbor) 1 X. Assuming that the
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map 1 from an mput space to an output space 1s continuous
according to the concept of this continuous mapping, as
shown 1n FIG. 3, an output neighbor 1s determined by using
the allowable width of an output error in the output space.
This makes 1t possible to associate the output neighbor with
an input neighbor that satisfies the allowable width of the
output error. With this operation, the input space can be
quantized and grasped as a topological space.

(Quantization of Input Space)

In the present invention, this mput space quantization
processing 1s done in the manner shown 1n FIG. 4. History
data 1s constituted by a combination of input data and output
data obtained in the past. In this case, history data 1is
constituted by mputs x,; and x, and an output y. These history
data are distributed 1n an input space x,-x, as idicated by
the upper right portion of FIG. 4. When the data 1s to be
quantized with meshes which have predetermined widths,
respectively, 1n the X, and x, directions and are arranged at
equal intervals, as indicated by the lower right portion of
FIG. 4, the size of each mesh, 1.e., an mput quantization
level, 1s determined 1n consideration of an allowable
width € of an output error, as indicated by the lower left
portion of FIG. 4. The allowable width € of the output error
1s a value indicating the degree to which the error between
an output obtained by reasoning and an unknown true value
corresponding to new input data 1s allowed, and 1s set as a
modeling condition in advance. By determining a mesh size
by using this allowable width €, therefore, an input neighbor
corresponding to the size of an output neighbor, 1.€., a case,
can be defined, and the error of output data inferred from all
input data belonging to the case satisfies the allowable
width € of the output error.

The case base generator 2 generates the case base 39 by
quantization processing in such an input space. Referring to
FIG. 5, the history data 37 1s loaded (step 100), and
modeling conditions such as the allowable width € of an
output error are set (step 101). Each type of evaluation index
1s calculated on the basis of the allowable width €, and an
input quantization level 1s selected for each mput variable on
the basis of this evaluation mndex (step 102). Each case
constituting the case base 39 1s then generated from the
history data 37 distributed to the respective meshes (step

103).

(Determination of Input Quantization Level)

Input quantization level determination processing using
an evaluation index will be described with reference to
FIGS. 6 to 9. FIG. 6 1s a tlow chart showing mput quanti-
zation level determination processing. FIG. 7 1s a view for
explaining an output distribution condition which is one of
evaluation indexes. FIG. 8 1s a view for explaining a
continuity condition which 1s one of the evaluation indexes.
FIG. 9 1s a view for explaining the relationship between each
evaluation 1ndex sufliciency ratio and a corresponding input
quantization level.

The output distribution condition 1s a condition that with
respect to an arbitrary mesh obtained by quantizing the input
space with the selected input quantization level, the output
distribution width of an output y of history data belonging to
the mesh 1s smaller than the allowable width € of the output
error, as shown 1n FIG. 7. With this condition, 1t 1s checked
whether one mesh, 1.e., an mput neighbor, satisfies a con-
dition determined at the corresponding output neighbor, 1.¢.,
the allowable width € of the output error. The continuity
condition 1s a condition that with respect to an arbitrary
mesh obtained by quantizing the input space with the
selected mput quantization level, the difference between an
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output value y of a case generated with the mesh and an
average output value y' of a surrounding case exiting around
the case and a similarity r 1s smaller than the allowable
width e of the output error, as shown 1n FIG. 8.

With this condition, 1t 1s checked whether the difference
in output value between the respective cases, 1.¢., the mput
neighbors, satisfies the condition determined between the
corresponding output neighbors, 1.e., the allowable width €
of the output error. When this continuity condition 1s satis-
fied, it can be determined that the respective cases cover the
input space so as to continuously satisty a desired precision.
In checking this continuity condition, consideration needs to
be given to the distance between the case of the check target
mesh and the surrounding case, 1.e., the similarity r (to be
described later). This consideration 1s required to properly
reflect the concept of continuous mapping in topology 1n the
operation. In this case, since the output error allowable
width 1n a mesh 1s within €, 1f the similarity between two
cases 1s 1, the output error allowable width 1s within e(r+1).
The above continuity condition 1s therefore that the difler-
ence between the output value y of a case generated 1n an
arbitrary mesh and the average output value y' of surround-
ing cases with the similarity r with respect to the case be
smaller than the output error allowable width e(r+1).

In input quantization level determination processing, an
evaluation reference (threshold) 1s set first as a reference for
the determination of the validity of an evaluation index (step
110), as shown 1 FIG. 6. An evaluation index 1s calculated
for each mput quantization level (step 111). The obtained
evaluation 1index 1s compared with the evaluation reference
to select one of mput quantization levels by which an
cvaluation index that satisfies the evaluation reference (step
112). As the evaluation reference, an input quantization level
1s preferably selected, by which 90% cases or more satisiy
the output distribution condition and continuity condition. In
this system, a division number of 90% or 95% 1s displayed.
These values 90% and 95% are considered to be statistically
proper values.

Input quantization levels are sequentially determined for
the respective mput vaniables. If, for example, mput vari-
ables are x;, X,, . . . , X, mput quantization levels are
sequentially determined from x, to x, . In this case, when an
evaluation index 1s to be calculated, an mput quantization
level must be assigned to all input variables. In obtaining an
evaluation index associated with x,, therefore, the nput
quantization level that has already been determined at this
time 1s used for x, to x,_,, and the same nput quantization

level as that for X, 1s used with respect to x .., X after
X

I+12 *

With regard to each of the output distribution condition
and continuity condition of the conditions descried above,
the ratio of cases that satisty the condition to all the cases,
1.e., an evaluation index sufliciency ratio, 1s used as an
evaluation index. For example, an evaluation index value for
an 1nput quantization level m associated with x; 1s obtained
by the ratio of cases that satisfy the evaluation index
condition to all the cases generated by quantizing the input
range widths of x,, X5, . . . , X with the respective iput
quantization levels, 1.e., the output distribution condition
sufliciency ratio and continuity condition sufliciency ratio.
With regard to the input variable x,, one of input quantiza-
tion levels by which all these evaluation index values clear
the evaluation reference 1s selected and determined as an
input quantization level for the input varnable x..

At this time, the evaluation 1indexes for an output distri-
bution condition sufliciency ratio S, and continuity condi-
tion sufliciency ratio S do not monotonously increase with
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an icrease in the input quantization level m, but paraboli-
cally increase with a certain vertical width, as shown 1n FIG.
9. For this reason, there 1s a case wherein these evaluation
indexes short fall of the evaluation reference with respect to
a given 1nput quantization level m again and then satisty the
evaluation reference as indicted by m,. In this case, an
optimal 1nput quantization level can be selected 1ndepen-
dently of a maximum value m,___ by selecting a minimum
quantization level m,, of preset check mmput quantization
levels up to the maximum value m,_ ., with which the
respective evaluation indexes of the output distribution
condition suthiciency ratio S,, and continuity condition sui-
ficiency ratio S satisty the evaluation reference. In addition,
the number of meshes can be minimized, and hence the size
ol a case base can be decreased.

(Modeling Evaluation)

In determining a mput quantization level 1n this manner,
by determining indexes, 1.¢., an output distribution condition
suiliciency ratio and continuity condition suiliciency ratio,
on the basis of an evaluation reference like the one shown 1n
FIG. 10, 1t can be evaluated whether the target can be
modeled with a desired precision by using the history data.
If at least one of the evaluation indexes of the output
distribution condition sufliciency ratio and continuity con-
dition sufliciency ratio cannot satisfy the evaluation refer-
ence, the mmput quantizing section 21 determines that esti-
mation cannot be done with the desired output error
allowable width by using the case base generated from the
history data 37, and evaluates that modeling cannot be done

with the required precision.

In this case, a concrete evaluation result can be selected,
as shown 1n FIG. 10. If, for example, the output distribution
condition sutliciency ratio 1s much lower than the evaluation
reference, 1t 1s expected that variations in the history data 37
included in some meshes 1n the case base are larger than the
desired output error allowable width. It 1s therefore deter-
mined that with the existing input variables, some history
data used for the generation of the case base will belong to
different populations with a high possibility, and these cases
cannot be handled as the same mesh, and it can be evaluated
that input variable selection must be reviewed. I the output
distribution condition sufliciency ratio 1s lower than the
evaluation reference to a certain degree, 1t 1s determined that
variations in cases included 1n the same mesh are caused by
noise with a high possibility, and it can be evaluated that
noise removal processing for the history data 37 must be
reviewed.

If the continuity condition sufliciency ratio 1s much lower
than the evaluation reference, 1t 1s determined that meshes in
which cases exist 1n the case base are discrete, and there 1s
a high possibility that the history data 37 are 1nsufﬁc1ent. In
this case, 1t can be evaluated that the measurement point
must be reviewed to correct the deviation of the history data
37. If the continuity condition sufliciency ratio 1s lower than
the evaluation reference to a certain degree it 1s determined
that the deviation of the history data 37 1s caused by noise
with a high possibility, and 1t can be evaluated that noise
removable processing for the history data 37 must be
reviewed.

In this manner, the input quantizing section 21 determines
an output distribution condition suthiciency ratio and conti-
nuity condition suiliciency ratio, and evaluates whether the
target can be modeled with a desired precision by using the
history data, thereby output an evaluation result 40. If,
therefore, modeling cannot be done with the required pre-
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cision at the time of the generation of a case base, concrete
measures can be taken on the basis of the evaluation result

40.

(Generation of Case)

In the case base generator 2, an input quantization level 1s
selected 1n the above manner, and each history data 1s
distributed to each mput space quantized with the input
quantization level, each mesh 1n this case, thereby generat-
ing a case. FIG. 11 1s a view for explaining case generation
processing. FIG. 12 1s a flow chart showing case generation
processing.

First of all, meshes are generated by quantizing (dividing)
cach input variable on the basis of a selected mput quanti-
zation level (step 120). Referring to FIG. 11, the mput
variable x; 1s divided by 10, and the mput variable x, 1s
divided by 6. The respective history data are distributed to
the respective meshes (step 121). Meshes in which the
history data exist are selected as cases, and input and output
values 1n the meshes are calculated (step 122). When three
history data are distributed to a single mesh as indicated by
the upper right portion of FIG. 11, they are integrated into
one case, as indicated by the lower right portion of FIG. 11.
In this case, the average of outputs y of the three history data
1s used as an output value representing the case, and a
median 1n the mesh 1s used as an 1nput value representing the
case.

Estimation of Output Data: Case Retrieving Section and
Output Estimating Section

The operation of the soft sensor according to the first
embodiment of the present invention will be described next.
The soit sensor 1 1n FIG. 1 estimates the estimated output
data Y (32) from the new mnput data A (31) by using the case
base 11 generated in this manner. First of all, the case
retrieving section 12 retrieves similar cases from the case
base 11 by using the respective values X, to X, of the input
data A and similarities. FIG. 13 1s a view for explaiming the
definition of a similarity. FIG. 14 1s a flow chart showing
similar case retrieval processing in the case retrieving sec-
tion 12. The similarity 1s a measure that represents the
degree of similarity between each case and a mesh of the
meshes arranged 1n the mput space of the case base 11,
which corresponds to new prediction conditions, 1.e., input
data.

Referring to FIG. 13, 11 a case exists 1n a central mesh
corresponding to input data, 1t 1s defined that the case and the
iput data have “similarity r=0". The mput data and a case
immediately adjacent to the central mesh have “similarity
r=17. Subsequently, the similarity increases one by one with
an increase 1n a distance from the central mesh. In perform-
ing estimation, therefore, the estimated value based on a
case with a similarity r has a precision within (r+1)xe. In this
case, 1f cases on the two sides of an mput value used for
estimation are properly used, an output value with a preci-
s1on higher than (r+1)xe can be expected. If only a case on
one side of a value for estimation, a precision similar to
(r+1)xe 1s expected from the continuity of mput and output
values.

As shown i FIG. 14, the case retrieving section 12
receives mput data (step 130), and selects a mesh corre-
sponding to the input data from the input space which the
case base 11 has (step 131). The case retrieving section 12
also 1nitializes the similarity used as a case retrieval range to
0 (step 132), and retrieves a similar case from the case
retrieval range indicated by the similarity (step 133). If a
case exists in the mesh corresponding to the input data (step
134: YES), this case i1s output as a similar case (step 136).
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If 1t 1s determined 1n step 134 that no case exists in the mesh
corresponding to the input data (step 134: NO), the similar-
ity 1s 1ncreased by one to extend the case retrieval range
(step 135). The tlow then returns to step 133 to retrieve a
similar case again.

In this manner, the case retrieving section 12 retrieves
similar cases corresponding to the new 1nput data from the
case base 11. The output estimating section 13 estimates
output data Y corresponding to the new mput data A on the
basis of these similar cases. If, for example, a case exists in
a mesh 150 corresponding to mput data A (22.1, 58.4) as
shown 1 FIG. 15, output value y=70.2 of this case 1s
selected as an estimated output value.

If no case exists in a mesh 151 corresponding to input data
A (23.8, 62.3) as shown in FIG. 16, the case retrieving
section 12 extends a retrieval range 152 and retrieves a
similar case. The output estimating section 13 then calcu-
lates estimated output data from the retrieved case. If a
plurality of cases are retrieved, the average of the output
values of the cases 1s used as an estimated output value. In
this manner, the output estimating section 13 estimates and
outputs the estimated output data Y corresponding to the
new input data A.

Adaptive Learning: Adaptive Learning Section

The operation of the adaptive learning section will be
described next with reference to FIGS. 17 and 18.

As shown in FIG. 1, the adaptive learming section 15
updates the case base 11 on the basis of the history data 34
obtained from the target by actual measurement. In this case,
the history data 34 may be automatically obtained, for
example, hourly by using a calendar function, temperature
sensor, and the like. This makes 1t possible to automate
adaptive learning.

First of all, a case corresponding new data 1s retrieved
from an input space which the case base 11 has. If a case
corresponding to the new data exists, only the case 1is
revised. FIG. 17 1s a view for explamning adaptive learning
operation when a corresponding case exists. In this case,
since a case 160 corresponding to new data B (23.9, 66.8,
48.2) exists, new output value y=49.0 of the case 1s calcu-
lated from output value y=48.2 of the new data B and an
output value of 49.7 belfore revision of the case 160. As an
output revision arithmetic expression, a forgetting factor
C_ 1s prepared, and an output value Y ;; betore revision
and an output value Y of the new data B are added at the ratio
indicated by this forgetting factor to obtain an output value
alter the revision of the case.

If no case corresponding to the new data exists, a new case
1s generated on the basis of the new data. FIG. 18 15 a view
for explaining adaptive learning operation when no corre-
sponding case exists. In this case, since no case exists 1 a
mesh 161 corresponding to new data B (23.7, 62.3, 43.8), a
median 1n the mesh corresponding to the new data B 1s set
as an mput value, and a new case 162 having an output value
y of the new data B as a representative output value 1s
generated. This case 1s then added to the case base 54.

As described above, the reasoning model used by the soft
sensor 1 according to this embodiment i1s obtained by
applying the framework of a case-based reasoning to mod-
cling, which 1s based on the concept of topology and can be
said to be a modeling techmique that can be applied to a
general target i which the continuity of an input/output
relationship 1n a system holds.

Data 1s therefore stored as a case in an identified input
space. When an output 1s to be estimated, the reliability of
the estimated output value can be indicated by the topologi-
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cal distance (similarity) between an iput and an 1nput case
stored 1n advance. According to the present invention, since
a future water distribution amount 1s estimated by using such
a model, the following eflects can be obtained as compared
with conventional reasoning models such as a neural net-
work and regression model.

According to a conventional reasoning model,

1) since a special model structure 1s used to define an
overall input/output relationship, 1t takes a lot of trouble to
find an optimal structure for the system.

2) When history data are subjected to learning, a conver-
gence calculation must be done to identity a plurality of
parameters which a model structure has. An enormous
period of time 1s required for this processing.

3) Even when a model 1s to be updated on the basis of new
data, parameters must be i1dentified. In practice, therefore,
adaptive learning 1s difhicult to do.

4) It 1s diflicult to grasp how much a model output value
can be trusted with respect to an mput value for estimation.
In contrast to this, according to the present invention,

1) since cases (problems and answers) experienced 1n the
past are stored as a case base, and an input/output case
incorporating an input/output relationship in the system 1s
used, there 1s no need to use any special model representing
an input/output relationship.

2) When a case base 1s to be generated, an input space 1s
quantized by using an mput quantization level as a param-
cter to define a case base and similarity, and an evaluation
index value 1s calculated, thereby determining a quantization
level. For this reason, no conversion calculation 1s required.
In addition, the perfection degree of the model can be
evaluated from this evaluation index value, and hence there
1s no need to mdependently evaluate a model by using test
data as in the prior art.

3) An answer to a newly input problem 1s obtained by
retrieving a similar case. Since the degree of similarity of the
retrieved case to the problem can therefore be determined,
this similarity can be used to evaluate the reliability of an
output value.

4) Since a case base 1s constituted by the respective cases,
the case base can be partially revised on the basis of the new
data, and there 1s no need to i1dentily parameters as 1n the
prior art. This facilitates adaptive learning.

Note that a problem of learning and a convergence
calculation in a conventional model 1s equivalent to a
problem of definition of a case base structure and similarity
in case-based reasoning (CBR). In conventional case-based
reasoning, such definition cannot be done without suflicient
knowledge about a target, posing a serious problem 1n terms
of engineering. According to the case-based reasoning
model of the present invention, umque defimitions of a case
base corresponding to an output allowable error, 1.e., a
required precision, and similarity are made by quantizing an
iput space into a topological space on the basis of the
concept of continuous mapping 1n topology. Therefore, an
input/output model can be set without suflicient knowledge
about a target, 1.e., identifying an input/output structure.

Second Embodiment

The evaluation of an output from a soft sensor according,
to the second embodiment of the present invention will be
described with reference to FIG. 1. In this embodiment, 1n
the operation of the soft sensor, an estimation error d with
respect to estimated output data Y 1s calculated by an output
evaluating section 14 of a soft sensor 1, and output in real
time concurrently with the estimated output data Y.
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Evaluation of Output: Output Evaluating Section

As shown 1 FIG. 13, the reliability of the estimated
output data Y 1s defined by a similarity. The output evalu-
ating section 14 calculates estimation error d=(r+1 )e from a
similarity r representing the distance between a mesh cor-
responding to input data A and a retrieved mesh and an
output error allowable width € per mesh set as a modeling
condition on the basis of the retrieval result obtained by a
case retrieving section 12. If, therefore, a case exists 1n the
mesh corresponding to the mput data A, since the topologi-
cal distance 1s 0, 1.¢., similanity =0, estimation error d=e. If
a case does not exist in the mesh corresponding to the mput
data A but exists 1 another nearby mesh, the estimation
error contained in the estimated output data Y increases as
the similarity r to the another mesh increases.

Since the inherent estimation error d (evaluation error
value) contained in each estimated output data Y 1s calcu-
lated by the output evaluating section 14 and output 1n
correspondence with the estimated output data Y, the reli-
ability of each estimated output data Y can be properly
evaluated as compared with a statistical evaluation value
(average error) as 1n the prior art. In addition, since estima-
tion errors are output concurrently with the operation of the
soit sensor 1, an error 1n estimated output data can be
evaluated 1n real time.

Third Embodiment

The evaluation of the function of a soft sensor according
to the third embodiment of the present invention will be
described next with reference to FIG. 1. In this embodiment,
in the operation of a soft sensor 1, a function evaluating
section 16 evaluates whether the soft sensor 1 1s properly
functioning, 1.e., functioning according to the specifications
of the soft sensor which are determined by a desired output
error allowable width and topological distance.

Evaluation of Function of Soft Sensor: Function Evaluating
Section

A method of evaluating the function of a soft sensor will
be described below with reference to FIGS. 19 and 20. FIG.
19 1s a view for explaining conditions used for the evaluation
of the function of the soft sensor. FIG. 20 1s a view for
explaining the relationship between the conditions and the

evaluation results. The function of the soft sensor 1s evalu-
ated on the basis of two conditions (1) and (2) shown in
FIG. 19.

With regard to condition (1), the difference (absolute
value) between estimated output data Y obtained from an
output evaluating section 13 with respect to new mput data
A on the basis of a case base 11 and output data 'Y ,,,- of an
externally input true value 1s compared with a product (r+1)e
of a similarity r+1 used for the estimation of the estimated
output data Y and an output error allowable width €, 1.e., an
estimation error d obtained from an error estimating section
14 with respect to the estimated output data Y, and deter-
mines whether IY-Y ,,A<(r+1 )e 1s satisfied. If this condition
(D holds, since estimation can be done within the required
precision range, an evaluation result 36 indicating that the
soit sensor 1s properly functioning 1s output. At this time, as
shown 1n FIG. 20, the concrete evaluation result 36 that
encourages learning of the case base may be output.

Alternatively, an adaptive learning section 15 may be
controlled on the basis of this evaluation result, and the case
base 11 can be automatically updated. Adaptive learming
may be done at the following timing. When the output data
of a true value 1s obtained from a target by actual measure-
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ment, learning may be performed by using new history data
constituted by the output data of the true value and corre-
sponding 1nput data, 1.e., the case base 11 may be partially
revised. If similanty r>0, 1.e., no case exists 1n the mesh
corresponding to the mput data A, adaptive learming may be
performed. In adaptive learning, 1f the separation between
the output data of a case in the past and the output data of
a true value 1s large, the case in the past may be discarded,
and the output data of the true value may be used as a new
case. Alternatively, instead of sequentially performing learn-
ing when the output data of a true value i1s obtained, for
example, learning may be collectively performed when new
history data to be learnt are generated to a certain extent.

With regard to condition (2), the difference (absolute
value) between the estimated output data Y obtained from
the output evaluating section 13 with respect to the new
iput data A on the basis of the case base 11 and the output
data Y ,,,~ of the externally mput true value 1s compared
with the product (r+1)e of the similarity r+1 used for the
estimation of the estimated output data Y and the output
error allowable width e, 1.e., the estimation error d obtained
from an error estimating section 14 with respect to the
estimated output data Y, and determines whether Y-Y ,, /i<
(r+1)e is satisfied. If this condition (2) holds, since estima-
tion 1s not performed within the required precision range, the
evaluation result 36 indicating that the soit sensor 1s not
properly functioning 1s output. At this time, as shown i FIG.
20, if, for example, condition (2) unexpectedly holds, the
concrete evaluation result 36 indicating the possibility of
temporary noise may be output. If, for example, condition
(2) frequently holds, the concrete evaluation result 36
indicating the revision of the output error allowable width
and input variable selection may be output.

In this manner, evaluation 1s performed by comparing the
difference between the estimated output data Y with respect
to the input data A and the output data Y - of the true value
with (r+1)e, 1.e., the output error d. This makes 1t possible to
accurately and properly evaluate whether the soit sensor 1s
properly functioming, 1.e., the soft sensor 1s functioning
according to 1its specifications determined by a desired
output error allowable width and topological distance.

Fourth Embodiment

The third embodiment has exemplified the case wherein
the function of the soit sensor for estimating output data by
using a case base 1s evaluated. The fourth embodiment wall
exemplily the case wherein the function of a soft sensor
using an arbitrary reasoning engine 1s externally and indi-
rectly evaluated. FIG. 21 1s a functional block diagram
showing an evaluating device for evaluating a soft sensor for
estimating output data by using a neural network (NN). This
soit sensor 4 includes a neural network generating section 41
for generating a neural network 42 on the basis of history
data P, to P, (63), and an output estimating section 43 for
estimating output data corresponding to mnput data A (61) by
using the neural network 42 generated by the neural network
generating section 41, and outputting the data as estimated
output data Y (62). Although the soit sensor using a neural
network as a reasoning engine will be described as an
example, the present invention can also be applied to a case
wherein a soft sensor using another model, e.g., a linear
model or nonlinear model, or the above case base, as a
reasoning engine 1s externally evaluated.

Evaluation of Function of Soft Sensor: Evaluating Device
An evaluating device 5 for evaluating the function of the
soft sensor 4 includes an evaluation case base 51, case
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retrieving section 52, output estimating section 33, output
evaluating section 54, and function evaluating section 55.
Each of these components corresponds to each component
of the soit sensor 1 1 FIG. 1, and operates in almost the
same manner. More specifically, the evaluation case base 51
corresponds to the case base 11. Note that the evaluation
case base 51 i1s generated in advance by, for example, the
case base generator 2 shown 1n FIG. 2 by using the same
history data 63 as that used when the neural network (NN)
42 of the soit sensor 4 1s generated. In addition, the case
retrieving section 52, output estimating section 53, output
evaluating section 54, and function evaluating section 535
respectively correspond to the case retrieving section 12,
output estimating section 13, output evaluating section 14,
and function evaluating section 16 of the soft sensor 1.

The operation of the evaluating device 5 will be described
next. This evaluating device 5 operates concurrently with the
soit sensor 4. The mput data A input to the soit sensor 4 1s
also 1nput to the case retrieving section 32 of the evaluating
device 5. The case retrieving section 52 retrieves at least one
case corresponding to the input data A by using the evalu-
ation case base 51. The output estimating section 33 calcu-
lates output data corresponding to the mput data A on the
basis of the output value of the retrieved case, and outputs
it as evaluated estimated data Y ,, (64). The output evaluating
section 34 calculates an estimation error in the evaluated
estimated data Y ., on the basis of the similarity used 1n the
case retrieval by the case retrieving section 52, and outputs
the calculated error as evaluation estimation error d,, (65).
As 1n the manner described above, this evaluation estimation
error d,, 1s output, for each evaluated estimated output data
Y ,, corresponding to the input data A, as data representing
its estimation error.

Evaluation of Function of Soft Sensor: Function Evaluating
Section

The function evaluating section 35 evaluates the function
of the soit sensor 4 using the neural network 42 by using the
cvaluated estimated data Y, from the output estimating
section 53, the evaluation estimation error d, from the
output evaluating section 54, and output data Y 5, (66) of
the true value actually measured from the target by, for
example, a hard sensor. This evaluating operation i1s the
same as that of the function evaluating section 16 described
above, mm which evaluation 1s performed by using the
conditions shown 1n FIG. 18, and an evaluation result 67 1s
output on the basis of the relationship shown 1n FIG. 19.
Assume that in each condition in FIG. 18, the evaluated
estimated output data Y,, 1s used 1n place of the estimated
output data Y, and the evaluation estimation error d,, corre-
sponds to (r+1 )e mstead of the estimation error d. A detailed
description of this evaluating operation will be omaitted.

In this manner, an evaluation case base 1s generated in
advance from the same history data as that used for the
generation of the reasoning model for the soit sensor, and the

evaluating device designed to operate concurrently with the
soit sensor calculates evaluated estimated output data and
evaluation estimation error with respect to the same 1nput
data as that input to the soft sensor. The function of the soft
sensor 1s evaluated by using these data. Even a soit sensor
using any type of reasoning engine can therefore be indi-
rectly evaluated, on the basis of the estimation precision that
can be provided by the evaluation case base, whether the soft
sensor 1s properly functioning.
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Fifth Embodiment

The fourth embodiment has exemplified the evaluating
device which evaluates the function of a soft sensor using an
arbitrary reasoning model at the time of operation by con-
currently performing estimating operation using a separately
generated evaluation case base. The fifth embodiment will
exemplily the case wherein the function of a soit sensor 1s
evaluated when a reasoning model used by the soit sensor 1s
generated, mstead of when the soft sensor operates.

The evaluation case base 351 used 1n the evaluating device
shown 1n FIG. 21 1s generated by the case base generator 2
shown 1 FIG. 2 by using the history data 67 used when the
neural network 42, 1.¢., the reasoning model 1n this case, for
the soft sensor 4. At this time, as described in the first
embodiment, the model feasibility of the target by the neural
network 42 used in the soit sensor 4 can be evaluated on the
basis of the determinations made by the output distribution
condition determining means 21 A and continuity condition
determining means 21B of the mput quantizing section 21,
so the case base generator 1n FIG. 2 can be regarded as a
model evaluating device. In this evaluation, the indexes
obtained by the output distribution condition determining
means 21A and continuity condition determining means
21B, 1.e., the output distribution condition sufliciency ratio
and continuity condition suiliciency ratio, are determined by
referring to the evaluation reference in FIG. 10 1n the same
manner described above. A detailed description of this
operation will be omitted.

In this manner, in the mput quantizing section 21, the
output distribution condition sufliciency ratio and continuity
condition sufliciency ratio are determined to evaluate
whether the target can be modeled with a desired precision
by using the history data, and an evaluation result 40 1s
output. If, therefore, modeling based on the required preci-
sion cannot be done at the time of generation of an evalu-
ation case base, 1t can be determined that the same problem
will arise 1n an arbitrary reasoning model for the soft sensor
which 1s generated by using the same history data. This
makes 1t possible to take concrete measures on the basis of
the evaluation result 40, 1.e., appropriate measures, such as
reviewing ol input variable selection, reviewing ol measure-
ment points, and reviewing ol noise removable processing
for the history data. Although this embodiment has exem-
plified the soft sensor using the neural network, the present
invention 1s not limited to this. In a soft sensor using any
type of reasoning engine, the model feasibility of a target can
be properly evaluated.

INDUSTRIAL APPLICABILITY

As 1s obvious from the above description, the soft sensor
according to the present mvention includes a case base
generated by recerving a plurality of history data each
constituted by a set of input data obtained for a plurality of
input variable required for estimation and actual output data
obtained from the target by using the mput data as input
conditions, forming a plurality of unit input spaces by
quantizing an 1put space ol the case base 1n accordance
with a desired output allowable error, arranging the respec-
tive history data 1n the corresponding unit input spaces, and
generating, for each unit input space having not less than one
history data, a case representing the history data in the umit
input space, a case retrieving section which acquires, by
searching the case base, a case from each of not less than one
umit mput space which has a case and 1s located at a
minimum topological distance from a umt input space
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corresponding to a new set of mput data, and an output
estimating section which estimates output data correspond-
ing to the new set of mput data. This output estimating
section calculates output data corresponding to the new set
of imnput data from the output data of the case retrieved by the
case retrieving section and outputs the data as estimated
output data. The output data actually detected from the
identification target can be estimated as estimated output

data each having an accurate evaluation value within a short
period of time.

In addition, another soit sensor according to the present
invention further includes an output evaluating section
which calculates an error contained 1n the estimated output
data. This output evaluating section calculates an error
contained 1n the estimated output data output from the
output estimating section on the basis of the output allow-
able error and a topological distance between the unit input
space corresponding to the new set of input data and the unit
input space of the case retrieved by the case retrieving
section, and outputs the error as an estimation error corre-
sponding to the estimated output data. This makes 1t possible
to clearly present the estimation error contained in each
estimated output data.

In another soit sensor according to the present invention,
since the function evaluating section performs evaluation by
using the estimation error from the output evaluating sec-
tion, the estimated output data from the output estimating
section, and the output data of the true value obtained from
the target, 1t can be properly evaluated whether the soft
sensor 1s properly functioning.

A soft sensor evaluating device according to the present
invention includes an evaluation case base which 1s used
when a reasoning model for the soft sensor 1s to be generated
and generated by recerving a plurality of history data each
constituted by a set of mnput data obtained for a plurality of
input variable required for estimation and actual output data
obtained from the target by using the input data as input
conditions, forming a plurality of unit mput spaces by
quantizing an input space of the case base in accordance
with a desired output allowable error, arranging the respec-
tive history data in the corresponding unit input spaces, and
generating, for each unit input space having not less than one
history data, a case representing the history data 1n the unait
iput space, a case retrieving section which acquires, by
searching the evaluation case base, a case from each of not
less than one unit mnput space which has a case and 1s located
at a mimimum topological distance from a unit mput space
corresponding to a new set of input data mput to the soft
sensor, an output estimating section which calculates output
data corresponding to the new set of input data from the
output data of the case retrieved by the case retrieving
section and outputs the data as evaluated estimated output
data, an output evaluating section which calculates an error
contained 1n the estimated output data output from the
output estimating section on the basis of the output allow-
able error and a topological distance between the unit input
space corresponding to the new set of input data and the unit
input space of the case retrieved by the case retrieving
section, and concurrently outputs the error as an evaluation
estimation error for each estimated output data, and a
function evaluating section which evaluates the soit sensor.
The function evaluating section performs evaluation by
using the evaluation estimation error from the output evalu-
ating section, the evaluated estimated output data from the
output estimating section, and output data of a true value
obtained from the target. With regard to even a soft sensor
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using any type ol reasoning mode, therefore, 1t can be
indirectly evaluated whether the soft sensor 1s properly
functioning.

Another soft sensor evaluating device of the present
invention includes a function evaluating section to evaluate
whether the soft sensor 1s properly functioning, by compar-
ing a difference between the evaluated estimated output data
obtained by the output estimating section 1n correspondence
with the new set of input data and the output data of the true
value obtained from the target with the evaluation estimation
error corresponding to the evaluated estimated output data.
Therefore, 1t can be indirectly evaluated, on the basis of the
estimation precision that can be provided by the evaluation
case base, whether the soft sensor 1s properly functioning.

Another solt sensor evaluating device according to the
present invention includes an input quantizing section which
receives a plurality of history data each constituted by a set
of mput data obtained for a plurality of input variables
required for estimation and actual output data obtained from
a target by using the input data as mnput conditions, and
forms a plurality of unit input spaces by quantizing an input
space ol a case base in accordance with a desired output
allowable error, output distribution condition determining
means for determining whether each of the unit mnput spaces
formed by the input quantizing section satisfies a condition
that a variation 1n output data between history data arranged
in the unit mput space falls within a desired output allowable
error, and calculates and outputs a sufliciency ratio of unit
iput spaces satistying the condition as an output distribu-
tion condition sufliciency ratio, and continuity condition
determining means for determining whether each of the unit
input spaces formed by the input quantizing section satisiies
a condition that a difference between output data of repre-
sentative history data representing history data arranged 1n
the unit mput space and an average value of output data of
representative history data of not less than one unit input
space which 1s located at a minimum topological distance
from the unit mput space and in which history data is
arranged falls within an output allowable error correspond-
ing to the topological distance, and calculates and outputs a
sufliciency ratio of unit input spaces satistying the condition
as a continuity condition sufliciency ratio. The input quan-
tizing section evaluates the reasoning model generated by
using the history data on the basis of the output distribution
condition suiliciency ratio and continuity condition suil-
ciency ratio. With regard to even a soit sensor using any type
of reasoning engine, the model feasibility of a target can be
properly evaluated when a reasoming model for the soft
sensor 1s generated.

The mnvention claimed 1s:

1. A soft sensor, comprising:

a case base to store a plurality of cases in an iput space
which 1s quantized nto a plurality of unit mnput spaces,
cach case including history data 1n a corresponding unit
input space, the history data being constituted by 1nput
data and associated output data obtained in advance
from a physical target, the input space being quantized
such that the output data associated with the mput data
in each unit iput space satisfies a desired output
allowable error, the case base being adaptable 1n real
time to a new data set including new input data and
associated new output data received from the physical
target to update the cases stored in the case base;

a case retrieving section which acquires, by searching said
case base, a retrieved case from one of the unit mnput
spaces having at least one of the cases, the one of the
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umt spaces being located at a minimum topological
distance from a new unit input space corresponding to
a new set of input data;

an output estimating section which calculates new output
data corresponding to the new set of input data from the
retrieved case and outputs an output estimation of a
physical output quantity of the physical target;

an output evaluating section which calculates an estima-
tion error contained in the output estimation output
from said output estimating section on the basis of the
output allowable error and a topological distance
between the new umit mput space corresponding to the
new set of mput data and the unit input space of the
retrieved case, and outputs the estimation error corre-
sponding to the output estimation; and

a function evaluating section which, when the new set of
input data corresponds to the unit input space having no
case, uses the output estimation obtamned from said
output estimating section in correspondence with the
new set of mput data and, a true output value obtained
from the physical target, and the estimation error cor-
responding to the output estimation to evaluate whether
said soit sensor 1s properly functioning.

2. A solt sensor evaluating device for evaluating a soft
sensor which arithmetically processes a set of iput values
for a plurality of mput variables representing a behavior of
a physical target by using a reasoning model to estimate a
physical output quantity actually detected from the physical
target, the soit sensor evaluating device comprising:

an evaluation case base which 1s used when the reasoning
model for said soft sensor i1s to be generated, said
cvaluation case base storing a plurality of cases 1n an
input space which i1s quantized into a plurality of unit
iput spaces, each case including history data 1 a
corresponding unit input space, the history data being
constituted by mput data and associated output data
obtained 1n advance from the physical target, the input
space being quantized such that the output data asso-
ciated with the mmput data 1n each umt mput space
satisfies a desired output allowable error, the evaluation
case base being adaptable 1n real time to a new data set
including new input data and associated new output
data recerved from the physical target to update the
cases stored 1n the evaluation case base;

a case retrieving section which acquires, by searching said
evaluation case base, a retrieved case from one of the
unmt mput spaces having at least one of the cases, the
one of the umit spaces being located at a minimum
topological distance from a new umt input space cor-
responding to a new set of input data mput to said soft
Sensor;

an output estimating section which calculates new output
data corresponding to the new set of input data from the
output data of the retrieved case and outputs an evalu-
ated estimation of the physical output quantity of the
physical target;

an output evaluating section which calculates an evalua-
tion estimation error contained in the evaluated esti-
mation output from said output estimating section on
the basis of the output allowable error and a topological
distance between the new unit input space correspond-
ing to the new set of mput data and the unit input space
of the retrieved case, and outputs the evaluation esti-
mation error corresponding to the evaluated estimation;

a Tunction evaluating section which evaluates whether
said soit sensor 1s properly functioning, by using the
evaluation estimation error from said output evaluating
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section, the evaluated estimation from said output
estimating section, and a true output value obtained
from the physical target;

wherein said {function evaluating section evaluates
whether said soft sensor i1s properly functioning, by
using the evaluated estimation obtained from said out-
put estimating section in correspondence with the new
set of 1mput data, the true output value obtained from
the physical target, and the evaluation estimation error
corresponding to the evaluated estimation;

an 1nput quantizing section which 1s used when the reason-
ing model for the soft sensor 1s to be generated, the mput
quantizing section receiving a plurality of history data each
constituted by input data and associated actual output data
obtained from the physical target by using the input data as
input conditions, and forming a plurality of unit input spaces
by quantizing an input space ol a case base in accordance
with a desired output allowable error,

wherein said input quantizing section has

output distribution condition determining means for
determining whether each of the umt mput spaces
satisiies a first condition that a variation in the output
data associated with the mput data in the unit input
space falls within the desired output allowable error,
and calculating and producing an output distribution
condition sufliciency ratio of the unit input spaces
satistying the first condition,

continuity condition determining means for determin-
ing whether each of the unit mput spaces satisfies a
second condition that a difference between the output
data of first representative history data in the unit
input space and an average value of the output data
ol second representative history data of at least one
neighboring unit iput space which 1s located at a
mimimum topological distance from the umt input
space falls within an output allowable error corre-
sponding to the mimimum topological distance, and
calculating and outputting a continuity condition
sufliciency ratio of the unit input spaces satisiying
the second condition, and

wherein said mput quantizing section evaluates model
feasibility of the physical target by the reasoning model
generated by using the history data on the basis of the
output distribution condition sutliciency ratio and con-
tinuity condition sufliciency ratio.

3. A computer-implemented method of estimating output
data to be detected actually from a target 1n accordance with
a set of input data obtained for a plurality of input variables
representing a behavior of the target to provide estimated
output data, by arithmetically processing said set of mput
data through the use of a predetermined reasoning model,
comprising the steps of:

capturing a plurality of history data, each constituted by
a set of mput data obtained for a plurality of mput
variables required for the estimation and actual output
data obtained from the target by using the mput data as
an input condition;

quantizing an input space ol a case base 1n accordance

with a desired allowable output error to form a plurality
of unit iput spaces;

allocating the respective history data in corresponding
ones of the thus formed unit input spaces;

generating a case representing the history data in the unit
input space for each unit input space containing at least
one history data;
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searching the thus generated case base to acquire a unit input space corresponding to the new set of input data
input space at a shortest topological distance from a and the unit input space acquired above; and
umt mput space corresponding to a new set of input

comparing an error between the estimated output data
corresponding to the new set of mput data and output
data of a true value obtained from the target with the

data;
calculating output data corresponding to said new set of 5
input data from output data of a case corresponding to

the thus acquired unit input space to provide the thus calculated estimation error contained in the estimated
calculated output data as estimated output data: output data to evaluate whether an output data estimat-
calculating an estimation error contained i1n the thus ing function 1s normal.

provided estimated output data based on the allowable 10
output error and a topological distance between the unit £ % % k%
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