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CREDIT-BASED ACTIVITY REGULATION
WITHIN A MICROPROCESSOR BASED ON
AN ALLOWABLE ACTIVITY LEVEL

FIELD

Embodiments of the mvention relate to microprocessors
and microprocessor systems. More particularly, embodi-
ments of the invention relate to regulating the activity level
ol one or more microprocessors based on the accumulation
and expenditure of 1nstruction execution rate credits.

BACKGROUND

As processor clock speeds increase and power consump-
tion budgets decrease, processor and computer system
designers must develop new ways to control power without
degrading performance. Power and performance consider-
ations become increasingly significant as the number of
processors within a microprocessor die or the number of
processors on separate die within the same computer system
1ncreases.

Typically, microprocessor and computer system designers
must work within a voltage/frequency (“V/1”°) envelope
when designing the processor system. For example, a pro-
cessor having multiple processor cores may be capable of
operating each core at a maximum frequency at certain
operating voltage levels. However, the processor or system
may have to be designed such that the processors do not
operate at their maximum frequency across all possible
operating voltages for extended periods of time, because
doing so may result in damage to one or more of the
processors or the computer system.

Dynamic power consumption of a processor or computer
system can be calculated using various equations or algo-
rithms, including: P=A*C*V>*{f, where “P” is power, “A” is
activity of the processor or system, “C” 1s the capacitance
observed by the processor or system, “V” 1s the operating
voltage, and “1” 1s the frequency of the processor(s). Prior art
techniques for preventing a processor or system Irom
exceeding the maximum sustainable voltage and frequency
include analog detection mechanisms that sense when a
processor or system 1s becoming too hot or consuming too
much current. The detection mechanism may then force the
voltage and/or frequency lower 1n response to detecting that
the processor or system has exceeded thermal or current
consumption limits.

Analog detection mechanisms, however, are limiting 1n
the sense that processor or system performance 1s not
determinable and may depend upon the manufacturing char-
acteristics ol the processor or system, operating environ-
ment, and other factors. Furthermore, analog detection
mechanisms may require that the voltage and frequency of
the processor or system be set at conservative levels to
ensure enough time to react to sudden vanations 1n current
drawing or thermal events. These vanations can be caused
by changes 1n activity level on the processor or system due
to program execution characteristics. For example the pro-
cessor might be mostly 1dle, waiting for data to return from
main memory one moment, and 1n the next moment, when
the data has returned, 1t may be executing instructions at
peak rate.

Prior art power control techniques include micro-archi-
tectural regulating techniques, such as controlling the num-
ber of instructions 1ssued within a processor per processor
cycle. Typically, istruction 1ssue rate control techniques
prevent the processor from 1ssuing mstructions for execution
per cycle above a certain threshold. The maximum 1nstruc-
tion rate 1s typically set once for a relatively long interval on
the processor, (1.e. the instruction rate control threshold
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cannot be changed numerous times 1n short succession
during the normal operation of the processor (“dynami-
cally”), but must be changed, 1f at all, by firmware or
solftware writing a configuration register at longer range
intervals.

As with analog detection mechanisms, typical instruction
rate control techniques require a conservative approach in
order to prevent the processor from being harmed in the
event of a sudden variation in current, performance, or
thermal characteristics of the processor. In the case of prior
art instruction rate control techniques, this means that a
sudden 1ncrease 1n performance demand cannot be handled
by the processor, thereby incurring performance penalties.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the mvention are illustrated by way of
example and not limitation in the figures of the accompa-
nying drawings, in which like references indicate similar
clements and 1n which:

FIG. 1 1s a flow diagram 1illustrating operations used
according to embodiment of the invention.

FIG. 2 1s a front-side-bus (FSB) computer system in
which one embodiment of the invention may be used.

FIG. 3 15 a point-to-point (PtP) computer system in which
one embodiment of the invention may be used.

FIG. 4 1s a multi-core microprocessor in which one
embodiment of the invention may be used.

DETAILED DESCRIPTION

Embodiments of the invention relate to microprocessors
and computer systems. More particularly, embodiments of
the mvention relate to a technique to control power and
performance within one or more microprocessors by enforc-
ing a credit-based instruction execution rate algorithm.

Embodiments of the imnvention accommodates variations
in activity levels due to vanations in performance demand
on a processor while protecting the processor or computer
system from current or thermal events that can harm the
processor or system. Embodiments of the mnvention may be
used within a single core microprocessor, within a multi-
core processor, or within a multi-processor computer sys-
tem.

At least one embodiment of the mnvention accommodates
variations 1n performance demand while enforcing an aver-
age activity limit by allowing the average instruction 1ssue
rate within a processor to tluctuate according, to an accu-
mulative “credit” system. In other embodiments, the credit
system can be used in conjunction with other varations
within the processor besides the instruction issue rate. For
example, 1n one embodiment, the credit system described
herein may be used 1n conjunction with variations in the
instruction decoding rate, retirement rate, or some combi-
nation of the mstruction decoding, retirement, and/or 1ssue
rate.

In one embodiment, an average instruction issue rate
within a processor 1s controlled according to an algorithm
illustrated 1n FIG. 1. In FIG. 1, at each processor cycle, the
difference between the actual number of 1ssued instructions
within that cycle and the average i1ssue rate value 1s calcu-
lated at operation 101. In one embodiment, the average 1ssue
rate 1s a variable value that can be programmed into the
processor at various points during the operation of the
processor by a software or firmware program. In other
embodiments, the average 1ssue rate i1s not variable and
cannot be changed, 11 at all, without rebooting the processor.
If the number of instructions 1ssued 1n the current cycle 1s
lower than the currently programmed average 1ssue rate at
operation 105, then 1ssue rate credits accumulate at opera-
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tion 110, such that 11 the processor has not exceeded a credit
maximum at operation 107, the processor may exceed the
average 1ssue rate during subsequent processor cycles until
the credits are exhausted. If the credit maximum has been
met, then no further credits may be accumulated, 11 at all,
until the number of credits falls below the credit maximum
at operation 115.

In one embodiment, the credit maximum 1s a variable
value that can be programmed into the processor at various
points during the operation of the processor by a software
program. In other embodiments, the credit maximum is not
variable and cannot be changed, 1f at all, without rebooting
the processor. The credit maximum may be dependent upon
various operating factors of the processor or computer
system. For example, 11 the credit maximum 1s set too high,
bursts of activity causing greater performance demands on
the processor may be allowed to persist for relatively long
pertods of time, which may result 1n excessive power
demands or fluctuations within the processor or system.
Accordingly, the credit maximum 1s set, 1n one embodiment,
to a level accounting for the possible thermal or current
fluctuations that may occur during the operation of the
Processor.

In one embodiment, the credit maximum corresponds to
the maximum allowable 1nstruction 1ssue burst length within
the processor. However, 1n other embodiments, the credit
maximum may correspond to other processing characteris-
tics, such as the instruction decode rate, retirement rate, or
some combination ol the instruction decode, retirement,
and/or 1nstruction burst length.

If the number of instructions 1ssued 1n the current cycle 1s
higher than the currently programmed average issue rate
operation 105, then credits are spent according the number
of 1nstructions above the currently programmed average
1ssue rate at which the processor 1s operating at operation
120. Credits continue to be spent as long as the processor
operates above average i1ssue rate until all credits are
exhausted. The processor must then operate at an 1ssue rate
not greater than the average 1ssue rate until more credits, 1
any, are accumulated.

FI1G. 2 illustrates a front-side-bus (FSB) computer system
in which one embodiment of the invention may be used. A
processor 2035 accesses data from a level one (LL1) cache
memory 210 and main memory 215. In other embodiments
of the mmvention, the cache memory may be a level two (LL2)
cache or other memory within a computer system memory
hierarchy. Furthermore, 1n some embodiments, the computer
system of FIG. 2 may contain both a L1 cache and an 1.2
cache, which comprise an inclusive cache hierarchy 1in
which coherency data 1s shared between the L1 and L2
caches.

[lustrated within the processor of FIG. 2 1s one embodi-
ment of the mvention 206. Other embodiments of the
invention, however, may be implemented within other
devices within the system, such as a separate bus agent, or
distributed throughout the system 1n hardware, software, or
some combination thereof.

The main memory may be implemented in various
memory sources, such as dynamic random-access memory
(DRAM), a hard disk drive (HDD) 220, or a memory source
located remotely from the computer system via network
interface 230 containing various storage devices and tech-
nologies. The cache memory may be located either within
the processor or in close proximity to the processor, such as
on the processor’s local bus 207. Furthermore, the cache
memory may contain relatively fast memory cells, such as a
six-transistor (6T) cell, or other memory cell of approxi-
mately equal or faster access speed.
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The computer system of FIG. 2 may be a point-to-point
(PtP) network of bus agents, such as microprocessors, that
communicate via bus signals dedicated to each agent on the
PtP network. Within, or at least associated with, each bus
agent 1s at least one embodiment of invention 206, such that
store operations can be facilitated 1n an expeditious manner
between the bus agents.

FIG. 3 1llustrates a computer system that 1s arranged 1n a
point-to-point (PtP) configuration. In particular, FIG. 3
shows a system where processors, memory, and input/output
devices are interconnected by a number of point-to-point
interfaces.

The system of FIG. 3 may also include several processors,
of which only two, processors 370, 380 are shown for
clanity. Processors 370, 380 may each include a local
memory controller hub (MCH) 372, 382 to connect with
memory 22, 24. Processors 370, 380 may exchange data via
a point-to-point (PtP) interface 350 using PtP interface
circuits 378, 388. Processors 370, 380 may each exchange
data with a chipset 390 via individual PtP interfaces 352, 354
using point to point interface circuits 376, 394, 386, 398.
Chipset 390 may also exchange data with a high-perfor-
mance graphics circuit 338 via a high-performance graphics
interface 339.

At least one embodiment of the invention may be located
within the PtP interface circuits within each of the PtP bus
agents of FIG. 3. Other embodiments of the invention,
however, may exist in other circuits, logic units, or devices
within the system of FIG. 3. Furthermore, other embodi-
ments of the invention may be distributed throughout several
circuits, logic units, or devices illustrated 1n FIG. 3.

FIG. 4 1llustrates a multi-core processor 1n which at least
one embodiment of the invention may be used. Particularly,
multi-core processor 400 includes processor cores 401
through “n”, each having their activity controlled according
to one embodiment of the invention being implemented
within a logic circuit 410. In other embodiments the logic
circuit may be within one of the processor cores or distrib-
uted throughout the cores. Furthermore, other embodiments
may be implemented within a software routine being per-
formed within or outside of one of the processor cores.

Embodiments of the invention described herein may be
implemented with circuits using complementary metal-ox-
ide-semiconductor devices, or “hardware”, or using a set of
instructions stored in a medium that when executed by a
machine, such as a processor, perform operations associated
with embodiments of the invention, or “software”. Alterna-
tively, embodiments of the invention may be implemented
using a combination of hardware and software.

While the invention has been described with reference to
illustrative embodiments, this description 1s not intended to
be construed 1n a limiting sense. Various modifications of the
illustrative embodiments, as well as other embodiments,
which are apparent to persons skilled in the art to which the
invention pertains are deemed to lie within the spirit and
scope of the 1nvention.

What 1s claimed 1s:

1. An apparatus comprising:

a processing core, a processing rate of which 1s to be
controlled, at least 1n part, according to a number of
activity level credits, which corresponds to an extent to
which the processing core has experienced a first
activity level, wherein the number of activity level
credits 1s to increase if the first activity level 1s below
an average allowable activity level.

2. The apparatus of claim 1 wherein the number of activity
level credits 1s limited by a maximum allowable number of
activity level credits.
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3. The apparatus of claim 2 wherein the maximum allow-
able number of activity level credits 1s dependent upon a
range of activity levels to be experienced by the processing
core.

4. The apparatus of claim 1 wherein the number of activity
level credits 1s to decrease 11 the first activity level 1s above
the average allowable activity level.

5. The apparatus of claim 1 wherein the number of activity
level credits corresponds to a number of instructions exceed-
ing the average allowable activity level that can be 1ssued
within the processing core.

6. The apparatus of claim 1 further comprising a plurality
of processing cores, the activity levels of which are to
contribute to an aggregate number of activity level credits
for all of the processing cores.

7. The apparatus of claim 6 wherein the aggregate number
of activity level credits 1s to 1ncrease 1f a sum of activity
levels of the plurality of processing cores 1s below an
average aggregate allowable activity level.

8. The apparatus of claim 7 wherein the aggregate number
of activity level credits 1s to decrease 11 the sum of activity
levels of the plurality of processor cores 1s above the average
aggregate allowable activity level.

9. A system comprising:

a microprocessor, an activity level of which being
ellected, at least 1n part, by a diflerence between a

number of 1ssued nstructions and a modifiable allowed
number of 1ssued instructions, the difference corre-
sponding to a credit level indicative of the number of
1ssued 1nstructions above the modifiable allowed num-
ber of 1ssued instructions that the microprocessor can
1Ssue.

10. The system of claim 9, wherein 1f the number of
issued 1nstructions 1s greater than the modifiable allowed
number of 1ssued instructions, the activity level 1s to be
reduced by reducing the number of 1ssued instructions.

11. The system of claim 10 wherein 11 the number of
1ssued 1nstructions 1s less than the modifiable allowed num-
ber of 1ssued mstructions, the activity level 1s allowed to be
increased by increasing the number of 1ssued instructions
without exceeding a maximum number of allowed 1ssued
instructions.

12. The system of claim 11 wherein the maximum number
of allowed 1ssued 1nstructions 1s dependent upon a range of
activity levels to be experienced by the microprocessor.

13. The system of claim 12 wherein an operating voltage
and processing frequency ol the microprocessor 1s to be
selected to maximize the number of instructions that may be
1ssued by the microprocessor without corrupting data within
the microprocessor or otherwise physically damaging the
MmICroprocessor.

14. The system of claim 9 further comprising a plurality
ol microprocessors, each contributing to an aggregate activ-
ity level being eflected, at least in part, by a difference
between a number of 1ssued instructions of each of the
plurality of microprocessors and an aggregate modifiable
allowed number of 1ssued 1nstructions.

15. The system of claim 14 further comprising a logic
circuit to compare the number of 1ssued 1nstructions with the
aggregate modifiable allowed number of 1ssued instructions
and to modily an activity level of at least one of the plurality
ol microprocessors 1n response thereto.

16. The system of claim 15 wherein the activity level 1s to
be modified by increasing or decreasing the number of
instructions to be 1ssued by at least one of the microproces-
SOIS.
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17. A machine-readable medium having stored thereon a
set of istructions, which 1f executed by a machine, cause the
machine to perform a method comprising:

detecting a first number of 1ssued instructions per cycle;

comparing the first number of issued instructions per
cycle with a modifiable allowed number of 1ssued
instructions per cycle;

reducing a number of credits by an amount corresponding

to a number of 1ssued instructions per cycle that the first
number 1s above the modifiable allowed number; and

allowing the number of credits to be increased by an
amount corresponding to a number of 1ssued 1nstruc-
tions per cycle that the first number 1s below the
modifiable allowed number.

18. The machine-readable medium of claim 17 wherein
the number of credits 1s not to exceed a maximum number
of credits, the maximum number of credits corresponding to
a range ol possible activity levels.

19. The machine-readable medium of claim 18 wherein
the method further comprises modifying the modifiable
allowed number of 1ssued 1nstructions per cycle to reflect the
range of possible activity levels.

20. The machine-readable medium of claim 19 wherein
the method further comprises choosing a processor voltage
and frequency to allow a maximum number of instructions
to be 1ssued without incurring data corruption or structural
damage within a processor.

21. A method comprising:

changing a number of activity level credits based on an
extent to which an activity level within a semiconduc-
tor circuit varies from an average allowable activity
level;

subsequently exceeding the average allowable activity
level based on the number of activity level credits; and

consuming the number of activity level credits by a
number of instructions 1ssued 1n a cycle that exceeds
the average allowable activity level.

22. The method of claim 21 further comprising accruing,
a maximum amount of activity level credits, the maximum
amount ol activity level credits being dependent upon a
range ol activity levels to be experienced by the semicon-
ductor circuit.

23. The method of claim 22 further comprising varying
the maximum amount of activity level credits during opera-
tion of the semiconductor circuit.

24. The method of claim 22 wherein the maximum
amount of activity level credits corresponds to a number of
instructions that may be 1ssued within the semiconductor
circuit.

25. The method of claim 21 further comprising calculat-
ing a difference between the average allowable activity level
and a number of i1ssued instructions during a cycle of the
semiconductor circuit, and changing the number of activity
level credits according to the difference.

26. The method of claim 25 further comprising changing,
the average allowable activity level during operation of the
semiconductor circuit without rebooting the semiconductor
circuit.

277. The method of claim 21 further comprising operating,
the semiconductor circuit at an activity level not greater than
the average allowable activity level 11 the number of activity
level credits 1s equal to zero.
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