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1

METHODS AND APPARATUS FOR SIGNAL
PROCESSING OF MULTI-CHANNEL DATA

FIELD OF THE INVENTION

The present invention relates to signal processing, and 1s
more particularly related to methods and apparatuses for

multi-channel signal processing.

BACKGROUND OF THE INVENTION

U.S. patent application Ser. No. 10/293,596, filed 1n the
U.S. Patent and Trademark Ofhice on Nov. 14, 2002,
describes methods for signal processing of multi-channel
data by extending linear prediction techniques. U.S. patent
application Ser. No. 10/293,596 1s hereby incorporated

herein by reference 1n 1its entirety. U.S. Provisional Appli-
cation No. 60/544,481, filed 1n the U.S. Patent and Trade-

mark Oiflice on Feb. 13, 2004, 1s related to U.S. patent
application Ser. No. 10/293,596 and 1s hereby incorporated
herein by reference in 1ts entirety.

A O-mean, stationary, possibly ergodic, stochastic
ensemble of signals 1s noise. The noise may have an
interesting spectral distribution, but 1t 1s noise, nevertheless.
Most signal engineering tasks concern eliminating noise, not
building {filters to turn noise to something else. Signal
processing concerns the distribution, control, and movement
of signal power. Conventional signal processing theory uses
the multi-normal distribution and 1ts associated processes,
such as Brownian motion, to replace signal power by the
statistical concept of variance.

SUMMARY OF THE INVENTION

In a first aspect of the invention, a machine-implemented
method of processing multi-channel data 1s provided. A
group ol mput signals are sampled. An average spectrum of
the sampled group of mput signals sampled over a prede-
termined number of time intervals 1s determined. An auto-
correlation function based on the average spectrum 1s deter-
mined. An average covariance 1s determined by using the
autocorrelation function over the predetermined number of
time 1ntervals. A value based on a multinormal distribution
of the sampled group of input signals sampled over the
predetermined number of time intervals 1s determined.

In a second aspect, an apparatus 1s provided. The appa-
ratus includes a first processing module configured to
sample mput signals, determine an average spectrum of the
sampled mput signals sampled over a predetermined number
of time intervals, determine an autocorrelation function
based on the average spectrum, determine an average cova-
riance based on results of the autocorrelation function over
the predetermined number of the time intervals, and deter-
mine a value based on a multinormal distribution of the
sampled input signals sampled over the predetermined num-
ber of time intervals.

In a third aspect, a system 1s provided. The system
includes a first processing module, a second processing
module, an mverter to mvert a second processed signal, a
delay device to delay a first processed signal and a combiner
to combine the delayed first processed signal and the
inverted second processed signal. The first processing mod-
ule 1s configured to receive amplified first signals represent-
ing desired sounds, and output the first processed signal
based on averaging ones of the first signals received over a
predetermined number of most recent time intervals. The
second processing module 1s configured to receive amplified
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second signals representing undesired sounds, and output a
second processed signal based on averaging ones of the
second signals recerved over the predetermined number of
most recent time 1ntervals.

In a fourth aspect, a machine-readable medium 1s pro-
vided. The machine-readable medium contains instructions
for controlling at least one processor to perform a method of
processing a multi-channel data. The method includes sam-
pling 1nput signals, determining an average spectrum of the
sampled mnput signals, determining an autocorrelation func-
tion based on the average spectrum, determining an average
covariance based on results of the autocorrelation function
over a predetermined number of time 1ntervals, and deter-
mining a value based on a multinormal distribution of the
sampled plurality of mput signals over the predetermined
number of time intervals.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention 1s illustrated by way of example,
and not by way of limitation, in the figures of the accom-
panying drawings and in which like reference numerals refer
to similar elements and 1n which:

FIG. 1 illustrates a wireless transmitter consistent with
principles of the present invention;

FIG. 2 1illustrates a sound system consistent with the
principles of the present invention; and

FIG. 3 15 a diagram of a computer system that can be used
to implement an embodiment of the present mnvention.

DETAILED DESCRIPTION

Suppose one 1s tasked to design an amplifier to play
Beethoven’s nine symphonies. According to conventional
communication theory, there 1s only one way to do this.

First, compute the nine power spectra P, (w), P,(m), . . .,
P,(w) and then form their average, weighted by the impor-
tance of each piece as measured by popularity or some other
criterion:

9
Pavg(m) = Z ws Ps(w)
s=1

Next, find the autocorrelation function:

(—oco<t<00) such that

P ave(T),

1 7 .
%EE} ﬁITpavg(T)‘E_EMT dT = Pavg(m)-

(Note that the length, hence total energy, of a symphony 1s
being treated as infinite.)

For each list of times t,<t, . . . <t , form a symmetric
correlation matrix using:

rf)O-::W‘g'(i‘le _Il) ﬁavg(rl _In)ﬁ'

Z (11, By oee 5 Iy) =

avg

g\ﬁavg(rn —1) ... ﬁavg(rn — Iy) J
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and the associated multinormal distribution:

| 1 LT
gbrlr---:fn(xl’ A V)1 2 e 27 2avg (fl,...,rn}f.
0 dety; (Iy, ... , 1)
avg
The family of distributions {¢, = =, l-oo<ti< ...

<t <con=1} meet the Kolmogroff criteria for defining a
unique stochastic process {B,, (t)l-co<t<oo}.

B,,.(t) 1s a O-mean, stationary, possibly ergodic, random
process which has the same spectral and autocorrelation
properties as the original nine symphomnies. In other words,
B,,.(1) 1s Beethoven noise and 1t 1s this noise process to
which the standard communication theory applies. As the
standard theory requires, the variance ot B (1) 1s numeri-
cally, but not physically, distributed 1dentically to the aver-
age power of the original music. According to standard
theory, one would design and test algorithms according to
the properties of Beethoven noise. However, one would
never do this.

The real design process would be based on an understand-
ing of characteristics of the original signals. Typically, this
involves prototypes or exemplars rather than averages. For
example, no matter how the sixth symphony appears 1n an
average spectrum, any design would have to take into
account high frequency piccolo “lightning” in a storm
section, 1.e., the high frequency power 1 P (w). A prospec-
tive amplifier purchaser would listen for the “lightning”
section. If the “lightning” section failed to stand out from the
background sufliciently, the prospective purchaser would
not buy the amplifier.

Although the above Beethoven example illustrates what
appears to be a disconnect between practice and theory, 1t
may be desirable to continuously sample and process mul-
tiple channel signals, such as power or other signals over a
group of time intervals and to use a value of the multinormal
distribution derived from the sampled signals over the group
of time 1ntervals. The following illustrates exemplary imple-
mentations that may continuously sample and process sig-
nals. Other implementations consistent with the principles of
the invention may become obvious to those skilled 1n the art
in view of the following description and appended claims.

Exemplary Wireless Transmitter

FIG. 1 1s a block diagram of an exemplary wireless
transmitter 100 consistent with the principles of the inven-
tion. Wireless transmitter 100 may include an oscillator 102,
an 8-way splitter 103, power amplifiers 104-1 to 104-8, each
with a serial peripheral interface mput 106-1 to 106-8,
respectively, detectors 108-1 to 108-8, cach with a serial
peripheral interface output 110-1 to 110-8, respectively, a
combiner 112, an antenna 114 and a math module 116.

Oscillator 102 may generate a carrier signal that may be
modulated to carry information by varying the frequency,
time, phase, or amplitude of the carrier signal. The output of
the power signal from oscillator 102 may be modulated and
input to 8-way splitter 103, which splits the signal and
outputs eight power signals. The split power signals may
cach be 1mput to a diflerent one of power amplifiers 104-1 to

104-8.

Each of power amplifiers 104-1 to 104-8 may receive a
second 1nput via serial peripheral interfaces 106-1 to 106-8
from math module 116. Each power amplifier 104-1 to 104-8
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4

may amplify the received signal and output an amplified
analog signal to detectors 108-1 to 108-8, respectively.

Each detector 108-1 to 108-8 may include, for example,
two diodes that are embedded within a wave guide; one
diode biased and positioned to detect forward power to
antenna 114 and the other diode biased and positioned to
detect reverse power received from antenna 114. The diodes
rectify a small portion of energy. Most of the energy passes
through the waveguide to combiner 112. Combiner 112 may
combine the eight analog inputs and send a combined output
to antenna 114 for transmission. The rectified portion of the
energy may be routed through an analog-to-digital (A/D)
converter to provide a continuous binary stream from serial

peripheral interface outputs 110-1 to 110-8 to math module
116.

Math module 116 may be a Field Programmable Gate
Array (FPGA), an Application Specific Integrated Circuit
(ASIC), a Digital Signal Processor (DSP) or other type of
computing device. Math module 116 may operate on the
input digital stream from serial peripheral interface outputs
110-1 to 110-8 and route the resulting digital stream through
a digital-to-analog (D/A) converter (not shown) before rout-
ing the analog signals to serial peripheral interface inputs
106-1 to 106-8 of power amplifiers 104-1 to 104-8, respec-
tively.

Math module 116 may include a predistorter to smooth
out any non-linearities (spikes) in the signals. Math module
116 may sample signals from serial peripheral interface
outputs 110-1 to 110-8 at a rate exceeding the Nyquist limiut,
which 1n this implementation may be every 0.5 to 1.0
second. Math module 116 may calculate an autocorrelation

function: p,,(t), where (—co<t<), as discussed above,
such that

T

Foce T _Tpavg(T)“E_Emr dt = Pavg(m)a

where P, (w) 1s an average spectrum of signals input to
math module 616. In this implementation, P_._(w) may be an
average power spectrum.

avg

For each list of times t,<t, . . . <t math module 116 may
determine average covariance, 2,..(t;, t,, . . . , t,), by
forming a symmetric correlation matrix according to:

rpavg(rl _rl) ﬁavg(rl _5':1+1JW1

Z (H1, ry s L 1, =

gﬁavg(rn _rl) ﬁavg(rn _In) J

and may determine the associated multinormal distribution
using:

d)l‘l .-

ity XLy e o X

Math module 116 may take a number of samples of the
input signals, for example, j samples over 1 time periods, and
may calculate average covariance according to:
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( Pavg(I1 —11) ... Pavg(ly —1;))

Z (I, 125 ... L I}) =

avg

gpavg(rj _Il) pavg(rj _rj))

Thus, assuming that in one implementation, =8, and
samples are taken once per second, then every second, math
module 116 may calculate 2, (t,, t,, . . ., tg) from the most
recent 8 samples of the mput signals. It follows, that the
associated multinormal distribution 1s

1 1 _%
&
8/2
(270) Jdetz (fy, ..., Iy)

fTZE‘i}g (1] ,....tq X

Q”)I‘ I (-xla ICI xﬁ) —
1 8

avg

where t;, . . . ty represent the samples taken at 8 time
intervals and x,, . . . , X, represent the eight inputs.
Math module 116 may calculate

d)f I (-xla SO Xg)
1 8

and may convert the resulting digital output to analog form
via a D/A converter and route the resulting analog signal to
serial peripheral interface inputs 106-1 to 106-8 resulting 1n
a new way to implement a forward feed loop.

In some implementations, math module 116 may also
include one or more masks, such as, for example, a Federal
Communication Commission (FCC) type mask. Math mod-
ule 116 may then compare the continuous binary stream
received from serial peripheral interface inputs 110-1 to
110-8 to alter the signals to better conform to the FCC type
mask. In other implementations, math module 116 may use
one or more masks to alter the signals for power control,
pre-distortion, or any number ol purposes.

Thus, implementations of wireless transmitter 100 may
smooth out incoming signals according to a multinormal
distribution of a most recent number of samples of 1nput
signals, such as the last 8 samples, and may further alter the
signals according to one or more masks.

Wireless transmitter 100 1s exemplary and may include
more or fewer components than illustrated. For example,
wireless transmitter 100 may have a 4-way splitter, instead
of an 8-way splitter, along with four power amplifiers and
four detectors. Further, wireless transmitter 600 may,

instead, have a 16-way splitter, along with 16 power ampli-
fiers and 16 detectors.

Exemplary Sound System

FIG. 2 illustrates an exemplary sound system 200, con-
sistent with the principles of the mvention, for processing

sound. Sound system 200 may include microphones 202,
204, 206 and 208, pre-amplifiers 210-1 to 210-4, equalizers

212-1to 212-4, math modules 214-1, 214-2, inverters 216-1,
216-2, delays 218-1, 218-2, combiners 220-1, 220-2 and
outputs 222-1, 222-2.

Microphones 202, 204 may be oriented 90 degrees out of
phase with respect to each other and may be placed close to
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a source of sound that one wishes to hear, such as an
orchestra. Microphones 206, 208 may be oriented 90
degrees out of phase with respect to each other and may be
oriented 45 degrees out of phase with respect to micro-
phones 202, 204. Microphones 206, 208 may be placed close
to a source of sound one wishes to diminish or eliminate,
such as an audience. Pre-amplifiers 210-1 to 210-4 may
receive analog signals from microphones 202, 204, 206 and
208, respectively, may amplily the signals and may output
the amplified signals to equalizers 212-1 to 212-4, respec-
tively. Equalizers 212-1 and 212-2 may output shaped
signals to math module 214-1 and equalizers 212-3 and
212-4 may output shaped signals to math module 214-2.

Math modules 214 may sample the signals from equal-
izers 212 at a rate that at least exceeds the Nyquist rate.
Similar to exemplary wireless transmitter 100, one may
determine an autocorrelation tunction: p,,(T), where
(—oo<t<0), such that

T

e OT _Tpavg(T)‘E_Ewr dT = Pavg ()

where P, (w) 1s an average spectrum of signals mput to
math modules 214. In this implementation, P_,_(w) may be
an average power spectrum.

For each list of times t, <t, . . . <t _, math modules 214 may
form the following symmetric correlation matrix:

avg

rf)O-::f'u‘g(i'fhl _rl) pavg(rl _In)\"

Z (11, By oee 5 Iy) =

gpavg(rn _rl) ﬁavg(rn _In) J

along with the associated multinormal distribution

1 1 1Tv—1
Pty oty XLy v s X)) = V2 g 2% Zavg Ul st
(27) det), (11, ....,1,)
avg
Thus, math module 214-1 may determine ¢, .
(X, ..., X )1or the previous n time intervals, for example,

cach of the previous n seconds, from outputs of equalizers
212-1 and 212-2. Similarly, math module 214-2 may deter-
mine ¢, Xy - - -, X,,) Tor the previous n time intervals,
for example, each of the previous n seconds, from outputs of
equalizers 212-3 and 212-4. For example, when 8 time
intervals are used, math modules 214 may calculate 2, (t,,
t,....t)and ¢, ¢ (Xy5 - . -, X,,) from the signals sampled
over the most recent 8 time intervals.

Outputs from math module 214-1 are received as input
into delays 218-1, 218-2. Outputs from math module 214-2
are received as mput into iverters 216-1, 216-2. Delays
218-1, 218-2 delay the signals such that they are timed to be
output from the delays at about the same time as corre-
sponding signals from inverters 216-1, 216-2. Both the
signals output from delays 218 and the signals output from
iverters 216 originated from microphones 202 to 208 at
approximately the same time. The signals from delays 218
originated from microphones 202 and 204 (the sounds one
desires to hear), while the signals from 1nverters 216 origi-
nated from microphones 206 and 208 (the sounds one
wishes to diminish or eliminate).
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Combiner 220-1 may receive the signals from inverter
216-1 and delay 218-1. Thus, combiner 220-1 may receive
processed signals that originated from microphone 202
(desired sounds) and 1nverted processed signals that origi-
nated from microphone 206 (undesired sounds). When com-
biner 220-1 combines the signals, the mverted processed
signals may eliminate or diminish any unwanted sounds
picked up by microphone 206.

Similarly, combiner 220-2 may receive the signals from
inverter 216-2 and delay 218-2. Thus, combiner 220-2 may
receive processed signals that originated from microphone
204 (desired sounds) and inverted processed signals that
originated from microphone 208 (undesired sounds). When
combiner 220-2 combines the signals, the mverted pro-
cessed signals may eliminate or diminish any unwanted
sounds picked up by microphone 208. Combiners 220-1,
220-2 may output resulting signals to outputs 222-1, 222-2,
respectively, which may then be fed to speakers to be output
as amplified processed sound or alternatively, may be routed
to a recording device, or to speakers and a recording device.

Math modules 214 may receive digital signals converted
by A/D converters before being input to math modules 214.
Outputs of math modules 214 may be digital signals, which
may pass through corresponding inverters or delays to
corresponding combiners 1in digital form. Alternatively, D/A
converters may be included in paths between outputs of
math modules 214 and inputs of combiners 220, such that
inverters 216 and delays 218 receive analog signals.

Thus, 1n implementations of sound system 200 consistent
with the principles of the invention, a multinormal distribu-
tion based on signals from a previous n time intervals may
be used to diminish or eliminate unwanted sounds.

Sound system 200 1s exemplary. Other implementations
of sound system 200 may have more or fewer components.
For example, sound system 200 may include additional sets
of microphones and additional pre-amplifiers, equalizers,
math modules, inverters, delays, combiners and outputs.
Further, in some implementations of sound system 200,
math modules 214, mverters 218 and delays 218 may be
included 1n a processing device, such as, for example, a
personal computer.

Exemplary Computer System

FIG. 3 illustrates a computer system 300 upon which an
embodiment according to the present invention can be
implemented. The computer system 300 includes a bus 301
or other communication mechanism for communicating
information and a processor 303 coupled to the bus 301 for
processing information. The computer system 300 also
includes main memory 305, such as a random access
memory (RAM) or other dynamic storage device, coupled to
the bus 301 for storing information and instructions to be
executed by the processor 303. Main memory 305 can also
be used for storing temporary variables or other intermediate
information during execution of instructions by the proces-
sor 303. The computer system 300 may further include a
read only memory (ROM) 307 or other static storage device
coupled to the bus 301 for storing static information and
istructions for the processor 303. A storage device 309,
such as a magnetic disk or optical disk, 1s coupled to the bus
301 for persistently storing information and instructions.

The computer system 300 may be coupled via the bus 301
to a display 311, such as a cathode ray tube (CRT), liquid
crystal display, active matrix display, or plasma display, for
displaying information to a computer user. An input device
313, such as a keyboard including alphanumeric and other
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keys, 1s coupled to the bus 301 for communicating infor-
mation and command selections to the processor 303.
Another type of user mput device 1s a cursor control 315,
such as a mouse, a trackball, or cursor direction keys, for
communicating direction information and command selec-
tions to the processor 303 and for controlling cursor move-
ment on the display 311.

According to one embodiment of the invention, processor
303 may include one or more processors, such as math
module 616 or math modules 714 for executing an arrange-
ment of mstructions contained 1n main memory 305. Such
instructions can be read into main memory 305 from another
computer-readable medium, such as the storage device 309.
Execution of the arrangement of instructions contained 1n
main memory 305 causes processor 303 to perform the
process steps described herein. In alternative embodiments,
hard-wired circuitry may be used 1n place of or 1 combi-
nation with software instructions to implement the embodi-
ment of the present invention. Thus, embodiments of the
present invention are not limited to any specific combination
of hardware circuitry and software.

The computer system 300 may also include a communi-
cation interface 317 coupled to bus 301. The communication
interface 317 provides a two-way data communication cou-
pling to a network link 319 connected to a local network
321. For example, communication interface 317 may be a
digital subscriber line (DSL) card or modem, an integrated
services digital network (ISDN) card, a cable modem, a
telephone modem, or any other communication interface to
provide a data communication connection to a correspond-
ing type of communication line. As another example, com-
munication interface 317 may be a local area network
(LAN) card (e.g. for Ethernet™ or an Asynchronous Trans-
ter Model (ATM) network) to provide a data communication
connection to a compatible LAN. Wireless links can also be
implemented. In any such implementation, communication
interface 317 sends and receives electrical, electromagnetic,
or optical signals that carry digital data streams representing
various types of information. Further, the communication
interface 317 can include peripheral interface devices, such
as a Umversal Serial Bus (USB) interface, a PCMCIA
(Personal Computer Memory Card International Associa-
tion) interface, etc. Although a single communication inter-
face 317 1s depicted in FIG. 3, multiple communication
interfaces can also be employed.

The network link 319 typically provides data communi-
cation through one or more networks to other data devices.
For example, the network link 319 may provide a connection
through local network 321 to a host computer 323, which
has connectivity to a network 325 (e.g. a wide area network
(WAN) or the global packet data communication network
now commonly referred to as the “Internet”) or to data
equipment operated by a service provider. The local network
321 and network 325 both use electrical, electromagnetic, or
optical signals to convey information and instructions. The
signals through the various networks and the signals on
network link 319 and through communication interface 317,
which communicate digital data with computer system 300,
are exemplary forms of carrier waves bearing the informa-
tion and 1nstructions.

The computer system 300 can send messages and receive
data, including program code, through the network(s), net-
work link 319, and communication interface 317. In the
Internet example, a server (not shown) might transmit
requested code belonging an application program for imple-
menting an embodiment of the present invention through the
network 325, local network 321 and communication inter-
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tace 317. Processor 303 may execute the transmitted code
while being received and/or store the code 1n storage device
309, or other non-volatile storage for later execution. In this
manner, computer system 300 may obtain application code
in the form of a carrier wave.

The term “computer-readable medium” as used herein
refers to any medium that participates in providing instruc-
tions to the processor 305 for execution. Such a medium
may take many forms, including but not limited to non-
volatile media, volatile media, and transmission media.
Non-volatile media include, for example, optical or mag-
netic disks, such as storage device 309. Volatile media
include dynamic memory, such as main memory 305. Trans-
mission media include coaxial cables, copper wire and fiber
optics, including the wires that comprise bus 301. Trans-
mission media can also take the form of acoustic, optical, or
clectromagnetic waves, such as those generated during radio
frequency (RF) and infrared (IR) data communications.
Common forms ol computer-readable media include, for
example, a floppy disk, a tlexible disk, hard disk, magnetic
tape, any other magnetic medium, a CD-ROM, CDRW,
DVD, any other optical medium, punch cards, paper tape,
optical mark sheets, any other physical medium with pat-
terns of holes or other optically recognizable indicia, a
RAM, a PROM, and EPROM, a FLASH-EPROM, any other
memory chip or cartridge, a carrier wave, or any other
medium from which a computer can read.

Various forms ol computer-readable media may be
involved 1n providing instructions to a processor for execu-
tion. For example, the mstructions for carrying out at least
part of the present invention may initially be borne on a
magnetic disk of a remote computer. In such a scenario, the
remote computer loads the instructions 1into main memory
and sends the instructions over a telephone line using a
modem. A modem of a local computer system receives the
data on the telephone line and uses an infrared transmitter to
convert the data to an infrared signal and transmit the
infrared signal to a portable computing device, such as a
personal digital assistant (PDA) or a laptop. An infrared
detector on the portable computing device receives the
information and instructions borne by the infrared signal and
places the data on a bus. The bus conveys the data to main
memory, from which a processor retrieves and executes the
instructions. The instructions received by main memory can
optionally be stored on storage device either before or after
execution by processor.

CONCLUSION

Accordingly, the present invention provides an approach
for performing multi-signal processing. Multiple signals
may be processed to provide a multinormal family of
distributions, ¢, _, (Xy, ..., X,), which 1s numerically, but
not physically, distributed 1dentically to the average of the
multiple signals, x,, . . ., X, over a time series t,, . . .,
t . The resulting multinormal family of distributions,
¢, . (Xp, .05 X,), may be used i a number of different
ways, such as in the disclosed implementations of wireless
transmitter 100, to provide an output signal with little or no
spikes, or in the disclosed implementations of sound pro-
cessing system 200 to provide smoother signals for com-
bining, such that signals representing mostly desired sounds
and 1nverted signals representing mostly undesired sound
may be combined to eliminate or reduce undesired sounds.

While series of acts have been described, the order of the
acts 1s not critical. In addition, acts described above as being

performed by one device/subsystem may alternatively be
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10

performed by another device/subsystem. Further, in still
other alternative implementations, a single device/sub-
system may perform all of the acts described above as being
performed by a number of devices/subsystems. No element,
act, or istruction used in the description of the present
application should be construed as critical or essential to the
invention unless explicitly described as such. Also, as used
herein, the article “a” 1s intended to include one or more
items. Where only one item 1s intended, the term “one” or
similar language 1s used. The scope of the invention 1s
defined by the following claims and their equivalents.

What 1s claimed 1s:

1. A machine-implemented method of processing multi-
channel data, the method comprising:

sampling a plurality of mput signals;

determining an average spectrum of the sampled plurality

of 1nput signals over a predetermined number of time
intervals:

determining an autocorrelation function based on the

average spectrum;

determining an average covariance using the autocorre-

lation function over the predetermined number of time
intervals: and

determining a value based on a multinormal distribution

of the sampled plurality of mput signals sampled over
the predetermined number of time intervals, the mul-
tinormal distribution being based on the average cova-
riance.

2. The machine-implemented method of claim 1, wherein
the determining an average covariance COmprises:

forming a symmetric correlation matrix.

3. The machine-implemented method of claim 2, wherein
the forming the symmetric correlation matrix comprises:

using the auto correlation function over a plurality of

different time periods formed from the predetermined
number of time intervals.

4. The machine-implemented method of claim 1, wherein
the predetermined number of time intervals comprise most
recent ones of time intervals.

5. The machine-implemented method of claim 4, turther
comprising;

repeating, at a subsequent one of the time intervals, the

acts of:

sampling a plurality of input signals,

determining an average spectrum of the sampled plu-
rality of mput signals over a predetermined number
of time intervals,

determining an autocorrelation function based on the
average spectruim,

determining an average covariance using the autocor-
relation function over the predetermined number of
time 1ntervals, and

determining a value based on a multinormal distribu-
tion of the sampled plurality of input signals sampled
over the predetermined number of time intervals.

6. The machine-implemented method of claim 1, further
comprising:

providing the plurality of mput signals, the providing

comprising:

receiving an input signal,

splitting the mnput signal into the plurality of input
signals,

amplifying each of the plurality of mnput signals to
provide a plurality of amplified signals, and

rectifying each one of the amplified signals to provide
a plurality of rectified signals.
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7. The machine-implemented method of claim 6, further
comprising:

combining the amplified signals to form a combined
signal.

12

13. The apparatus of claim 12, wherein:

the predetermined number of time intervals comprise a
number of most recent ones of time intervals.

14. The apparatus of claim 12, wherein the first processing

8. The machine-implemented method of claim 1, further 5 module 1s configured to determine the average covariance

comprising;

receiving first signals representing {irst sounds;

receiving second signals representing second sounds;

amplifying the first signals;

amplifying the second signals;

processing the amplified first signals based on a multi-

normal distribution over a predetermined number of
time intervals;

processing the amplified second signals based on a mul-

tinormal distribution over the predetermined number of
time 1ntervals;

delaying the amplified processed first signals;

inverting the amplified processed second signals;

combining the delayed amplified processed first signals

and the inverted amplified processed second signals to
form combined signals; and

outputting the combined signals.

9. The machine-implemented method of claim 8, wherein
the processing the amplified first signals and the processing
the amplified second signals comprises:

sampling a plurality of input signals,

determining an average spectrum of the plurality of input

signals over a predetermined number of time intervals,
determining an autocorrelation function based on the
average spectruim,

determining an average covariance based on results of the

autocorrelation function over the predetermined num-
ber of time intervals, and

determining a value based on a multinormal distribution

of the plurality of input signals over the predetermined
number of time 1ntervals.

10. The machine-implemented method of claim 8, further
comprising:

receiving the first sounds via a first microphone placed

near an origin of desirable sounds, the first microphone
providing the first signals; and

receiving the second sounds via a second microphone

placed near an origin of undesirable sounds, the second
microphone providing the second signals.

11. The machine-implemented method of claim 8, further
comprising;

receiving the amplified first signals and shaping the

amplified first signals; and

receiving the amplified second signals and shaping the

amplified second signals.

12. An apparatus comprising:

a first processing module configured to:

sample a plurality of mput signals;

determine an average spectrum of the sampled plurality
ol mnput signal sampled over a predetermined num-
ber of time intervals;

determine an autocorrelation function based on the
average spectrum;

determine an average covariance based on results of the
autocorrelation function over the predetermined
number of time intervals; and

determine a value based on a multinormal distribution
of the sampled plurality of input signals sampled
over the predetermined number of time intervals, the
multinormal distribution being based on the average
covariance.
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based on the auto correlation function over a plurality of
different time periods formed from the predetermined num-
ber of time intervals.

15. The apparatus of claim 12, further comprising:

a splitter for recerving a modulated signal and outputting
a plurality of split signals;

a plurality of amplifiers, each of which 1s configured to
receive a different one of the plurality of split signals
and a secondary signal and output an amplified signal;
and

a plurality of detectors, each of which 1s configured to
receive a diflerent one of the amplified signals from the
plurality of amplifiers, wherein:

cach of the plurality of detectors 1s configured to rectily
a portion of the amplified signal and route the portion
of the amplified signal to the first processing module as
the plurality of mnput signals, and

the first processing module 1s configured to output the
value based on the multinormal distribution of the
plurality of sampled mnput signals over the predeter-
mined number of time intervals to the plurality of
amplifiers as the secondary signal.

16. The apparatus of claim 15, further comprising:

a plurality of analog-to-digital converters, each of which
1s configured to receive the portion of the amplified
signal from a diflerent one of the detectors and convert
the portion of the amplified signal from analog to
digital form before a converted portion of the amplified
signal 1s provided to the first processing module.

17. The apparatus of claim 15, further comprising:

an antenna; and

a combiner arranged to receive a remaining respective
portion of the amplified signal from each of the detec-
tors and output a combined signal to the antenna for
transmission.

18. The apparatus of claim 12, further comprising:

at least one first pre-amplifier configured to receive and
amplify first signals representing first sounds, the first
processing module being arranged to receive the ampli-
fied first signals as nput;

at least one second pre-amplifier configured to recerve and
amplily second signals representing second sounds;

a second processing module configured to receive the
amplified second signals as input, the second process-
ing module being configured to output a value based on
a multinormal distribution of the plurality of the second
signals sampled over the predetermined number of the
time intervals;

at least one delay device configured to receive a signal
representing the output value from the first processing
module and output a delayed signal;

at least one mverter configured to receive a signal repre-
senting the output value from the second processing
module and output an inverted signal; and

at least one combiner configured to combine the inverted
signal and the delayed signal.

19. The apparatus of claim 18, wherein the at least one
combiner 1s configured to output a combination signal
formed from the delayed signal and the inverted signal.

20. The apparatus of claim 18, further comprising:

at least one first microphone for recerving desired sounds;
and
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at least one second microphone for receiving undesired
sounds, wherein:
the at least one first microphone 1s configured to receive
the desired sounds and provide the first signals repre-
senting the desired sounds to the at least one first
pre-amplifier, and
the at least one second microphone 1s configured to
receive the undesired sounds and provide the second
signals representing the undesired sounds to the at least
one second pre-amplifier.
21. The apparatus of claim 18, further comprising:
at least one first equalizer configured to receive the
amplified first signals and output shaped amplified first
signals; and
at least one second equalizer configured to receive the
amplified second signals and output shaped amplified
second signals, wherein:
the first processing module i1s arranged to receive the
shaped amplified first signals, and
the second processing module 1s arranged to receive the
shaped amplified second signals.
22. A system for processing sound comprising:
a first processing module configured to:
receive amplified first signals representing desired
sounds, and
output a first processed signal based on averaging ones
of the first signals representing desired sounds
recetved over a predetermined number of most
recent time intervals;
a second processing module configured to:
receive amplified second signals representing undes-
ired sounds, and
output a second processed signal based on averaging
ones of the second signals representing undesired
sounds received over the predetermined number of
most recent time intervals;
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an inverter configured to invert the second processed
signal;

a delay device configured to delay the first processed
signal; and

a combiner configured to combine the delayed first pro-
cessed signal and the inverted second processed signal.

23. The system of claim 22, wherein:

the first processing module 1s configured to output a
plurality of the first processed signals having a variance
identical to an average of a plurality of recerved ampli-
fied first signals, and

the second processing module 1s configured to output a
plurality of the second processed signals having a
variance 1dentical to an average of a plurality of
received amplified second signals.

24. A machine-readable medium containing instructions

for controlling at least one processor to perform a method of
processing multi-channel data, the method comprising;:

sampling a plurality of iput signals;

determinming an average spectrum of the sampled plurality
of 1nput signals;

determining an autocorrelation function based on the
average spectrum;

determining an average covariance based on results of the
autocorrelation function over a predetermined number
of time intervals; and

determining a value based on a multinormal distribution

of the sampled plurality of mput signals over the
predetermined number of time intervals, the multinor-

mal distribution being based on the average covariance.
25. The machine-readable medium of claim 24, wherein

the predetermined number of intervals comprise a number of
most recent ones of the time intervals.
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