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METHODS AND APPARATUS FOR BACKING
UP DATA IN A DATA CENTER

BACKGROUND

A data center 1s a collection of secure, fault-resistant
resources that are accessed by users over a communications
network (e.g., a wide area network (WAN) such as the
Internet). By way of example only, the resources of a data
center may comprise servers, storage, switches, routers, or
modems. Often, data centers provide support for corporate
websites and services, web hosting companies, telephony
service providers, internet service providers, or application
service providers.

Some data centers, such as Hewlett-Packard Company’s
Utility Data Center (UDC), provide for virtualization of the
various resources 1mncluded within a data center.

An 1ssue that needs to be addressed within a data center
1s how to backup the data center, especially when the data
center maintains data for multiple secure networks having
different levels of security or belong to diflerent trust
domains.

One way to backup data within a data center 1s to perform
a raw volume backup of an entire disk. While this provides
a satisfactory means for restoring an entire disk, disaster
recovery ellorts are often of finer granularity (1.e., typically
only a particular file or files needs to be recovered, or only
a particular application needs to be recovered). Thus, raw
volume backups often result in backing up more data than 1s
needed, which 1s a waste of both data center resources and
backup disks. In addition, restoring data from a raw volume
backup 1s unnecessarily time-consuming when a user only
needs to restore a subset of files.

Another way to backup data within a data center is to
create a dedicated backup infrastructure for backing up
disks. However, a problem with this sort of backup 1s that the
backup inirastructure typically creates a shared network for
backing up the disks, which i1s undesirable given that a data
center disk may be shared by diflerent secure networks that
1) are associated with different levels of security, or 2)
belong to different trust domains. Creating a dedicated
backup infrastructure also doubles the cost and complexity
ol a data center.

SUMMARY OF THE INVENTION

In one embodiment, a method comprises, under control of
resources belonging to a controller domain of a data center,
identifying a farm server for which a backup operation 1s to
be performed (the farm server belonging to a first of a
number of secure farm networks maintained by the data
center). Interfaces of backup services belonging to the
controller domain are then virtually associated with the first
farm network. Next, the farm server and backup services are
registered 1n a backup domain of the data center. The backup
domain comprises backup storage. Via the backup services
that have been associated with the first farm network, and
during execution of the backup operation by the farm server,
movement of backup data from the first farm network to the
backup storage 1s facilitated. After completing the backup
operation, the farm server and backup services are un-
registered from the backup domain, and the interfaces of the
backup services are de-associated from the first farm net-
work.

In another embodiment, a management server comprises
a data mover service and a backup manager service, both
implemented 1n code stored on the management server. The
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management server also comprises machine executable
instructions that, when executed by the management server,
cause the management server to 1) associate an interface of
the data mover service with only one of a number of secure
farm networks maintained within a data center, and 2)
independently associate an interface of the backup manager
service with one or more of the number of farm networks.
Other embodiments are also disclosed.

BRIEF DESCRIPTION OF THE DRAWINGS

Ilustrative and presently preferred embodiments of the
invention are 1llustrated 1n the drawings, in which:

FIG. 1 illustrates an exemplary embodiment of a data
center;

FIG. 2 provides an exemplary virtual configuration of
various resources provided by the FIG. 1 data center;

FIG. 3 illustrates an exemplary method for carrying out
backup operations within a data center such as that which 1s
shown in FIGS. 1 & 2; and

FIG. 4 illustrates an exemplary method for releasing data

center resources alfter completing a backup operation 1n
accordance with the FIG. 3 method.

DETAILED DESCRIPTION OF AN
EMBODIMENT

Portions of an exemplary data center 100 are shown 1n
FIG. 1. The data center 100 generally comprises a virtual
server and local area network (LAN) layer 102 and a virtual
storage layer 104. The server and LAN layer 102 may
comprise various resources, including a server pool 106, a
firewall pool 108, a load balancer pool 110, a switching pool
112 and other resources (e.g., routers). The storage layer 104
may also comprise various resources, including a storage
pool 114, a switching pool 116 and other resources (e.g.,
specific types of storage pools, such as a network area
storage (NAS) pool 118 or a storage area network (SAN)).

The data center 100 turther comprises a controller 120. As
shown 1n FIG. 2, the controller 120 may comprise a collec-
tion of resources that, together, provide the functionality of
the controller 120.

The data center 100 may also comprise backup storage
122. The backup storage 122 may take various forms,
including those of a tape library or a redundant array of
iexpensive disks (1.e., a RAID system).

Various types ol edge equipment 124 (e.g., routers,
switches and load balancers) may connect the resources of
the data center 100 to a wide area network (WAN) such as
the Internet.

As used herein, “virtual resources’ are resources that are
physically connected in one way, but capable of logical
presentation in different ways. In this manner, the resources
may be logically presented to users of diflerent security and
trust domains, without having to physically move or rewire
the resources. It should be noted, however, that the novel
backup methods and apparatus disclosed herein are not
limited to use 1n virtualized data centers (1.e., a data center
comprised of virtual resources).

FIG. 2 provides an exemplary virtual configuration of
various resources provided by the FIG. 1 data center 100. As
shown 1n FIG. 2, the controller 120 may host a plurality of
farm controller services. Machine executable instructions
executed by the controller 120 may then form a number of
secure farm networks 200 (1.e., one or more) by associating,
at least one of the farm controller services 202 with at least
one farm server 106a, 1065, 106¢ 1n the server pool 106, and
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at least one storage resource 114q in the storage pool 114. In
a preferred embodiment, a single farm controller 202 man-

ages each farm network 200. In FIG. 2, only a single virtual
farm network 200 (FARM VLAN) 1s shown.

As also shown in FIG. 2, the controller 120 may host a >
number of backup services (e.g., 212, 214). By way of
example, the backup services hosted by the controller 120
are shown to comprise data mover services and backup
manager services. In one embodiment, the controller 120
comprises a pool of management servers 204, 206, 208, 210, 10
cach of which hosts farm controller and backup services.
The backup services used to conduct a backup operation for
a particular farm network 200 may, or may not, be located
on the same management server 208 that hosts the farm
controller service 202 for the farm network 200. Preferably, 15
cach management server 204-210 hosts the same or similar
services (e.g., farm controller and backup services). In this
manner, a degree of redundancy 1s provided should one or
more of the management servers 204-210 fail. However, in
other embodiments of the controller 120, different services 20
may be hosted by different management servers 204-210.

The services hosted by the management servers 204-210
may be associated with a number of different domains. For
example, a controller domain (possibly comprising various
subnets) may associate interfaces of the farm controller and
backup services with other controller resources, including
other servers and software applications, and possibly a
controller management core 216. In FIG. 2, components
204-210, 216) of the controller domain are coupled to one
another via the UC VLAN. The UC VLAN may be coupled S
to the data center’s various farm networks 200 (e.g., FARM
VLAN) via a number of firewalls 108. In this manner,
operations of the controller 120 are secured from attack by
means of the data center’s farm networks 200.

25

35
The services hosted by the management servers 204-210

may also be associated with a backup domain comprising
backup storage 122. This backup domain may also associate
the backup storage 122 with other controller resources (e.g.,
the controller management core 212).

40
Having described the various resources of an exemplary

data center 100, a novel method 300 for carrying out backup
operations within such a data center 100 (or within other
types of data centers) will now be described. See FIG. 3. In
accordance with the method 300, resources belonging to a 45
controller domain of a data center 100 first 1dentify 302a
tarm server 1065 for which a backup operation 1s to be
performed. As shown 1n FIG. 2, the farm server 1065 may
belong to the first of a number of secure farm networks 200
(c¢.g., FARM VLAN) maintained by the data center 100. To 5,
identify the farm server 10656, the farm network 200 1n
which 1t 1s located may also have to be i1dentified 304.

After identitying a farm server 1065 for which a backup
operation 1s to be performed, the resources of the controller
domain virtually associate 306 interfaces of i1ts backup 55
services 212, 214 with the first farm network 200 (i.e.,
FARM VLAN). To do this, the controller 120 may define
308 a subnet to be used for backup. The backup services may
be the sole set of backup services hosted by a controller 120,
or may be selected from a plurality of available backup 60
services. Preferably, at least one pool of like (or redundant)
backup services i1s hosted by the controller 120, and the
controller 120 determines 310, 314 which of the backup
services to use. In this manner, the controller 120 may select
a needed backup service from alternate redundant sources, 65
and multiple backup operations may be carried out at the
same time.

4

The method 300 continues with the registration 316, 318,
320, 322 of the farm server 1065 and backup services 212,
214 1n a backup domain of the data center 100. Optionally,
communication between the farm server 1066 and the
backup services 212, 214, as well as communication
between the backup services 212, 214 and backup storage
122, may be validated 324 at this point. The farm server
1065 1s then allowed to execute 1ts backup operation. During
execution of the backup operation, the backup services 212,
214 that have been associated with the first farm network
1065 facilitate 326 the movement of backup data from the
first farm network 200 to the backup storage 122.

After completing the backup operation, the farm server
1066 and backup services 212, 214 are un-registered 328,
400, 402, 404, 406 (FIGS. 3 & 4) from the backup domain,
and the interfaces of the backup services 212, 214 are
de-associated 328, 408, 410, 412, 414 {from the first farm
network 200. The same backup services 212, 214 can then
be used to conduct a backup operation for a farm server
belonging to the same or different farm network.

By way of example, the backup services 212, 214 may
comprise data mover services 212 and backup manager
services 214. The backup manager services 214 may coor-
dinate with agents hosted by the farm servers 106a-106c¢, as
well as with the management core 212 of the controller 120.
The data mover services 212 may serve to actually backup
data from the farm networks 200 to the backup storage 122.

While the interfaces of the backup manager services 214
may be associated with different farm networks, so that
backup manager services 214 may coordinate different
simultaneous backup operations, it 1s preferable that inter-
faces of the data mover services 212 only be associated with
a single farm network at a time. In this manner, there 1s less
of a chance that the data being moved by a data mover
service 212 will be itercepted by a farm network to which
it does not pertain. To ensure that a data mover service 212
1s associated with only one farm network at a time, the data
mover service 212 may be temporarily locked 312 (FIG. 3)
for sole use by a given farm network. When a backup
operation has completed, the data mover service may then be
unlocked 416 (FIG. 4) and used 1n another backup operation,

initiated by the same or a different farm network.

In preparing for a backup operation, data mover and
backup manager services 212, 214 may be selected from
among a plurality of like data mover and backup manager
services. In the data center 100, the data mover and backup
manager services 212, 214 used i1n a particular backup
operation may reside on the same or diflerent management
servers 204-210 of the controller domain.

The method 300, as well as the farm controller and
backup services 202, 212, 214 mentioned herein, may be
implemented via machine executable instructions (e.g., any
of software, firmware, program code) that, when executed
by the controller 120, cause the controller 120 to perform the
actions of the method 300, or provide the functionality
oflered by the farm controller or backup services 202, 212,

14.

What 1s claimed 1s:
1. A method, comprising:

under control of resources belonging to a controller
domain of a data center,

identifying a farm server for which a backup operation
1s to be performed, the farm server belonging to a
first of a number of secure farm networks maintained

by the data center;
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virtually associating with the first farm network, inter-
faces of backup services belonging to the controller
domain;

registering the farm server and backup services 1n a
backup domain of the data center, the backup domain
comprising backup storage;

via the backup services that have been associated with
the first farm network, and during execution of the
backup operation by the farm server, facilitating
movement of backup data from the first farm net-
work to the backup storage; and

alter completing the backup operation, un-registering
the farm server and backup services from the backup
domain, and de-associating the interfaces of the
backup services from the first farm network.

2. The method of claim 1, wherein the backup services
comprise a data mover service and a backup manager
service.

3. The method of claim 2, turther comprising;:

belore associating the interface of the data mover service
with the first farm network, locking the data mover
service for sole use by the first farm network; and

after completing the backup operation, unlocking the data
mover service.

4. The method of claim 3, further comprising, while
associating the interface of the backup manager service with
the first farm network, making the backup manager service
available to manage backup operations performed by farm
servers outside of the first farm network.

5. The method of claim 2, wherein the data mover service
and backup manager service reside on different servers of
the controller domain.

6. The method of claim 2, further comprising, selecting
the data mover service and backup manager service from
among a plurality of like data mover and backup manager
SErvices.

7. The method of claim 1, further comprising, prior to
tacilitating the movement of backup data, validating com-
munication between the farm server and the backup services.

8. The method of claim 1, wherein at least a portion of
said backup services reside on the same server that provides
a farm controller service for managing the first farm net-
work.

9. The method of claim 1, wherein at least a portion of
said backup services reside on a server that 1s diflerent from
that which provides a farm controller service for managing,
the first farm network.

10. The method of claim 1, further comprising, selecting
the backup services from at least one pool of like backup
SErvices.

11. The method of claim 1, further comprising, after
completing the backup operation, using the backup services
to conduct a backup operation for a farm server belonging to
a second of the number of secure farm networks.

12. A data center, comprising;:

a number of secure farm networks, each comprising at
least one farm server;
backup storage;
a controller providing a number of backup services; and
machine executable instructions that, when executed by
the controller, cause the controller to:
identify a farm server for which a backup operation 1s
to be performed, the identified farm server belonging
to a first of the farm networks:
virtually associate with the first farm network, inter-
faces of at least some of said backup services;
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6

register the i1dentified farm server and its associated
backup services in a backup domain of the data
center, the backup domain comprising at least a
portion of said backup storage;

via the backup services that have been associated with
the first farm network, and during execution of the
backup operation by the identified farm server, facili-
tating movement of backup data from the first farm
network to the backup storage; and

after completing the backup operation, un-registering,

the 1dentified farm server and backup services from

the backup domain, and de-associating the interfaces

of the backup services from the first farm network.

13. The data center of claim 12, further comprising:
a server pool; and

a storage pool;

wherein the controller further hosts a plurality of farm

controller services; and

wherein the machine executable instructions, when

executed, further cause the controller to: form each of
said number of secure farm networks by associating at
least one of said farm controller services, at least one
farm server 1n said server pool, and at least one storage
resource 1n said storage pool.

14. The data center of claim 13, wherein the controller
comprises a management server pool, and wherein a first
management server in said management server pool hosts
both a farm controller service and a backup service.

15. The data center of claim 14, wherein the farm con-
troller service and backup server hosted by the first man-
agement server are associated with different farm networks.

16. The data center of claim 12, wherein the backup
services comprise data mover services and backup manager
services; wherein both a data mover service and a backup
manager service are required to facilitate a backup opera-
tion; and wherein association of a particular data mover
service with a particular farm network causes the machine
executable instructions to temporarily lock the particular
data mover service for sole use by the particular farm
network.

17. The data center of claim 15, wherein the backup
services comprise a plurality of like data mover services and
like backup manager services; wherein both a data mover
service and a backup manager service are required to facili-
tate a backup operation; and wherein, for each backup
operation, the machine executable instructions further cause
the controller to select an available data mover service and
an available backup manager service from said like data
mover services and like backup manager services.

18. The data center of claim 12, wherein the machine
executable instructions further cause the controller to, prior
to facilitating the movement of backup data from the first
farm network, validating communication between the 1den-
tified farm server and the backup services associated with
the first farm network.

19. The data center of claam 12, wheremn the backup
services comprise at least one pool of like backup services;
and wherein, for each backup operation, the machine execut-
able 1nstructions further cause the controller to select at least
one available backup service from the pool of like backup
SErvices.

20. The data center of claim 12, wherein the machine
executable instructions further cause the controller to asso-
ciate the same backup services with different ones of said
farm networks during the execution of different backup
operations.
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21. The data center of claim 12, wherein the secure farm
networks are virtual farm networks.

22. A management server, comprising:

a data mover service implemented 1n code stored on the
management server;

a backup manager service implemented 1n code stored on
the management sever; and

machine executable instructions that, when executed by
the management server, cause the management server
to 1) associate an interface of the data mover service
with only one of a number of secure farm networks

10

8

maintained within a data center, and 11) independently
associate an interface of the backup manager service
with one or more of the number of farm networks.

23. The management server of claim 22, wherein the

interfaces of the data mover service and backup manager
service are alternately associable with the same or different
farm networks during the management server’s facilitation
of diferent backup operations.
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