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METHOD OF SIGNAL TRANSMISSION TO
MULTIPLE USERS FROM A
MULITI-ELEMENT ARRAY

ACKNOWLEDGEMENT OF GOVERNMENT
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this nvention.

FIELD OF THE INVENTION

This invention relates to the processing of signal data for
transmission to multiple users from an array of multiple
transmitter elements, using knowledge of the propagation
channel. The mvention will typically find application 1n
wireless communication, 1n which the multi-element trans-
mitter array 1s an array of transmit antennas. However, the
invention also has advantageous applications in other kinds
of networks, for example 1n optical networks, or 1n electrical
networks 1n which an array of wires or cables fans out from
a source location.

ART BACKGROUND

One major problem 1n wireless communication is how to
obtain the greatest possible total rate of data transmission on
the forward link, also referred to as the downlink, from a
base station to its associated users, such as mobile stations,
sharing a common Ifrequency channel. Techniques for solv-
ing this problem must, among other things, address the
interference that arises when the signal information destined
for one user 1s received as an intermixture with signal
information that was destined for other users.

Analogous problems occur 1n the context, e.g., of wireline
networks. For example, 1t often happens that a plurality of
clectrical cables, each carrying a respective signal, fan out
from an enclosure to a plurality of destinations. Within the
enclosure, the signals are transported for some distance
through an array of electrical conductors coupled closely
enough to cause crosstalk. In such environments, the prob-
lem of how to maximize the total data-transmission rate
must likewise address the problem of interference. Similar
problems also arise 1n multimode optical fiber networks
when signals are transmitted to multiple destinations on a
common {iber at a common wavelength.

The techniques that provide the background for the
present invention have been described mostly 1n the context
of wireless communication. Accordingly, the below discus-
sion will focus on techniques related to wireless communi-
cation. However, as will be appreciated by those skilled 1n
the art, similar techniques are readily extended to, e.g., the
wireline or optical context.

As 1s well known, 1n the absence of interference, a signal
X transmitted from one base station antenna to one user will
be received as received signal y=hx+w, wherein h 1s a
complex number referred to as a “channel coefhicient,” and
w represents additive receiver noise. When an array of
multiple base-station antennas transmits a respective signal
to each of a plurality of users, each user receives a sum of
received signals. Excluding additive receirver noise, each
component of such a sum consists of the signal transmitted
by one of the base-station antennas, weighted by the channel
coellicient from the transmitting antenna to the receiver. As

5

10

15

20

25

30

35

40

45

50

55

60

65

2

will be readily understood by those skilled in the art, the
relationship between all transmitted and all received signals
1s concisely represented by the matrix equation:

v=Hx+w,

in which y 1s a vector of received signals, each component
of which relates to a particular user, X 1s a vector of
transmitted signals, each of which relates to a particular
transmit antenna at the base station, H 1s a matrix of channel
coeflicients, and w 1s a vector of additive receiver noise,
cach component of which relates to a particular user.

One known method for removing inter-user interference
from the received signals 1s to precede the signal vector x,
before transmission, by multiplying 1t by the inverse of the
channel matrix H. In other words, the transmitted signal
vector X 1s replaced by the preceded vector XPC:H"IX.
(Strictly speaking, this 1s valid only when the number of
users equals the number of transmit antennas. There are
known extensions to other cases.) As a consequence, exclud-
ing noise, and assuming that the number of transmit anten-
nas equals the number of users, each user now receives only
the signal from one respective transmit antenna. It should be
understood that this scenario presupposes that the base
station obtains measurements ol the channel coeflicients,
and that these coeflicients remain stable over one channel
use, 1.e., over the time taken to concurrently transmit one
complex scalar signal value from each of the transmuit
antennas.

Although usetul, the above-described method of preced-
ing with channel inversion also suflers some disadvantages.
For example, theoretical analysis of this preceding method
predicts that when the channel coeflicients are randomly
distributed (more specifically, complex-Gaussian distributed
with zero mean and unit variance) and the total transmit
power 1s liIxed, increasing the number of transmit antennas
beyond a single antenna does not substantially increase the
total rate of data transmission. This prediction 1s significant
because practical experience has shown that the statistical
model on which 1t 1s based 1s at least qualitatively accurate
for rich scattering environments.

The performance of the preceded signal can be improved
somewhat by applying a technique referred to as “regular-
izing” the inversion of the channel matrix. In accordance
with regularized channel inversion the preceded signal vec-
tor 1s represented by the formula

Xrpe=H*(HH*+al)'x,

where H* 1s the complex transpose of the matrix H, o 1s a
selected scalar value, and 1 1s the unit matrix of dimension
equal to the number of users. It should be noted that in this
formulation, the number of transmit antennas 1s not required
to equal the number of users. However, this formulation 1s
particularly advantageous when the number of transmit
antennas equals the number of users 1n communication with
the base station at a given time.

Although useful, preceding by regularized channel inver-
s10n also sullers some disadvantages. Although some gain 1n
total transmission rate 1s achieved, this gain remains signifi-
cantly smaller than that which 1s theoretically possible to
achieve when the number of transmit antennas 1s increased.
Moreover, although the term « I 1n the above equation tends
to reduce excessive demands for transmit power caused by
outlying values of channel coeflicients, the same term also
tends to cause crosstalk among the received signals.

Thus, there remains a need for signal-conditioning meth-
ods that more fully achieve the gains that are theoretically




Us 7,317,764 B2

3

possible 1n total transmission rate when multiple antennas
are used at a base station or other source for distributing
multiple signals to multiple users.

SUMMARY OF THE INVENTION

We have found such a conditioning method. According to
our new method, each data value to be transmitted from a
respective antenna 1s additively oflset, or “perturbed,” by a
multiple of a complex number having integer coetlicients.
Because the perturbation values can be concisely expressed
as a vector to be added to the vector of data values, we refer
to this process as “vector perturbation.” If preceding 1s also
to be carried out, 1t 1s carried out after vector perturbation.

It will be convenient to explain vector perturbation in
more detail with reference to the complex data vector u
whose components are the data values to be transmitted,
alter appropriate normalization, from the respective transmit
antennas. (The vector u represents the source data for the
signal vector X discussed above.) Vector perturbation 1s
carried out by adding to u a vector tl, in which T 1s a positive
real number and each component of the vector 1 1s a complex
number whose real and imaginary parts are both integers.
(The term “complex number” subsumes pure real and pure
imaginary numbers as special cases.) For appropriate values
of the coeflicient T, each receiver can apply a modulo
function that effectively subtracts out the perturbation and
restores, 1n approximation, the unperturbed version of the
data value destined for transmission to that receiver. The
vector 1 1s advantageously designed to lead to minimal, or at
least relatively small, values of the total signal energy.

Accordingly, the mvention in one embodiment mvolves
providing a data vector u which contains respective signal
data destined for each of a plurality of users, conditioning
the data vector, and transmitting the conditioned data vector
from an array ol multiple transmission elements. The con-
ditioning step includes adding a perturbation vector tl to the
data vector u, 1n which T 1s a positive real number and each
component of the vector 1 1s a complex number whose real
and 1maginary parts are both integers.

In specific embodiments of the invention, the condition-
ing step includes preceding the data vector after adding the
perturbation vector. In some exemplary embodiments, the
preceding 1s carried out by multiplying the data vector by an
inverse of the channel matrix. In other exemplary embodi-
ments, the preceding 1s carried out by regularized channel
Inversion.

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 conceptually depicts a cell of a wireless commu-
nication system.

FIG. 2 conceptually depicts various stages in the trans-
mission of a signal according to the invention 1n illustrative
embodiments.

FIG. 3 conceptually depicts further details of the condi-
tiomng stage of FIG. 2, in illustrative embodiments.

FIG. 4 1s a graph of a modulo function useful i the
practice of the invention 1n illustrative embodiments.

FIG. 5 15 a graph showing certain results generated by the
numerical modeling of a communication system employing,
the methods described herein, in which K=M, and the data
to be transmitted 1s encoded by a rate-14 turbocode (two bits
per user) using 16-QAM symbols. In the figure, the bit-error
rate (BER) 1s plotted versus p, which 1s the inverse of the
additive noise variance. Curves A and B are with vector
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4

perturbation, curves C and D are without vector perturba-
tion, curves A and D are with K=10, and curves B and C are

with K=4.

DETAILED DESCRIPTION

As noted above, the methods to be described here have
application to network communication ol various kinds,
including communication 1n, €.g., wireline networks. How-
ever, for purposes of 1llustration, the description that follows
will be directed to implementations in the forward link of a
wireless network.

FIG. 1 depicts a base station with M transmit antennas 10
in communication, at a given time, with K users 20, which
are, €.g., mobile stations. M and K are positive integers. Also
indicated in the figure are some of the channel coeflicients
h, . that relate a user k to a transmit antenna 1, wherein k takes
values from 1 to K and 1 takes values from 1 to M.

The perturbation method to be described will have advan-
tageous applications when M 1s less than, equal to, or greater
than K. When the total number of available users 1s greater
than the number M of transmit antennas, 1t will often be
particularly advantageous to select, for each channel use, a
subset ol K users equal 1n number to the transmit antennas,
so that M=K. Such selection of users may be random, or it
may be dictated by channel conditions so as, for example, to
maximize data throughput.

FIG. 2 depicts various stages in the transmission of a
signal. At stage 30, a data vector 1s provided. At stage 40, the
data vector 1s conditioned. Conditioning includes, among
other things, modulating the data vector onto a radio-
frequency carrier. Conditioning may also include normal-
1zation and application of any of various linear transforma-
tions, some of which will be described below. At stage 50,
the conditioned signal 1s provided as antenna input, and
launched 1nto the air interface.

The data vector at stage 30 may be provided by any of
various well-known coding methods. These include, without
limitation, 16-, 64-, or 256-QAM, BPSK, and QPSK coding.
Each of these, or other, coding techniques will provide, for
cach channel use, a respective complex scalar signal value
for transmission from each of the M antennas.

FIG. 3 depicts further details of the conditioning stage 40
in 1illustrative embodiments. At block 60, a perturbation
vector 1s added to the data vector as explained i1n further
detail below. At block 70, a linear transformation 1s applied
to the perturbed data vector. At this block, any of various
kinds of linear transformation might be applied.

It should be noted in this regard that the methods
described here are applicable, inter alia, to networks 1n
which each user has only one antenna, and the users do not
cooperate with each other or share information. In such
networks, no individual user will, a prior1, possess enough
information to distinguish the signal 1t was destined to
receive from interfering signals destined for other users. To
deal with this problem, 1t will be particularly advantageous
to apply a linear transformation having the ultimate effect
that at each user, the receiver 1s able to individually decode
the message destined for that particular user.

For example, the linear transformation may represent
channel inversion or regularized channel inversion, as dis-
cussed above.

At block 80, the perturbed and linearly transformed vector
1s normalized. In our discussion, below, we will refer to an
unnormalized signal as s, and to a normalized signal as x.
Normalization 1n this context corresponds to a constraint on
total signal power. In our mathematical studies, for conve-
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nience and without loss of generality, we have assumed unit
normalization; that is, y=E|s|[* and x=(y~'*)s, so that
E|x|*=1, where “E” denotes the statistical expectation. In
certain cases, we have adopted an alternative normalization,
in which y=|s|* and [x||* is unity. We have found that in

practice, these alternative normalizations are almost equally
eflective, and so it makes little difference which 1s chosen.

As noted above, channel 1inversion suffers certain disad-
vantages. In mathematical terms, these disadvantages arise
because the normalization constant v 1s likely to be driven to
high values by large eigenvalues in the mverse of the
channel matrix H. This effect can be mitigated 11 the data
vector 1s made at least somewhat orthogonal to the eigen-
vectors associated with the large eigenvalues of the inverse
channel matrix. That i1s the goal of our vector perturbation
method.

The perturbed data vector 11 1s derived from the original
data vector u according to the equation

=1+l

In the above equation, T 1s a positive real number, 1 15 a
K-dimensional complex vector, and each component of 1 has
the form a+1ib, where both a and b are integers.

Each recerver applies a modulo function which, 1n effect,
repeatedly casts out additive factors of T from the recerved
and recovered data wvalue, until there remains a value
between —t/2 and t/2. This 1s taken as an approximation of
the original, unperturbed data value. The value of T 1s chosen
large enough so that all (unperturbed) data values will fall
within the range stated above.

The modulo function f_(y), which 1s graphed in FIG. 4,
has the form:

fr(y) =y -

7,

=

where the expression | . . . | stands for the largest integer less
than or equal to the argument enclosed within the brackets.
The modulo function 1s applied separately to the real and
imaginary components of v.

If, for example, the perturbed data vector 1s preceded
using simple channel inversion, the signal y, received by
user k will be represented by the scalar equation

wherein each variable 1s the k’th component of the corre-
sponding recerved signal vector, data vector, and additive
noise vector, respectively. We assume that the receivers have
determined the normalization v, e.g. by recewving 1t on a
control channel from the base station. Therefore, each
receiver can readily apply the modulo function in order to
estimate the pertinent unperturbed data value. An error will
occur 1I the additive receiver noise pushes the received
signal across a symbol decoding boundary, or across one of
the vertical boundaries 90 of FIG. 4, which occur at odd
integer multiples of /2.

If the perturbed data vector 1s preceded by simple channel
inversion, the unnormalized signal vector s 1s given by

s=H 14
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One advantageous choice for the vector 1 1s that value that
minimizes the signal energy |s|[*. Various algorithms are
known which can solve this problem, or at least can find a
value that yields an approximation to the minimum signal
energy. Uselul algorithms for this purpose are described, for
example, in U. Fincke and M. Pohst, “Improved methods for
calculating vectors of short lengths 1n a lattice, including a
comlexity analysis,” Mathematics of Computation, vol. 44,
pp. 463-471, April 1985, and in R. Kanan, “Improved
algorithms for integer programming and related lattice prob-
lems,” in Proceedings of the ACM Symposium on the Theory
of Computing,” (Boston), pp. 193-206, April 1983. A review
of various algorithms usetul for the same purpose 1s found
in E. Agrell et al., “Closest point searches 1n lattices,” IEEE
Trans. Information Theory, vol. 48, pp. 2201-2214, August
2002.

Mathematically, the minimization problem 1s described as
the problem of finding that complex, integer-valued vector 1
for which the following expression 1s least:

(u+t])*(HH*) " (u+tl).

This belongs to the well-known class of problems referred to
as K-dimensional integer-lattice least-squares problems. As
noted, many algorithms are known for solving problems in
this class. Even a solution by exhaustive searching will be
feasible 11 K 1s not too large, particularly 1f the object 1s not
to find an absolute minimum, but only to reduce the signal
energy in s=H '@l below the signal energy in H™ 'u.

One particularly useful algorithm in this regard 1s the
Fincke-Pohst algorithm referred to above, which 1n other
contexts 1s sometimes referred to as a sphere decoder. This
algorithm avoids an exhaustive search over all possible
integers 1n the lattice by limiting the search space to a sphere
of some given radius around a starting point, namely, the
vector u. In 1ts best-known form, the sphere decoder oper-
ates on real lattices. Since the lattice pertinent to the present
problem 1s complex, the problem 1s advantageously con-
verted to a 2K-dimensional real lattice problem. Such a
conversion 1s readily achieved by well-known methods.
Alternatively, a complex version of the sphere decoder 1s
described, e.g., in B. Hochwald and S. ten Brink, “Achieving
near-capacity on a multi-antenna channel,” IEEE Trans.
Comm., pp. 389-399, March 2003. A complex version of the
sphere decoder 1s also described 1n U.S. patent application
Ser. No. 10/205,706, which was filed on Jul. 26, 2002 by B.
M. Hochwald et al. under the title, “Method and Apparatus
for Detection and Decoding of Signals Received from a
Linear Propagation Channel,” and which 1s hereby incorpo-
rated by reference herein in entirety.

The scalar T 1s a design parameter that may be chosen
according to various criteria. For example, if the data values
are drawn from a signal constellation, T can be chosen to
provide a symmetric decoding region around the real or
imaginary part of every signal constellation point. This 1s
done by setting the value of T according to the following
equation:

t=2(lcl,, . +A/2),

where Icl___1s the largest symbol magnitude 1n the constel-
lation and A 1s the spacing between points of the constella-
tion.

To reduce the eflects of the perturbation vector 1, T can be
increased. This has the effect of increasing the decoding
region at the upper and lower extremes of the constellation.
It should be noted, however, that whereas this may improve
error performance 1n the extreme decoding regions, it may
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also 1mpair overall error performance. It should also be
noted that 1f v 1s made too large, the solution to the
mimmization problem simply collapses to 1=0. On the other
hand, 1t T 1s made smaller than 2icl__ , error-iree coding
becomes 1mpossible, even 1n the absence of channel noise.

Table I, below, provides values of T determined according,
to the above equation, for various types ol unit-energy
constellations:

TABLE I
16- 64- 256-
Constellation BPSK QPSK QAM QAM  QAM  Uniform
T 4 2.8284  2.5298 24689 24543 2.4495

The column titled “Uniform™ 1n the above table refers to the
limiting case 1n which the symbols of the constellation have
a continuous distribution along both the real and imaginary
axes.

As noted above, it will often be advantageous, 1n preced-
ing the signal, to apply a “regularized” channel 1nversion 1n
place of the simple channel inversion s=H™'u. The regular-
ized channel inversion takes the form s=H*(HH*+ol) 'u.
The coeflicient o 1s an adjustable parameter. One useful
criterion for setting o 1s maximization of the signal-to-
interference-plus-noise ratio (SINR) at the individual users.
Assuming that M=K and using a large-K approximation, we
have theoretically predicted that when sending unperturbed
signals s, nearly optimal results will be achieved when

where

and o~ is the additive noise variance. Numerical simulations
have demonstrated that this value for o can, in fact, give
excellent results over a wide range of values of K and p.

By combining regularized channel inversion with vector
perturbation, it 1s possible to enjoy greater gains in total
transmission rate than are obtained using either technique
alone. However, the above formula for setting the value of
a. does not provide the optimal value when vector pertur-
bation 1s used. We have found that to avoid excessive
crosstatk, o should in general be set to be significantly
smaller than the value prescribed by the above formula. For
example, from numerical simulations to find error probabili-
ties, we have found that when K=M=4, 1t desirable to set &
at about
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Similarly, we have found that when K=M=10, «. 1s desirably
set at about

1
o

EXAMPL

(Ll

We performed numerical simulations of a system having
four or ten base-station antennas and a like number of users.
We assumed that the data to be transmitted was encoded by
a rate-2 turbocode (two bits per user) using 16-QAM
symbols. From our simulations, we determined the depen-
dence of bit-error rate (BER) on p for signals preceded by
regularized channel inversion, with and without vector per-
turbation. Our results are plotted 1n FIG. 5, where curves A
and B are with vector perturbation, curves C and D are
without vector perturbation, curves A and D are with K=10,
and curves B and C are with K=4.

The position of the vertical line E in FIG. 5 1s determined
by assuming a fixed transmission rate of two bits per user for
ten users, giving a total of 20 bits per channel use. Funda-
mental information theory provides a relationship between
the sum capacity of the channel and 1nverse noise variance
0. From that theoretical relationship, we determined that the
sum capacity equals 20 bits per channel use when p 1s at the
value indicated by line E, 1.e., about 7 dB.

The above description and the figures to which 1t refers
are illustrative and not intended to limit the scope of the
invention.

For example, 1n other embodiments of the invention, the
data vector 1s modulated onto a plurality of CDMA spread-
ing sequences transmitted from a single antenna or from a
multiple-antenna array. In such a case, the channel matrix H
expresses the response of each user’s recerver to each of the
spreading sequences.

In still other embodiments of the mvention, signal trans-
mission 1s 1n the electrical domain. For example, each of a
group of transmission elements 1s an electrically conductive
connector or other element electrically continuous with an
clectric wire or cable for signal distribution to respective
user premises, packaged so closely with the other elements
as to permit electrical crosstalk. In such a case, the channel
matrix H 1s the coupling matrix between the various elec-
trical transmission elements.

In yet other embodiments of the invention, an optical
router with multiple transmitters sharing a common wave-
length and operating concurrently launches the optically
modulated data vector into a multimode fiber for transmis-
s1on to a plurality of users, each having, e.g., a single optical
receiver. In such a case, the channel matrix H expresses the
response of each user’s optical receiver to each of the optical
transmuitters.

The invention claimed 1s:
1. A method, comprising:

providing a data vector u which contains respective signal
data destined for each of a plurality of users;

conditioning the data vector; and

transmitting the conditioned data vector from an array of
multiple transmission elements,

wherein the conditioning step includes adding a pertur-
bation vector expressible as tl to the data vector u, n
which T 1s a positive real number and each component
of the vector 1 1s a complex number whose real and
imaginary parts are both integers, thereby to form a
perturbed data vector.
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2. The method of claim 1, wherein the vector 1 1s chosen
by searching over a search space of integer-valued vectors
for a vector that minimizes, over the search space, a measure
of signal energy.

3. The method of claim 1, wherein the conditioming step
turther includes, after adding the perturbation vector, apply-
ing a linear transformation to the perturbed data vector.

4. The method of claim 3, wherein the linear transforma-
tion represents the inverse of a channel matrix.

5. The method of claim 3, wherein the linear transforma-
tion represents a regularized inverse of a channel matrix H,
expressible in the form H*(HH*+al)™!, wherein H* is the
conjugate transpose of the matrix H, I 1s an i1dentity matrix
having the same dimension as H H*, and « 1s a scalar.

6. The method of claim 1, wherein the conditioning step
turther comprises modulating the data vector onto a radio-
frequency carrier, and the transmitting step comprises trans-
mitting the conditioned data vector from a multiple-antenna
array.

7. The method of claim 1, wherein the multiple transmis-
sion elements are electrically conductive elements electri-
cally continuous with electric wires or cables for signal
distribution to respective user premises.

8. The method of claim 1, wherein the multiple transmis-
s1on elements are optical transmitters optically coupled to a
multimode optical fiber.

9. A method, comprising:

providing a data vector u which contains respective signal

data destined for each of a plurality of users;
conditioning the data vector; and
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transmitting the conditioned data vector from one or more
radio-frequency transmission antennas, wherein:

the conditioning step comprises adding a perturbation
vector expressible as 1l to the data vector u, 1n which
T 1s a positive real number and each component of the
vector 1 1s a complex number whose real and imaginary
parts are both integers, thereby to form a perturbed data
vector; and

the conditioning step further comprises modulating the
perturbed data vector onto a plurality of CDMA spread-
ing sequences and modulating said sequences onto a
radio-frequency carrier.

10. A method, comprising:

providing a data vector u which contains respective signal
data destined for each of a plurality of K users, K a
positive integer at least 2;

conditioning the data vector; and

transmitting the conditioned data vector from an array of
multiple transmission elements,

wherein the conditioning step comprises providing an
estimate o~ of receiver noise variance at the users, and
applying to the data vector a linear transformation
representing a regularized inverse of a channel matrix
H, expressible in the form H*(HH*+al)™!, wherein H*
1s the conjugate transpose of the matrix H, I 1s an
identity matrix having the same dimension as H H*,
and o is approximately the product Ko~
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