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IMAGE SURVEILLANCE SYSTEM
PROCESSING USER’S VOICE REQUEST TO
PROVIDE ACCESS AUTHORITY LEVEL OF

EACH CLIENT IN THE SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a divisional of U.S. patent application
Ser. No. 09/277,821, filed Mar. 29, 1999 and claims benefit

of the filing date of that application, and priority benefit of
the filing date of Japanese patent application No. 10-087649

filed Mar. 31, 1998. The entire disclosure of the prior
application 1s incorporated herein by reference.

BACKGROUND OF THE INVENTION

This invention relates to a server, a server system, a client,
a server control method and a storage medium for furnishing
a client with a service in which video that has been captured
by 1mage sensing means 1s transierred to the client via a
network.

A camera control system 1n which 1image sensing means
such as a camera accompanying (connected to) a computer
1s remotely controlled (to change 1ts panming angle, angle of
t1lt, zoom magnification, etc.) from another computer via a
network finds use 1n a remote surveillance system and 1n an
image distribution system for real-time distribution of
images on the Internet.

With the prior-art camera control system mentioned
above, however, someone not present can control the camera
at will and the person being watched by the camera cannot

tell who 1s watching from where.

SUMMARY OF THE INVENTION

A first object of the present invention 1s to provide a
server, a server system, a client, a server control method and
a storage medium through which information relating to a
connected user 1s capable of being ascertained on the server
side.

A second object of the present invention 1s to provide a
server, a server system, a client, a server control method and
a storage medium through which 1t 1s possible to ascertain an
object within the shooting field of view of a camera.

The present invention provides a server for making 1t
possible for a remote client to control image sensing means
via a network and for providing a transier service to transier
video mnformation, which has been captured by the image
sensing means, to the client via the network, comprising
input means for entering a request for information 1dentity-
ing the client to which the video information captured by the
image sensing means 1s transierred, and notification means
responsive to the entered request for reporting the informa-
tion identifying the client.

Other features and advantages of the present mvention
will be apparent from the following description taken in
conjunction with the accompanying drawings, in which like
reference characters designate the same or similar parts
throughout the figures thereof.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing a camera control
system according to an embodiment of the present imnven-

tion;
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FIG. 2 1s a block diagram showing the construction of a
camera server according to this embodiment;

FIG. 3 1s a block diagram showing the construction of a
client according to this embodiment;

FIG. 4 1s a flowchart showing camera control processing,
executed by the camera server according to this embodi-
ment,

FIG. 5 1s a tlowchart showing processing executed by the
client according to this embodiment;

FIG. 6 1s a flowchart showing processing for input of
optical parameters executed by the client according to this
embodiment;

FIG. 7 1s a flowchart showing processing for reception of
optical parameters executed by the camera server according
to this embodiment;

FIG. 8 1s a flowchart showing processing for input of
camera orientation nformation executed by the client
according to this embodiment;

FIG. 9 1s a flowchart showing processing for reception of
camera orientation information executed by the camera
server according to this embodiment;

FIG. 10 1s a flowchart showing voice mput and response
processing executed by the camera server according to this
embodiment;

FIG. 11 1s a flowchart showing processing, which 1s
related to camera control privilege, executed by the camera
server according to this embodiment;

FIG. 12 1s a diagram showing the content of a client-
information storage area reserved mm a RAM within the
camera server according to this embodiment;

FIG. 13 1s a diagram showing examples of voice
responses 1n a first embodiment;

FIG. 14 shows the structure of data for managing objects
whose video 1s being taken according to a second embodi-
ment,

FIG. 15 1s a diagram illustrating the content of a table
showing the relationship between numbers and the names of
objects that appear 1 FIG. 14

FIG. 16 1s a diagram showing an example of an example
of a plane at a zoom value “2” 1n FIG. 14; and

FIG. 17 1s a diagram showing an example of a screen
provided on the client side in a third embodiment.

DESCRIPTION OF THE PREFERREI
EMBODIMENTS

Embodiments of the present invention will now be
described in detail with reference to the accompanying
drawings.

FIG. 1 shows the configuration of a system according to
an embodiment of the present invention. Shown 1n FIG. 1 1s
a camera system 101 comprising components 102 to 114
described below. Numerals 116, 126, 127 denote computer
terminals (referred to as clients below), each of which
comprises components 117 to 125.

The camera system 101 includes a camera unit 102 for
inputting 1mages, an optical parameter controller 103 and a
camera orientation controller 104 for controlling shooting
orientation angles of the camera unit. Optical control
includes control of focus, iris, shutter speed, gain, white
balance and zoom magnification. The orientation controlled
1s the panning angle and tilt angle of the camera. Specifi-
cally, the camera orientation controller 104 1s constituted by
a pan head on which the camera unit 102 1s mounted, and a
circuit for controlling a motor with which the panning head
1s provided.
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Since the camera system 101 supplies the terminals 116,
126, 127 with video shot by the camera unit 102, the camera
system shall be referred to as a camera server and the
terminals 116, 126, 127 as clients. Though one camera
server and three clients are illustrated 1n FIG. 1, the present
invention 1s not limited to these numbers. Further, client and
camera server combinations may be established at respective
locations. In such case participants 1n the system will be
capable of conversing while observing one another. In
certain cases a large number of users may display their own
video on the display screens.

As shown 1n FIG. 1, various signal lines are connected to
an 1mput/output (I/0) unit 109 to supply the optical param-
cter controller 103 and camera orientation controller 104
with various control signals from the system and to input
(capture) video data acquired by the camera umt 102.
Examples of the control signal lines include RS232C and
parallel I/O. A video output signal from the camera unit 102,
which 1s 1 accordance with the NTSC format or employs
the YC separation scheme, 1s connected to a capture circuit
(located within the mput/output unit 109) that converts this
video signal to a digital video signal. The camera server of
this embodiment basically 1s constituted by a workstation or
personal computer. A video capture card 1s therefore
installed 1n order to introduce the video signals.

A communications unit 110 transmaits control instructions,
the video output signal obtained by the camera unit 102 and
the client’s own information to the client through a network
115. The communications unit 110 uses an Ethernet card 1
the network 115 1s the Ethernet, a modem if the network 115
1s a telephone line, etc. A voice mput/output unit 113
converts voice, which has entered from a microphone 111,
from an analog to a digital signal and inputs the digital signal
to the camera server as an audio signal, and converts a digital
audio signal to an analog signal and outputs the latter from
a speaker 112.

The 1nput/output unit 109, a CPU 105, a RAM 106, a
ROM 107, a secondary storage unit (e.g., a hard disk device)
108, the communications unit 110 and the voice input/output
unit 113 are connected to a bus 114. Because a workstation
or personal computer are usually provided with these com-
ponents, these components need not be described 1n detail
here.

The client 116 (and the clients 126, 127 as well) requires
a communications unit 121 in order to be connected to the
network 115. The client 116 1s basically constituted by a
workstation or personal computer, 1n the same manner as the
camera server, and has a CPU 117, a RAM 118, a RAM 119
and a secondary storage unit 120. The communications unit
121 communicates control instructions, a video output sig-
nal from a camera unit and its own client information with
the camera system 101. The client 116 also includes a
keyboard 122, a mouse 123 and a monitor 124. The CPU
117, RAM 118, ROM 119, secondary storage unit 120,
communications unit 121, keyboard 122, mouse 123 and
monitor 124 are connected to a bus 125.

The camera server 101 and the plurality of clients 116,
126, 127 are connected to the network 115. Devices for other
objectives (e.g., a file server, etc.) may be connected to the
network 115 if desired.

FIG. 2 1s a block diagram showing the functional con-
struction of the camera server 101 1n this embodiment. As
shown 1n FIG. 2, an 1image sensing unit 201 (provided within
the camera umt 102) mputs an 1mage, and an optical
parameter storage area 202 retains optical parameters 1n the
RAM 106, the optical parameters being focus, iris, shutter
speed, gain, white balance and zoom magnification, etc.,
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4

provided by the client, described later. The optical parameter
storage area 202 holds the current status of the optical
system. An optical parameter controller 203 refers to the
optical parameters held 1n the optical parameter storage area
202 and outputs a signal that controls the optical parameters.
An orientation information storage arca 204 retains orien-
tation information such as panming angle and the angle
provided by the client in the RAM 106. The orientation
information storage areca 204 holds the current orientation
information. An orientation controller 205 refers to the
orientation information held in the orientation information
storage area 204 and controls the shooting orientation of the
image sensing unit 201. A video output signal storage area
206 retains the video output signal obtained by the image
sensing unit 201 in the RAM 106.

A voice input/output unit 207 converts voice, which has
entered from the microphone 111, from an analog to a digital
signal and iputs the digital signal to the camera server as an
audio signal, and converts a digital audio signal to an analog
signal and outputs the latter from the speaker 112. A voice
recognition unit 208 recognizes the wavelorm of a voice that
has entered from the voice input/output umt 207 and outputs
a character string. A text analyzer 209 analyzes the character
string that has been recognized by the voice recognition unit
208.

A client information storage area 210 retains information
relating to the clients connected to the network and a flag
indicative of the client presently controlling the camera
system 1n the RAM 106. FIG. 12 illustrates an example of
the mformation held in the client information storage area
210. Items contained 1n the area 210 are network addresses
(IP addresses 1n the illustration) for specifying the connected
clients, the machine names of the clients, the types of
machines, the names of the users who are using the
machines, and flags. The flag 1s information indicating that
the camera unit 102 1s being remotely controlled. Since a
plurality of users cannot control one camera simultaneously,
only one tlag 1s set per camera.

Assignment of control privilege (the privilege to remotely
control the camera) has already been proposed by the
present assignee. In brief, imtially (when the camera server
1s started up) all flags are 1n the reset state. When a user (a
client machine in this case) first 1ssues a request to acquire
the control privilege, the flag 1s set 1n regard to this user.
Then, when the user subsequently relinquishes the control
privilege, or when the user logs off, this flag 1s reset to make
the control privilege available to another user.

With reference again to FIG. 2, numeral 211 denotes a text
generator. I the result of analysis performed by the text
analyzer 209 1s that a user 1s requesting client information,
the text generator 211 refers to the client information storage
area 210 and generates response text that corresponds to the
request. A speech synthesizer 212 generates a speech wave-
form corresponding to the generated response text.

A communications unit 213, which 1s connected to the
network 115, accepts optical parameters, orientation infor-
mation and client information from a client described later
and sends a video output signal to the client. The commu-
nications unit 213 accepts these items only from a client
having the control privilege; control istructions from other
clients are 1gnored. It should be noted that video is trans-
mitted to all connected clients 1rrespective of control privi-
lege. A client discrimination unit 214 identifies the client
currently controlling the camera system and changes the flag
of the client stored in the client information storage area 210.

The optical parameter storage area 202, orientation infor-
mation storage area 204, video output signal storage area
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206, voice mput/output unit 207, voice recognition unit 208,
text analyzer 209, client information storage area 210, text
generator 211, speech synthesizer 212 and communications
unit 213 are connected to the bus 114.

FIG. 3 1s a block diagram showing the functional con-
struction of the client according to this embodiment. As
shown 1 FIG. 3, the client includes an optical parameter
input unit 301 for inputting optical parameters of the camera
server, which 1s the destination of the connection, from the
keyboard 122 or mouse 123; an optical parameter storage
area 302 for retaining optical parameters, which have been
entered from the optical parameter input unit 301, in the
RAM 118; and orientation information input unit 303 for
inputting orientation information of the camera server,
which 1s the destination of the connection, from the key-
board 122 or mouse 123; an orientation information storage
area 304 for retaining orientation information, which has
been entered from the orientation information put umnit
303, in the RAM 118; a communications unit 305, which 1s
connected to the network 115, for sending optical param-
eters, orientation information and client information to the
camera server and accepting a video output signal from the
camera server; and a display umt 307 for displaying the
optical parameters that have been stored in the optical
parameter storage area 302, the orientation information that
has been stored in the orientation information storage area
304 and the video output signal accepted by the communi-
cations unit 305.

The operation of the embodiment constructed as set forth
above will now be described with reference to the flowcharts
of FIGS. 4 to 11.

A program (described later) for accepting video data from
the camera server 101 and displaying the data runs on the
client side. It 1s assumed that a button for designating a
request to acquire control privilege and a button for desig-
nating a request to relinquish the control privilege are
displayed on the display screen of the client and that these
requests are communicated to the camera server as by
clicking on these buttons using a pointing device such as a
mouse. The display screen on the client side 1s additionally
provided with a user interface for making various settings
for the purpose of changing optical parameters and camera
orientation. The description that follows 1s based upon a case
where a plurality of clients are connected to the network, as
indicated 1 FIG. 12, already discussed.

Processing executed on the side of the camera server 1n a
case where a request relating to the camera control privilege
has been received from a client will be described 1n accor-
dance with the flowchart of FIG. 11.

There are two requests relating to control privilege,
namely a control-privilege acquire request and a control-
privilege relinquish request. Accordingly, it 1s determined at
steps S1101 and S1106 whether a received request relating
to control privilege 1s the control-privilege acquire request
or the control-privilege relinquish request. If 1t 1s determined
that the request 1s the control-privilege acquire request,
control proceeds to step S1102, at which the camera server
refers to the client information storage area 210 (see FIG.
12), which has been reserved in the RAM 106 of the camera
server, and determines whether another client having the
control privilege exists (1.e., a client for which the flag is
“ON”). I such a client does not exist (“YES™ at step S1102),
then, 1n order to give the control privilege to the client that
issued the request, the camera server notifies this client that
acquisition of the control privilege has been acknowledged
(step S1103). (From this point onward the client 1s allowed
to set the optical parameters of the camera server, change its

10

15

20

25

30

35

40

45

50

55

60

65

6

camera orientation, etc.) Control then proceeds to step
S1104, at which the relevant flag 1n the client information
storage area 210 1s turned ON.

If 1t 1s determined at step S1102 that another client has
already acquired the control privilege, then the camera

server 1ssues noftification to the effect that the request 1s
denied at step S1105.

If the control-privilege relinquish request has been
received, control proceeds to step S1107, at which the
camera server determines whether the client that issued this
request possesses the control privilege. If the control-privi-
lege relinquish request has been received from a client
possessing the control privilege, then control proceeds to
step S1108 and the flag of this client 1s cleared.

Main processing executed by the camera server will be
described 1n accordance with the flowchart of FIG. 4.

The optical parameter controller 203 of the camera server
executes processing for controlling the optical parameters
(zoom, 1r1s, etc.) at step S401 upon referring to the optical
parameters stored in the optical parameter storage area 202.
Control then proceeds to step S402, at which the orientation
controller 205 of the camera server executes orientation
control processing upon referring to the orientation infor-
mation that has been stored in the orientation information
storage arca 204. Next, at step S403, the 1image sensing unit
201 executes 1mage sensing processing. The video output
signal thus obtained 1s stored in the video output signal
storage arca 206 at step S404. This 1s followed by step S405,
at which the commumnications unit 213 executes video-output
transmission processing for transmitting the video data to
cach of the connected clients through the network 115.
Control then returns to step S401. It should be noted that
when the video data 1s transmitted, it 1s compressed by a
well-known compression method.

FIG. 5 1s a flowchart 1llustrating processing executed on
the client side to receive video.

First, at step S501, the communications unit 305 receives
video data from the network 115 and executes video-output
reception processing to expand the received video data.
Display processing 1s then executed at step S502 to display,
on the display unit 307, the video data that has been received
and expanded by the communications unit 305. Control then
returns to step S301.

FIG. 6 1s a flowchart relating to control of the optical
system ol the camera unit 102 1n the camera server. The
processing of this flowchart 1s executed on the client side.

When the optical parameter mput unit 301 enters optical
parameters from the mouse or keyboard at step S601, the
entered optical parameters are stored 1n the optical param-
cter storage areca 302 at step S602. Next, at step S603,
optical-parameter transmission processing 1s executed to
transmit the optical parameters to the communications unit
213 of the camera server through the network 115. Control
then returns to step S601.

FIG. 7 1s a flowchart 1llustrating processing executed by
the camera server 1n a case where optical parameters are
received from the client.

Optical parameter reception processing for recerving opti-
cal parameters from the network 115 1s executed by the
communications unit 213 at step S701. Next, at step S702,
the camera server refers to the client information storage
area 210 to determine whether the client that transmitted the
received optical parameters possesses the camera control
privilege. It it 1s determined that this client possesses the
control privilege, then the received optical parameters are
stored 1n the optical parameter storage area 202. Control
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then returns to step S701. The results are reflected at step
S401 1n the flowchart of FIG. 4.

FIG. 8 1s a flowchart 1n a case where orientation infor-
mation has been entered from the orientation information
input unit 303. The processing of this flowchart 1s executed
on the client side.

When orientation information has been entered from the
mouse or keyboard at step S801, the entered orientation
information 1s stored in the orientation information storage
area 304 at step S802. Next, at step S803, onentation
information transmission processing 1s executed to transmuit
the orientation information to the communications unit 213
of the camera server through the network 115. Control then
returns to step S801.

FIG. 9 1s a flowchart of processing executed by the
camera server to receive orientation information.

The communications unit 213 executes orientation-infor-
mation reception processing at step S901 to receive orien-
tation information from the network 115. Next, at step S902,
the camera server refers to the client information storage
area 210 to determine whether the client that transmitted the
received orientation miformation possesses the camera con-
trol privilege. If 1t 1s determined that this client possesses the
control privilege, then the received orientation information
1s stored in the orientation information storage area 204.
Control then returns to step S901.

As a result of the foregoing processing, each client
connected to the camera server 101 1s capable of remotely
observing video that has been captured by the camera server.
Moreover, one client upon these clients 1s capable of
remotely controlling the optical system and orientation of
the camera at will.

Processing relating to voice input executed on the side of
the camera server will now be described in accordance with
the flowchart of FIG. 10.

This processing 1s started when a voice mput 1s detected
from the microphone 111 connected to the camera server.

When voice 1s entered from the microphone 111, the voice
input/output unit 207 executes voice iput processing at step
S1001 for converting the analog voice signal to a digital
voice signal and loading the digital signal into the camera
server. Next, the voice recognition unit 208 executes voice
recognition processing at step S1002. The text analyzer 209
analyzes the results of voice recognition and analyzes the
character string at step S1003. Control then proceeds to step
S1004.

It 1s determined at step S1004 whether the result of
analysis performed by the text analyzer 209 is that a user 1s
requesting client information. This determination 1s per-
formed by making a comparison with the information that
has been registered in the secondary storage unit 108 and
judging whether a match 1s obtained.

If 1t 1s determined that client information 1s being
requested, then control proceeds to step S1005; otherwise,
control returns to step S1001.

The text generator 211 refers to the client information
storage area 210 and executes text generating processing to
generate response text at step S1005. Control then proceeds
to step S1006, at which the speech synthesizer 212 executes
speech synthesizing processing to generate a voice pattern
corresponding to the response text generated by the text
generator 211. Thas 1s followed by step S1007, at which the
voice input/output unit 207 execute voice mput/output pro-
cessing to convert the digital voice wavelorm generated by
the speech synthesizer 212 to an analog signal and output the
analog signal from the speaker 112. Control then returns to

step S1001.
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Dialog of the kind shown 1n FIG. 13 can be realized as a
result of the foregoing processing. In the case illustrated,
information “Who are you?” and “Where are you operating
the camera from?” have been registered beforchand as
requests for client information.

Further, 1n the case of FIG. 13, the response by voice 1s
obtained only in regard to the client possessing the control
privilege. However, since there 1s the individual possessing
the camera control privilege and individuals who are merely
observing video, an arrangement may be adopted in which
responses are obtained in regard to each of these individuals.
For example, 1in response to the question “Who are you?”,
the user names of all connected clients may be given in
response by voice. In regard to the question “Who 1s
operating the camera?”, the response would be the user
having the control privilege.

In this embodiment, the camera system 1s configured to

accept voice input at all times. However, an arrangement
may be adopted in which a voice input button 1s provided
and a voice mput 1s accepted only while the voice 1mput
button 1s being pressed.
Though the information shown in FIG. 12 has been stored
in this embodiment, the camera server may be equipped with
information such as the pronunciation of this information
(1.e., with a dictionary file for generating pronunciation). In
general, the users on the network need not use their real
names. It 1s desirable, therefore, to adopt an arrangement in
which a user 1s allowed to enter his or her real name and the
pronunciation thereof, 1n addition to the network user name,
when a connection 1s made to the camera server. This may
be mformation obtained by sampling speech.

Though an example in which a voice inquiry 1s answered
by voice 1s 1llustrated above, the method of responding 1s not
limited to voice. An arrangement may be adopted 1n which
a response 1s displayed on the display screen. (In this case,
it would be necessary for the display unit of the camera
server to be at a position close to the camera.)

Further, the request for client information 1s not limited to
a request by voice. The request may be made by operating
the keyboard or mouse or a switch or remote controller
provided at a suitable location (e.g., on the camera or
speaker).

Thus, 1n accordance with this embodiment, as described
above, an individual on the side shot by the camera is
capable of ascertaining the individuals who are observing
the video taken by the camera and the individual who 1s
controlling the camera.

Second Embodiment

In the first embodiment described above, text that answers
with the name of the user or machine controlling the camera
1s generated. However, an arrangement may be adopted 1n
which the response 1s the object that the camera 1s shooting.
For example, in response to a question “What are you
shooting?” regarding what a client 1s looking at, the answer
might be “The camera 1s shooting in the direction of the
door.” Such an example will now be described as a second
embodiment.

In order to implement this, video taken within limits 1n
which shooting orientation and zoom magnification are
capable of being changed 1s synthesized beforehand on the
side of the camera server and the reading (pronunciation) of
cach object within these limits 1s registered by the camera
server 1 advance.

The range over which the camera can be moved will be
defined first. Consider the range over which the shooting
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orientation of the camera unit 102 can be changed. Let the
range of panning angles be —50° (leftmost extreme) to +50°
(rightmost extreme), and assume that the panning angle can
be controlled/designated over 32 steps. Let the range of tlt
angles be -20° (lowermost extreme) to +20° (uppermost
extreme), and assume that the t1lt angle can be controlled/
designated over 16 steps. Assume that zoom can be con-
trolled/designated over 16 steps from 1 (maximum field
angle=mimmimum magnification) to 16 (mimmum field
angle=maximum magnification). In order to express the
above 1n the form of numerical values that are easy for a
computer to handle, the following equations are adopted, 1n
which P represents the panning angle, T the tilt angle and Z
the zoom value:

P=-50+(100-1)/31 I=0, 1, 2, . . . , 31
T=-20+(40-J)/16 J=0, 1,2, .. ., 15
Z=k+1 K=0,1,2,...,15

By employing the above-mentioned definitions, the
parameters I, J, K that constitute the angles can be expressed
by integral value that start with O.

As aresult, 1t 1s possible to store a three-dimensional array
of 32x16x16 values as data indicating any object being shot
by the camera 1n conformity with the camera parameters.
FIG. 14 illustrates an example i which this three-dimen-
sional array 1s expressed by 16 planes using zoom as a
reference.

Numerical data has been stored at portions corresponding
to the individual cells of each plane. A table 1n which what
1s being indicated 1s represented by each numerical value 1s
registered beforechand in the manner shown 1n FIG. 15.

FI1G. 16 1llustrates an example of data representing objects
shot by the camera when the zoom value 1s “27.

By utilizing this data, this embodiment can be 1mple-
mented by an operation similar to that indicated by the
flowchart of FIG. 10 according to the first embodiment. In
a case where what 1s being shot 1s sought in the request for
client information at step S1004 in FIG. 10, reference 1s
made to the orientation information (panning and tilt angles)
from the orientation information storage area 204 and to the
zoom value from the optical parameter storage areca 202 at
the text generating processing step S1005. For example, i
P=20, T=20, Z=2.0 hold, reference 1s had to the values that
have been stored in the three-dimensional array of FIG. 14.
If a value 1s “2”, reference 1s had to the table of FIG. 15 and
it 1s judged that “Door” 1s being shot by the camera.
Accordingly, the text “The camera 1s shooting the door™ 1s
generated.

A case 1 which numerical data of a plurality of types 1s
detected 1n the photographic field of view 1s also possible.
The possibility rises 11 the field angle 1s reduced. That 1s, the
smaller the zoom magnification, the wider the field angle
and, hence, the greater the possibility. In view of these
circumstances, text 1s generated for each type of numerical
value. For example, text “The camera 1s shooting the door,
the desk, . . . ” would be generated.

The method of outputting the generated text may be by
voice or display 1n a manner similar to that of the first
embodiment. The information that triggers instructions to
generate the text may be provided by a keyboard, mouse,
switch or remote controller, etc., in the manner described 1n
the first embodiment.
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Third Embodiment

In the case of the second embodiment, the output of
generated text 1s not limited to the side of the camera server;
the text may be output by an output unit (speaker or display
device) provided on the client side. An arrangement may be
adopted 1n which when a user on the client side cannot tell
what an object appearing 1n displayed video 1s, the user
designates this portion of the display using a mouse or the
like, transmits the designated position to the camera server
and receives mformation concerning the object, whereby the
user 1s notified (by voice or display) of what the object 1s.
The server 1 such case defines, as coordinate space, the
photographic field of view decided by the shooting orien-
tation (panning and tilt angles) and zoom magnification of
the camera unit shooting the object at this time, extracts the
numerical value that corresponds to the object located at the
position specified based upon the coordinates sent from the
client, and commumnicates information that 1s based upon this
numerical value to the client.

The user interface of the client 1n such case 1s as shown
in FIG. 17, by way of example. The interface has a window
1700 for displaying video from the camera server. The
window 1700 has a camera video display area 1701 on
which a scroll bar 1702a for changing tilt angle and a scroll
bar 1703a for changing panning angle are displayed. The
scroll bar 1702a has a scroll box 17026 displayed at a
position corresponding to the present tilt angle, and the
scroll bar 1703a has a scroll box 17035 displayed at a
position corresponding to the present panning angle. By
operating these scroll bars and scroll boxes using a mouse
cursor, the angles of the camera server can be changed.
However, the change can be made only by a client that has
the control privilege. If a client not possessing the control
privilege performs the above-mentioned operations, there 1s
no actual response.

A control panel 1710 1s provided with a field 1711 for
displaying the name of the connected camera server (enter-
ing the name of the camera server here causes the connection
to be made to the camera server), a button 1712 for request-
ing acquisition of the control privilege, and a button 1713 for

relinquishing the control privilege. A volume dial 1714 1s for
controlling the camera iris, and volume dial 1715 1s {

for
setting the zoom magnification. The dials 1714, 17135 func-
tion only when the control privilege has been acquired.

-

T'he items 1700 to 1715 are stmilar 1n the first and second
embodiments described above.

-

The third embodiment differs from the first and second
embodiments in the provision of a *“?” button 1716. The
button 1716 1s capable of being operated regardless of
whether the client possesses the control privilege. When the
button 1716 1s clicked on using the mouse, the cursor
changes to one having a question mark, as indicated at 1717
in FIG. 17. If a desired position 1n the display area 1701 1s
clicked on under these conditions using the question-mark
cursor, information regarding this designated position 1n the
display area 1701 1s communicated to the camera server.

Since the camera server 1s aware of the present camera
panning angle, tilt angle and zoom magnification, 1t 1s
capable of calculating which position 1s being indicated by
the client. As a result of this calculation, information (a
character string) relating to the particular object 1s extracted
from memory and a character string 1s created by the camera
server 1n a manner similar to that of the second embodiment.
The camera server transmits this character string to the
client, where 1t 1s displayed on the client’s display unait.
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In a case where voice 1s used as the method of reporting
information on the client side, it 1s desired that the camera
server transmit phonetic symbols serving as the pronuncia-
tion of the object designated by the server. (In the case of
voice data, the amount of information will be large.) Accord-
ingly, 1t 1s desired that the client side also be provided with
means for generating a voice signal based upon the phonetic
symbol information supplied. If the information need only
be displayed on the display screen, then it will sutlice for the
camera server to merely transmit character codes corre-
sponding to the designated object.

Fourth Embodiment

In the first embodiment, means of inputting/outputting,
sound, such as the microphone 111 and the speaker 112, are
provided to the camera server. However, these means may
be provided to another terminal except a terminal which 1s
used for operating the camera connected to the camera
server. Thus, user of the other terminal can know which
client displays image shown 1n FIG. 17 and operates the
camera connected to the camera server. The foregoing
embodiments have been described for a case where the
optical parameter storage area 202, orientation information
storage arca 204 and client information storage area 210 are
reserved in the RAM 106 and the optical parameter storage
area 302 and orientation information storage arca 304 are
reserved 1n the RAM 118. However, the present invention 1s
not limited to this arrangement, for any storage medium may
be used to implement these areas.

In regard to assigning the camera control privilege, it 1s
described 1n the first embodiment that when one client has
acquired the control privilege, the privilege 1s not given to
another client as long as the privileged client does not
relinquish the control privilege or break the connection.
However, the present invention 1s not limited to this arrange-
ment. For example, an arrangement may be adopted in
which the maximum period of time the control privilege 1s
assigned to one user 1s set. Then, when this period of time
clapses, the control privilege 1s given to the next client 1n a
queue. Alternatively, the control privilege may be assigned
in regular order to users (who have been registered in
advance) among a group thereof whose level allows them to
be given the control privilege.

Further, in the foregoing embodiments, a camera, hard-
ware for controlling the camera, hardware for the connection
to the network and voice input/output equipment are
required on the side of the camera server, and hardware for
implementing the above 1s required on the client side as
well. However, the basic functions can be realized by a
general-purpose information processing apparatus such as a
workstation or personal computer. In other words, such an
information processing apparatus can be made to execute a
program for performing the above-mentioned operations.

According to the embodiment, a video camera for gen-
erating moving-image information 1s used as an example of
the 1image sensing means. However, this does not impose a
limitation upon the present invention because the image
sensing means may be a flat-head scanner or a video camera
that generates still images. In the case of the flat-head
scanner, the scanner 1s used in combination with an auto-
matic document feeder and a page of a document scanned 1s
selected. Communicating the selected page number to a
client would correspond to commumnicating information
relating to an object in the present invention.
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The Internet or a local network may be the network. In
other words, there 1s no limitation upon the type of network
that can be used.

It goes without saying that the invention 1s applicable also
to a case where the object of the mvention 1s attained by
supplying a storage medium storing the program codes of
the software for performing the functions of the foregoing
embodiments to a system or an apparatus, reading the
program codes with a computer (e.g., a CPU or MPU) of the
system or apparatus from the storage medium, and then
executing the program codes.

In this case, the program codes read from the storage
medium 1mplement the novel functions of the foregoing
embodiment, and the storage medium storing the program
codes constitutes the invention.

Further, the storage medium, such as a floppy disk, hard
disk, optical disk, magneto-optical disk, CD-ROM, CD-R,
magnetic tape, non-volatile type memory card or ROM can
be used to provide the program codes.

Furthermore, besides the case where the atoresaid func-
tions according to the embodiments are implemented by
executing the program codes read by a computer, 1t goes
without saying that the present mvention covers a case
where an operating system or the like running on the
computer performs a part of or the entire process 1n accor-
dance with the designation of program codes and imple-
ments the functions according to the embodiments.

It goes without saying that the present mvention further
covers a case where, after the program codes read from the
storage medium are written 1n a function extension board
inserted nto the computer or 1n a memory provided 1n a
function extension unit connected to the computer, a CPU or
the like contained 1n the function extension board or func-
tion extension unit performs a part of or the entire process
in accordance with the designation of program codes and
implements the function of the above embodiments.

Thus, 1 accordance with the present invention, as
described above, 1t 1s possible to obtain information which
identifies a client that 1s being transmitted video taken using
image sensing means. In particular, by using voice as means
for reporting information, 1t 1s possible to achieve reporting
that 1s 1deal for a user interface.

Further, 1n accordance with another aspect of the present
invention, an object that 1s being 1imaged can be ascertained.

As many apparently widely different embodiments of the
present mvention can be made without departing from the
spirit and scope thereof, 1t 1s to be understood that the
invention 1s not limited to the specific embodiments thereof
except as defined in the appended claims.

What 1s claimed 1s:

1. A server for controlling a plurality of clients, said server
comprising;

a control device, adapted to (a) select at least one client
which has a privilege for controlling an 1mage sensing
device remotely, (b) prohibit unselected clients from
controlling the 1mage sensing device while the selected
client 1s controlling the 1image sensing device, and (c)
enable the unselected clients to receive video informa-
tion captured by the image sensing device;

a voice input unit, adapted to input a voice of a user which
1s not one of the clients but an object being captured by
the 1mage sensing device;

a recognition unit, adapted to recognize the voice mnput by
said voice input unit; and

a notification device, adapted to notily the user as the
captured object, as to which client 1s selected for
controlling the image sensing device and which clients
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receive the video information captured by the image
sensing device, when said recognition unit recognizes
a voice pattern which represents a request for informa-
tion about the clients from the voice mput by said voice
input unit.

2. A server according to claam 1, wherein the image
sensing device 1s a camera having a two-dimensional 1mage
sensing device.

3. A server according to claim 1, wherein control of the
image sensing device includes optical control and orienta-
tion control.

4. A server according to claim 1, wherein information
notified by said notification device includes user names of
the clients.

5. A server according to claim 4, wherein said notification
device notifies by voice.

6. A server according to claim 1, wherein said notification
device notifies by voice.

7. A method of controlling a plurality of clients, said
method comprising:

a control step, of selecting at least one client which has a
privilege for controlling an image sensing device
remotely, prohibiting unselected clients from control-
ling the 1mage sensing device while the selected client
1s controlling the 1mage sensing device, and enabling
the unselected clients to receive video information
captured by the 1mage sensing device;

a voice 1mput step, of iputting a voice of a user which 1s
not one of the clients but an object being captured by
the 1mage sensing device;

a recognition step, of recognizing the voice mput in said
volice 1nput step; and

a notification step, of notifying the user as the captured
object, as to which client 1s selected for controlling the
image sensing device and which clients receive the
video 1information captured by the i1mage sensing
device, when said recognition step recognizes a voice
pattern which represents a request for information
about the clients from the voice mput 1n said voice
iput step.

8. A method according to claam 7, wherein the image
sensing device 1s a camera having a two-dimensional 1mage
sensing device.

9. A storage medium storing program code executing a
method of controlling a plurality of clients via the commu-
nication medium, said program code comprising:

code for a control step, of selecting at least one client
which has a privilege for controlling an 1mage sensing
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device remotely, prolibiting unselected clients from
controlling the 1mage sensing device while the selected
client 1s controlling the 1mage sensing device, and
enabling the unselected clients to receive video infor-
mation captured by the image sensing device;

code for a voice mput step, of iputting a voice of a user
which 1s not one of the clients but an object being
captured by the image sensing device;

code for a recognition step, of recognizing the voice input
in said voice mput step; and

code for a notification step, of notifying the user as the
captured object as to which client 1s selected for
controlling the 1image sensing device and which clients
receive the video information captured by the image
sensing device, when said recognition step recognizes
a voice pattern which represents a request for informa-
tion about the clients from the voice input 1n said voice
iput step.

10. A storage medium according to claim 9, wherein the
image sensing device 1s a camera having a two-dimensional
image sensing device.

11. A system comprising at least one client, and a server
for controlling the at least one client, said server comprising:

a control device, adapted to (a) give the at least one client
a privilege for controlling an image sensing device
remotely, (b) prohibit unprivileged clients from con-
trolling the 1image sensing device while the privileged
client 1s controlling the 1image sensing device, and (c)
enable the unprivileged clients to receive video infor-
mation captured by the image sensing device;

a voice input unit, adapted to input a voice of a user which
1s not one of the clients but an object being captured by
the 1mage sensing device;

a recognition unit, adapted to recognize the voice imnput by
said voice input unit; and

a notification device, adapted to notily the user as the
captured object, as to which client 1s selected for
controlling the image sensing device and which clients
receive the video information captured by the image
sensing device, when said recognition unit recognizes
a voice pattern which represents a request for informa-
tion about the clients from the voice input by said voice
input unit.

12. A system according to claim 11, wherein the image

sensing device 1s a camera having a two-dimensional 1mage
sensing device.
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