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(57) ABSTRACT

Disclosed are a system, method, and program storage device
implementing the method, of data fusion, wherein the
method comprises determining pre-launch data affecting a
flight of a self-sensing air-bursting ballistic projectile, the
projectile comprising a plurality of independent data sen-
sors; predicting a trajectory path of the projectile based on
a target location of the projectile; calculating trajectory path
errors based on the predicted trajectory path; generating
in-thght data from each of the data sensors; combining the
in-thght data into a single time-series output using a fusion
filter; tracking a trajectory position of the projectile based on
the single time-series output, pre-launch data, and the tra-
jectory path errors; comparing the tracked trajectory path
with the predicted trajectory path; analyzing the in-tlight
data to gauge successiul navigation of the projectile to the
target location; and self-guiding the projectile to the target
location based on the trajectory position.
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Figure 1(a)

Determining pre-launch data affecting a 100
flight of a self-sensing projectile.

110

Predicting a trajectory path of the projectile
based on a target location of the projectile.

Calculating trajectory path errors based on 120
the predicted trajectory path.

Generating in-flight data from each of the 130
data sensors.

Combining the in-flight data into a single 140
time-series output.

Tracking a trajectory position of the
projectile based on the single time-series 150
output, pre-launch data, and the trajectory
path errors.

Comparing the tracked trajectory position 160
with the predicted trajectory path.

Analyzing the 1n-flight data to gauge

successful navigation of the projectile to the 170
target location.
Self-guiding the projectile to the target 180

location based on the tracked trajectory
position.
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Figure 1(b)
Determining a target range and target
altitude location for the projectile.

Predicting a trajectory path of the projectile
based on the target range and altitude 210
location.

Determining initial conditions data
afftecting the projectile prior to launch.

Calculating trajectory path errors based on
the target range and altitude location, the
predicted trajectory path, and the initial
conditions data.

230

Generating in-flight sensor output data
generated by each of the data sensors.

250

Combining the in-flight sensor output data
1nto a single time-series output calculation.

Determining a trajectory flight position of
the projectile based on a combination of the 260
initial conditions data, the single time-series |
output calculation, and the trajectory path
€ITOTS.
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SYSTEM AND METHOD FOR IN-FLIGHT
TRAJECTORY PATH SYNTHESIS USING
THE TIME SAMPLED OUTPUT OF
ONBOARD SENSORS

GOVERNMENT INTEREST

The invention described herein may be manufactured,
used, and/or licensed by or for the United States Govern-
ment.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The mvention generally relates to sensor systems, and
more particularly to systems and methods of attaining data
fusion from sensor suites onboard ballistic projectiles.

2. Description of the Related Art

Withun this application several publications are referenced
by Arabic numerals within brackets. Full citations for these
and other publications may be found at the end of the
specification immediately preceding the claims. The disclo-
sures ol all these publications 1n their entireties are hereby
expressly incorporated by reference into the present appli-
cation for the purposes of imndicating the background of the
invention and 1illustrating the general state of the art.

For application to small/medium caliber, air bursting
munitions, for which neither Global Positioning System
(GPS) based location sensors nor height-above-ground
(HOB) proximity sensors are practical, there 1s an acute need
for both an accurate range-sensing fuze during direct fire
use, and for an accurate altitude-sensing fuze during large-
target-range barrage use. This need arises from the sensitive
dependence of lethality upon the range and altitude errors 1n
burst point location for the direct fire and barrage cases,
respectively. Conventional fuzing methodology use a com-
puted nominal trajectory simulation, based upon nominal
iitial/Met (meteorological) conditions, to determine either
a time-to-target or a turns-count-to-target value which 1s
communicated to the projectile betfore firing. The onboard
sensor, timer or turns-counter, merely serves as a gauge as
to when this value has been reached by the projectile. The
breadth of non-trivial range-error sources and altitude-error
sources makes 1t diflicult, however, to obtain highly accurate
range or altitude predictions using only a single fuze sensor,
such as a timer or an ambient electric/magnetic field sensor
to count turns of the spin-stabilized projectile.

In exterior ballistics the trajectory of a projectile 1s
defined to be a complete prescription of its rigid body
motion (six degrees of freedom) as a function of time
starting at gun exit. Three of the degrees of freedom deter-
mine the projectile’s center-of-mass momentum vector and
the other three determine the projectile’s angular momentum
vector about the center-of-mass. As the projectile’s mass and
moment of inertia are presumed known, this 1s equivalent to
knowing the combined histories of its velocity vector and
angular velocity (spin) vector. Assuming that the gun’s
location and the projectile’s 1nitial orientation are known,
the center-ol-mass position vector and orentation for the
projectile for subsequent times can hence also be deduced.
The in-thght prediction of all or part of this information, or
information derived thereof, 1s a problem of paramount
importance for military applications. The synthesis of such
information from the output of one or more sensors onboard
the projectile constitutes trajectory self-sensing, or onboard
ballistic navigation.
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One of the uses of trajectory sensing 1s as a feedback to
an active guidance control system for correcting the flight
path of the projectile so that 1t accurately reaches 1ts target
destination. In the absence of an active guidance control
capability, onboard ballistic navigation can still be utilized
for either fuze-sensing or the (inverse) problem of 1inferring
projectile aerodynamic coeflicients from (field test) sensor
output data. The term “fuze-sensing” 1s meant to convey
unguided projectile trajectory self-sensing for the special-
1zed purpose of gauging the attainment of a targeted trajec-
tory condition by the projectile during 1ts flight, the attain-
ment of which signals projectile detonation. This targeted
condition 1s usually chosen so as to maximize the lethality
of the detonation. Impact delay and point detonation are the
two contact-sensing fuze modes, which do not require
knowledge of the projectile’s trajectory. Excluding these
modes, trajectory self-sensing further specializes to the role
of air burst fuze-sensing. Air burst fuze-sensing, in turn, can
be further subdivided into direct fire and indirect fire appli-
cations, the direct fire case typically being that of nearly
straight trajectories with small gun elevations.

Airburst lethality for targets under direct fire 1s much
more sensitive to range error than 1t 1s to either altitude or
deflection error. It 1s hence more optimal with respect to
lethality to sense range as a target condition than it 1s to
sense either altitude or deflection. Sensors currently used for
air burst range sensing can be divided into two classes. In the
first class sensors directly probe their environment by send-
ing/receiving signals (typically RF signals), as 1n the case of
proximity sensors, or they receive man-made signals from
known, “friendly” sources such as GPS satellites. Active
sensors are included 1n this class. Sensor suites from this
class usually have the advantages of direct measurement of
projectile (relative or absolute) position and high accuracy.
However, these sensors do have their disadvantages as well
including that the dependence of these sensors upon external
signals means that they are susceptible to jamming, hence a
backup fuze-sensing system 1s advisable. Also, clutter (such
as tree canopies) can reduce the reliability of proximity
sensors or hinder projectile tracking.

In addition, small volume, shape-conformity, low unit
cost, gun ruggedness (high acceleration tolerance), and low
power consumption constraints on the onboard sensors and
their associated electronics severely limit the options avail-
able for in-flight trajectory sensing, and hence range-sensing
in particular. The severity of these constraints grows dra-
matically with the inverse of the caliber of the munition(s),
the smallest caliber munitions having the most severe con-
straints. These constraints tend to preclude the use of sensors
from this first class 1n many small/medium caliber muni-
tions. On the other hand, passive sensors, such as acceler-
ometers and turn counters (for spin stabilized munitions) do
not suiler from these deficiencies. However, trajectory infor-
mation must be indirectly inferred from their output.

Numerous factors determine the trajectory path that a
particular projectile takes for a given round within a par-
ticular occasion. For example, parameter values represent-
ing the projectile’s iherent aerodynamic/mechanical
response (mass, moments of inertia, various drag coefli-
cients, etc.) influence the trajectory. They arise from the
projectile’s geometry, design, manufacturing process, and
the influence of 1ts immediate environment during its tlight.
Met (meteorological) data such as air pressure, air tempera-
ture, wind velocity humidity, and possibly their local spatial
distributions (down-range data) hence also determine the
particular trajectory taken. Finally, mmitial condition data
such as gun location, quadrant elevation, gun azimuth,
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muzzle exit velocity magnitude, and initial spin rate alto-
gether aflect the trajectory as well. These latter two are
related by:

muzzle exit velocity magnitude (m/s)

imtial spin rate (Hz) =c¢ '
barrel twist (cal/rev)

where

1000 (mm/m)

caliber of munition (mm/cal) |

T

Target data, such as slant range to target and target
clevation are used to determine quadrant elevation and
possibly gun azimuth, and hence can be considered as
pre-conditional to the mitial condition data. Two common
trajectory simulation models'*! with wide usage are the full
6-dof (degree of freedom) model and the 4-dof modified
point mass (MPM) model.

However, three of the biggest causes of differences
between trajectory predictions for a given model and actual
test tlight trajectories arise from (1) the lack of accurate,
flight-test-corrected aerodynamic data in the model; (2)
inaccuracy/uncertainty of Met/initial-condition data in the
model; and (3) the limitations of the model 1tself. For a given
occasion, a fire control computer will measure/sense as
much of the baseline information as 1s practical for that
particular gun system, so that some of the pre-flight-deter-
mined components of the projectile’s tlight are known to
within various error measurement tolerances. The fire con-
trol computer will presume/estimate the remaiming pre-tlight
baseline data and the downrange data that it needs in order
to compute a unique nominal (baseline) trajectory that, by
definition, passes through both the targeted range and tar-
geted altitude simultaneously for that occasion. It may also
correct the gun azimuth of the nominal trajectory for wind,
predicted drift (end-of-flight deflection), etc. as well. If the
fire control computer were omnipotent then there would be
no computational errors, so that the actual trajectory taken
by the projectile would match that of the computed nominal
trajectory. Moreover, ballistic navigation would then be
deterministic, so that there would be no need for sensors
onboard the projectile. Unfortunately, the actual trajectory
taken by the projectile differs from the computed nominal
trajectory mainly due to diflerences between the measured
projectile flight and the actual projectile thght.

Furthermore, conventional range sensing methods are
generally based upon the use of the pre-flight-computed
nominal trajectory and the in-flight measurement of a
“gauge variable” 1n order to determine when the targeted
range value has been attained by the projectile. A gauge
variable 1s a variable that quantitatively gauges the progress
of a projectile along all, or some portion of, its trajectory
path. As an example, if a given trajectory 1s divided 1nto two
pieces at the pomnt of maximum altitude then the pre-
maximum altitude constitutes a separate gauge variable from
the post-maximum altitude. Time 1tself 1s the most obvious
and basic global gauge variable. In fact, the conventional
passive range sensing methods consists of an onboard timer
gauging the attainment of a predetermined time-to-target
value (estimated from the nominal trajectory).

Conventional methods of range sensing generally monitor
agreement between the evolving, in-tflight-measured value
of a gauge variable and that fixed value of the gauge variable
corresponding to the targeted range value, as computed from
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the nominal trajectory. When agreement 1s indicated, a “fire”
signal 1s generated to initiate detonation. The main ditler-
ence between these methods 1s 1n the choice of the gauge
variable. However, a problem that may occur with conven-
tional approaches 1s that the nominal trajectory, upon which
they depend, may be significantly in error due to the
accumulated effect of numerous error sources. Efforts to
correct this, for example, currently consist of singling out
one of the major sources of error, such as the statistical
variations 1n muzzle exit velocity magnitude, and minimiz-
ing its ellects.

Conventional range sensing methods can be mathemati-
cally expressed as follows: for timing, 0*=t*, where 0* 1s the
target gauge value and t 1s the time varniable with t=0 at the
ogun exit. For turns counting, 0*=1TC*, where TC is the turns
count starting from TC=0 at the gun exit. For corrected
timing, 0*=(V,___/V__ Jt*, V__ 15 the nominal muzzle
exit velocity magnitude, V. . 1s the actual (measured)
muzzle exit velocity magnitude, and t* 1s the time-to-target
for ordinary (uncorrected) timing. For time-turns hybrid,
0*=TC* 1t R,,, ., 1s 1n the supersonic portion of the nominal
trajectory, where R ., 1s the target range. If R, ., 15 in the
subsonic portion of the nominal trajectory, then one mea-
sures 0=TC until 0=TC, ,_,, at which point 0 resets to 0=0t
(the measured elapsed time from the transition at 0=TC, )
until reaching the final target value 0*=ot*=t*-t, . ,, where
1C,, , and t,, , are the turns count and time, respectively, at
Mach one (M=1) and where t* 1s the time-to-target-range
(all three as determined by the nominal trajectory). The
pre-tlight computed values for TC,,., and ot* would be
passed to the projectile. For a 1D accelerometer, 8%*=(] | ac-
cel)*, where [ [accel is the twice time-integrated value of the
acceleration component along the projectile’s major axis,
the corresponding muzzle exit velocity component from the
nominal trajectory being used as one of the constants of
integration, wherein 1t 1s assumed that the accelerometer 1s
at the projectile’s center-of-gravity. With these range sensing
methods, the onboard sensor generally acts as a gauge of 0
values with the onboard signal processor acting as a sentinel

waiting for the value 0=0* to be attained.

One of the concepts of fuze-sensing 1s that of deciding
in-thght from sensor readings when the projectile has
attained a condition of maximum lethality with respect to 1ts
detonation location. This 1s approximately achieved by
monitoring the progression of the value of a particular gauge
variable so as to determine when this value has attained a
pre-established value. The particular gauge variable used for
this purpose, denoted here as 0, , ,, 1s chosen so as to
approximately maximize lethality sensitivity with respect to
perturbations (errors) 1n 0,_,, , about an optimal detonation
value ot [0,,,,.:] 0,00 Which 1s pre-established by targeting
data. Practically, 0, ., , could represent range, altitude, or
perhaps something more sophisticated. Unfortunately, there
1s usually no single sensor, which can directly measure the
value ot 0, _,, ,. To remedy this, the conventional practice 1s
to 1stead monitor the progress of another gauge vanable,
denoted here as 0., .., whose value can be measured
directly (or with reasonable signal processing) from sensor
output. Given suflicient targeting data, a value {for
101001l targer 18 Pre-computed, a nominal trajectory 1s deter-

mined, and the value:
=nominal trajectory value O at which

[ esensc} r'] targel SEeHSOF

0, i O%enatl targe: 1s then pre-computed and passed to the

projectile. The fuze subsequently determines when the con-
dition:

6 &

sen sor‘] measured [ sens ar] fargel
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has been attained during tlight. As previously indicated, the
problem with this standard practice 1s that when the above
condition 1s actually attained one usually has a significant,
NONZEro error:

|ef€rhaf_ [eferhaf]rarger|}0

due to the difference between the nominal (pre-computed)
trajectory and the actual trajectory taken by the projectile. A
common strategy to remedy this 1s to choose O sO as to

SEHRSOF

be msensitive to the largest source of error for 0, ., ..

Ultimately, there are two main 1ssues pertaining to range
sensing accuracy that are not addressed by any of these
methods individually. First, not only are there many error
sources leading to a significant cumulative range error, but
a significant number of them are each individually signifi-
cant contributors to range error. Second, sensing a gauge
variable merely to detect a target value 1s a waste of valuable
information, and using onboard resources merely as a sen-
tinel 1s a waste of computing potential. In fact, the significant
increases in computing power and decreases 1n unit cost and
s1ze that have occurred in digital signal processors (DSP)
and central processing units (CPU) have vastly increased
in-thght computing potential. This potential has largely been
unexploited 1n conventional range sensing strategies. There-
tore, due to the limitations of the conventional systems and
methods, there 1s a need for a novel projectile trajectory
tracking methodology, which overcomes the above-identi-
fied deficiencies of the conventional methods.

SUMMARY OF THE INVENTION

In view of the foregoing, an embodiment of the invention
provides a method of data fusion and a program storage
device readable by computer and implementing the method
of data fusion, wherein the method comprises determining
pre-launch data affecting a flight of a self-sensing projectile,
the projectile comprising a plurality of independent data
sensors; predicting a trajectory path of the projectile based
on a target location of the projectile; calculating trajectory
path errors based on the predicted trajectory path; generating,
in-thght data from each of the data sensors; combining the
in-thght data into a single time-series output; and tracking a
trajectory position of the projectile based on the single
time-series output, pre-launch data, and the trajectory path
errors. The method further comprises comparing the tracked
trajectory position with the predicted trajectory path; ana-
lyzing the 1in-tlight data to gauge successiul navigation of the
projectile to the target location; and self-guiding the projec-
tile to the target location based on the tracked trajectory
position.

The pre-launch data comprises range wind data, cross-
wind data, temperature data, and pressure data. Moreover,
the target location comprises a target range and a target
altitude location. The step of combining occurs 1n a fusion
filter. The data sensors comprise any of a timer operable for
generating time data and corrected time data of the projec-
tile, a turns counter operable for generating magnetic turns
count data of the projectile, and an accelerometer operable
for generating acceleration data of the projectile. Further-
more, the pre-launch data, the target location, predicted
trajectory path data, and trajectory path error data are
transmitted to the projectile from a fire control computer
remotely located from the projectile prior to launch. Addi-
tionally, the projectile comprises any of air bursting muni-
tions, ballistic munitions, and unguided munitions. Also, the
self-sensing projectiles comprise fuze-sensing projectiles.
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Moreover, the self-sensing projectiles comprise range sens-
ing, altitude sensing, and a combination of both. The step of
combining in-flight data produces a collective prediction of
the trajectory position as a function ol time-from-launch,
and the step of combining in-tflight data also comprises a
fusion of time-sampled outputs from an arbitrary suite of the
data sensors, wherein the time-sampled outputs comprise a
time-labeled, finite sequence of real numbers for a pre-
determined set of unique time sample values.

Another embodiment of the invention provides a method
for tracking a trajectory position of a fuze-sensing projectile,
wherein the method comprises determining a target range
and target altitude location for the projectile, wherein the
projectile comprises a plurality of data sensors; predicting a
trajectory path of the projectile based on the target range and
altitude location; determining 1nitial conditions data aflect-
ing the projectile prior to launch; calculating trajectory path
errors based on the target range and altitude location, the
predicted trajectory path, and the imitial conditions data;
generating in-tlight sensor output data generated by each of
the data sensors; combining the 1n-flight sensor output data
into a single time-series output calculation; and determining
a trajectory flight position of the projectile based on a
combination of the initial conditions data, the single time-
series output calculation, and the trajectory path errors.

In another embodiment, the ivention provides a system
for tracking a trajectory position of a fuze-sensing projectile
comprising means for determining pre-launch data affecting
a flight of the fuze-sensing projectile, the projectile com-
prising a plurality of mdependent data sensors; means for
predicting a trajectory path of the projectile based on a target
location of the projectile; means for calculating trajectory
path errors based on the predicted trajectory path; means for
generating 1n-flight data from each of the data sensors;
means for combining the in-flight data into a single time-
series output; and means for determining a trajectory posi-
tion of the projectile based on the single time-series output,
pre-launch data, and the trajectory path errors. The system
turther comprises means for comparing the trajectory posi-
tion with the predicted trajectory path; means for analyzing
the in-tlight data to gauge successful navigation of the
projectile to the target location; and means for self-guiding
the projectile to the target location based on the trajectory
position.

Generally, the mvention 1s a method for the in-flight
fusion of time-sampled outputs from an arbitrary suite of
onboard sensors into a collective prediction of projectile
position as a function of time-from-launch. The performance
of this sensor fusion capability 1s superior, 1n terms of
accuracy and robustness, to that arising from any one
particular individual sensor within the onboard suite. The
method 1tself 1s independent of the number of, or nature of,
the sensors 1n the suite. In particular, the invention makes
only the minimal assumption that the ultimate (possibly
signal-processed) output of each sensor comprises a time-
labeled, finite sequence of real numbers for a pre-determined
set of unique time sample values. One of the many appli-
cations of the invention 1s the fusion of a suite of onboard
fuze sensors 1nto an accurate range-sensing fuze, an accurate
altitude-sensing fuze, or both. Moreover, the invention pro-
vides for the reduction in the amount of data transferred to
the ground by the fire control computer for each occasion,
and/or for using pre-computed, stored results to reduce/
climinate the computational/information-transier burden
placed upon the fire control computer. Obviously, this could
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be useful for future systems, as well as for retrofits to

existing/older systems, which were not originally designed
with the invention 1n mind.

The invention indicates that combining the output of
several independent fuze sensors lead to both improved
accuracy and greater robustness, thus overcoming limita-
tions of conventional fuze-sensing methods. Numerous
Monte Carlo simulations testing the validity of the invention
indicate that the invention can both make use of, and
improve upon, current timer and GMR (giant magnetoresis-
tance) magnetometer sensor technology. As MEMS (micro
clectromechanical systems) accelerometer and other sensor
technologies mature for gun rugged use, they can easily be
added to existing onboard sensor suites. As such, the inven-
tion can then be used to combine the sensors’ time-series
outputs into a single, collective time-to-detonate decision
that 1s even more robust and accurate than before.

In addition to these small/medium caliber benefits, the

invention provides potentially cheaper, more compact, non-
jammable, low power alternatives to existing fuze sensors
even for large caliber munitions. For example, a GPS based
fuzing system, which can be jammed, may be replaced by a
collection of cheaper, non-jammable sensors (timing, turns
counting, etc.) whose collective fuzing performance 1s made
comparable to that of GPS by application of the invented
method. Similarly, the conventional HOB (height above
ground) proximity sensor, which 1s jammable and also
susceptible to premature detonation due to tree clutter, may
also be replaced by a collection of cheaper, smaller, non-
jammable sensors, which are accurate even for ground
targets within dense {forests. Moreover, the invention
accounts for and corrects multiple error sources simulta-
neously. Additionally, the invention provides an accurate
longer range (1500 m and beyond) range-sensing and/or
altitude-sensing fuze which also satisfies the practical con-
straints associated with small/medium caliber, air bursting
munitions.

The sensor fusion output of the invention may be used as
an accurate range-sensing fuze for direct fire use, altitude-
sensing fuze for barrage use, and/or dual-use fuze that
combine both capabilities. As the method itselt 1s 1ndepen-
dent of the number of, or nature of, the onboard sensors, it
can form the basis of a universal fuze design for all calibers
of munitions, a long sought goal of the munitions fuze
community. The invention has the potential use in the
determination of aerodynamic coetlicients from in-flight
sensor data for prototype munitions during field tests. Also,
the invention may be used as a trajectory path sensor for use
in active tlight control/correction as well. In general, the
method 1s useful for any application that requires the accu-
rate sensing ol projectile position as a function of time-
from-launch.

These, and other aspects and advantages of the invention
will be better appreciated and understood when considered
in conjunction with the following description and the
accompanying drawings. It should be understood, however,
that the following description, while indicating preferred
embodiments of the invention and numerous specific details
thereol, 1s given by way of illustration and not of limitation.
Many changes and modifications may be made within the
scope ol the mvention without departing from the spirit
thereotf, and the invention includes all such modifications.
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8
BRIEF DESCRIPTION OF THE DRAWINGS

The mvention will be better understood from the follow-
ing detailed description with reference to the drawings, 1n
which:

FIG. 1(a) 1s a tlow diagram 1llustrating a preferred method
of the invention;

FIG. 1(b) 1s a flow diagram illustrating an alternative
method of the invention;

FIG. 2 1s a graphical 1llustration of experimental results
achieved according to an embodiment of the invention;

FIG. 3 1s a graphical illustration of experimental results
achieved according to an embodiment of the mmvention;

FIG. 4 1s a graphical 1llustration of experimental results
achieved according to an embodiment of the imnvention;

FIG. 5 1s a graphical illustration of experimental results
achieved according to an embodiment of the invention;

FIG. 6 1s a graphical 1llustration of experimental results
achieved according to an embodiment of the invention;

FIG. 7 1s a graphical 1llustration of experimental results
achieved according to an embodiment of the invention;

FIG. 8 1s a graphical 1llustration of experimental results
achieved according to an embodiment of the invention;

FIG. 9 1s a block diagram according to an embodiment of
the invention; and

FIG. 10 1s a system diagram according to an embodiment
of the mvention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS OF THE INVENTION

The invention and the various features and advantageous
details thereotf are explained more fully with reference to the
non-limiting embodiments that are i1llustrated 1n the accom-
panying drawings and detailed in the following description.
It should be noted that the features illustrated 1n the drawings
are not necessarlly drawn to scale. Descriptions of well-
known components and processing techniques are omitted
so as to not unnecessarily obscure the invention. The
examples used herein are mntended merely to facilitate an
understanding of ways i which the invention may be
practiced and to further enable those of skill in the art to
practice the invention. Accordingly, the examples should not
be construed as limiting the scope of the mvention. Refer-
ring now to the drawings, and more particularly to FIGS. 1
through 10, there are shown preferred embodiments of the
invention.

FIG. 1(a) i1llustrates a flow diagram for a method of data
fusion, wherein the method comprises determining 100
pre-launch data affecting a flight of a self-sensing projectile,
the projectile comprising a plurality of independent data
sensors; predicting 110 a trajectory path of the projectile
based on a target location of the projectile; calculating 120
trajectory path errors based on the predicted trajectory path;
generating 130 1n-flight data from each of the data sensors;
combining 140 the in-flight data mto a single time-series
output; and tracking 150 a trajectory position of the projec-
tile based on the single time-series output, pre-launch data,
and the trajectory path errors. The method further comprises
comparing 160 the tracked trajectory position with the
predicted trajectory path; analyzing 170 the mn-flight data to
gauge successiul navigation of the projectile to the target
location; and selt-gumiding 180 the projectile to the target
location based on the trajectory position.

The pre-launch data comprises range wind data, cross-
wind data, temperature data, and pressure data. Moreover,
the target location comprises a target range and a target
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altitude location. The step of combining 140 occurs 1n a
fusion filter, which may comprise a computer processed
algorithm for combining the outputs of the various different
sensors. The data sensors comprise any of a timer operable
for generating time data and corrected time data of the
projectile, a turns counter operable for generating magnetic
turns count data of the projectile, and an accelerometer
operable for generating acceleration data of the projectile.
Furthermore the pre-launch data, the target location, pre-
dicted trajectory path data, and trajectory path error data are
transmitted to the projectile from a fire control computer
remotely located from the projectile prior to launch. Addi-
tionally, the projectile comprises any of air bursting muni-
tions, ballistic munitions, and unguided munitions. Also, the
self-sensing projectiles comprise fuze-sensing projectiles.
Moreover, the seli-sensing projectiles comprise range sens-
ing, altitude sensing, and a combination of both. The step of
combining 140 in-flight data produces a collective predic-
tion of the trajectory position as a function of time-from-
launch, and the step of combining 140 1n-flight data com-
prises a fusion of time-sampled outputs from an arbitrary
suite of the data sensors, wherein the time-sampled outputs
comprise a time-labeled, finite sequence of real numbers for
a pre-determined set of unique time sample values.

Another embodiment of the mvention illustrated in the
flow diagram of FI1G. 1(5) provides a method for tracking a
trajectory position of a fuze-sensing projectile, wherein the
method comprises determining 200 a target range and target
altitude location for the projectile, wherein the projectile
comprises a plurality of data sensors; predicting 210 a
trajectory path of the projectile based on the target range and
altitude location; determining 220 imtial conditions data
allecting the projectile prior to launch; calculating 230
trajectory path errors based on the target range and altitude
location, the predicted trajectory path, and the initial con-
ditions data; generating 240 in-flight sensor output data
generated by each of the data sensors; combining 250 the
in-thght sensor output data into a single time-series output
calculation; and determining 260 a trajectory tlight position
of the projectile based on a combination of the mitial
conditions data, the single time-series output calculation,
and the trajectory path errors.

According to the invention, for fuze-sensing, the output
from multiple onboard sensors are fused, or integrated, into
a single common prediction of the projectile’s trajectory
during flight, rather than separated as in conventional
designs. In addition, all data collected by the fire control
computer 1s preferably utilized 1n this common prediction as
much as practical. A realistic analysis of this problem 1s
preferably statistical in nature 1n the sense that output from
the onboard sensors exhibits noise and perhaps bias during
tlight. The high-g stress levels encountered during launch
can cause bias 1n some or all of the onboard sensors, even
if such bias were absent prior to launch. This implies that the
sensor/measurement model 1s generally stochastic. At the
same time, however, the “process model” for predicting
trajectories 1s stochastic as well. In this case, however, the
stochastic nature of this “process” cannot be modeled simply
as an additive white process noise, as 1s commonly done 1n
signal processing.

As further discussed below, the essence of the fuze-
sensing problem 1s the difference between the conventional
computed nominal trajectory, which 1s based upon the
nominal (baseline) estimated knowledge and the actual
trajectory followed by the projectile, which 1s determined by
the actual instance of the projectile’s tlight that occurred for
that round. The components of a projectile’s flight comprise
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all of the Met and pre-flight data required to uniquely and
deterministically predict the trajectory of a specific round.
The underlying reason for this diflerence between the pro-
jectile’s estimated tlight and the actual tlight 1s statistical in
nature. Given a particular gun system and 1ts associated
ammunition, there are gun-to-gun, lot-to-lot, and round-to-
round (within lot) statistical variations. In the primary case
of interest, that of a military combat scenario, there are
additional occasion-to-occasion and round-to-round (within
occasion) statistical variations as well'*). In contrast, the
sensor measurement noise occurs entirely within the flight of
any given round. Some aspects of this noise, however, can
vary from round-to-round.

Onboard ballistic navigation 1s viewed abstractly as a
system with uncertain system parameter values, denoted by
the random wvariable I, whose state evolution 1s to be
determined by non-redundant (preferably multi-modal and
orthogonal) sensor readings 1n the presence of sensor noise
and bias. Estimation methodology hence would appear to be
a promising approach to sensor fusion for this case. A
straightforward application of sequential estimation theory
to this problem, using an extended or “unscented” Kalman
filter~>! or a particle filter!”! as possible examples, requires,
inter alia, the online, real-time 1mplementation of a trajec-
tory simulation model. Conventional kinematic models!®
commonly used 1n tracking and navigation may be inad-
equate for modeling ballistic trajectories, at least when used
in conjunction with the medium-caliber, passive sensor
suites.

As previously indicated, the evolution of gun-rugged,
onboard DSP/CPUs (digital signal processors/central pro-
cessing units) for medium caliber munitions has been char-
acterized by tremendous 1ncreases in computing power and
decreases 1 unit cost and size. However, these onboard
devices may be mcapable of computing real-time solutions
to such highly nonlinear ballistic trajectory models contain-
ing uncertain system parameter values. Any application of
estimation methods to this problem must consider the con-
straint of limited online computational capability. As such,
current DSP/CPU technology does allow for some online
(onboard) computation and signal processing for medium
caliber munitions, making sensor fusion according to the
invention a feasible solution. Therefore, the invention oflers
a practical estimation approach to this problem by providing
for a sharing of the total computations between the online
DSP/CPU and the oflline, more powertul fire control com-
puter. The bulk of the computations are preferably per-
formed on the offline computer prior to any online compu-
tations. Such an approach, which 1s provided by the
invention, 1s only limited by the amount of information that
can be passed from the fire control computer to the projectile
during the dwell time between {firings.

With sequential estimation methods currently precluded,
batch estimation''®! methods logically appear to be a natural
alternative. With few exceptions, traditional batch estima-
tion methods, such as Maximum A Posterionn (MAP) esti-
mation, Maximum Likelihood Estimation (MLE), Minimum
Mean Square Error (MMSE) estimation, Least Squares (LS)
estimation, and Weighted Least Squares (WLS) estimation
>=°l are a posteriori in their approach to the problem;
wherein the bulk of the computations (optimization process)
must be performed after the sensor output values have all
been obtained. They are hence 1rrelevant as solutions to the
above-identified problems except in the cases of either linear
MMSE (LMMSE) or linear LS/WLS.

For these two exceptions, however, the difference
between the “prior” and the current estimate for the state
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variables/parameters 1s the “filter gain™ (or weighting)
matrix (right) multiplied by the measurement residual vec-
tor. The “prior” state variable/parameter estimate, the asso-
ciated measurement prediction, and the “filter gain” matrix
can all be a priori computed ofiline, independent of the
sensor measurements. These two methods are hence poten-
tially adaptable as a prior1 batch estimation methods for
which the bulk of the computations are performed ofiline,
prior to any online computations, without knowledge of the
sampled sensor output values. There are at least three
problems with traditional linear LS/WLS estimation, how-
ever. First, the formulation of LS/WLS 1n terms of a “filter
gain” (or weighting) matrix requires a linearization''”! of
both the process and measurement models. As such, the use
ol linearized models 1s restrictive for this application. Sec-
ond, an unbiased noise 1s assumed. Bias 1n the sensor output
1s an 1mportant factor however. In fact, the bias values are
typically unknown prior to launch, so adjustments for them
must be made during flight. Third, the flexibility 1n control-
ling the signal-to-noise ratio 1s limited to tuning the weight
values 1n the WLS method. Theretfore, these considerations

leave LMMSE estimation as the most viable of the two
traditional a prior1 batch estimation methods. Thus, the
sensor fusion filter provided by the invention includes
LMMSE as one of a complementary pair of methods that
together constitute a complete solution to the trajectory
estimation problem.

According to the mathematical models 1implemented by
the invention, some parameters are first defined. Let the Met
and aerodynamic/mechanical response data be collected
together as the components of a column-vector denoted
generically by the variable symbol €2 that 1s, the components
of € consist of the intrinsic aerodynamic/mechanical
response parameter values for the specific munition and the
Met parameter values. Similarly, let the initial condition data
be collected together as the components of a column-vector

denoted generically by the variable symbol {J. The param-
eter values contained 1n €2 determine the coeflicients for the
differential equations governing the projectile’s motion and
also the data required to compute the aerodynamic forces
and moments applied to the projectile during its flight. The

initial condition data YJdetermines a unique solution to the

differential equations governing the projectile’s flight. In a
first [1] definition I' 1s defined by:

O (1)
“{U}

so that all of the (pre-tlight and down-range) data required
to umquely determine the trajectory of a specific round
within a given occasion form the components of the column-
vector I'. The trajectory 1s mathematically fully prescribed
as the solution to a set of coupled, nonlinear first order
ordinary differential equations and their initial conditions for
the components of u(t), t=0. They are abstractly and generi-
cally denoted here by:

du (2)
37 = AL, u, 1) for r > 0

uw(0)=C(U), (3)
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where A and C are known. By definition, each u(t) uniquely
determines the canonical 6-dof (degrees of freedom) ngid
body motion of the projectile as a function of time-from-
gun-exit t, generically denoted by the six-component vector
function:

gl.)=B(u), (4)

where B 1s a known operator. The dependence of g upon I
1s explicitly represented, wherein this dependence arises
from the dependence of g upon the sub-vectors of I given

by €2 and Y. There 1s no input vector for equation (2) as
active guidance control feedback has been precluded from
the analysis.

If I' denotes the projectile’s flight, then 1',* 1s the mea-
sured/estimated data used to compute the nominal trajectory.
Moreover, a first [1] definition provides that if ® 1s an
operator such that:

O(l",)=O[g(I',1)] (3)
1s a real scalar-valued function 0 which 1s bijective (one-to-
one and onto) 1n 1ts t dependence for te[a, b], then O 1s the
gauge variable for 1 for the interval [O(1, a), (1", b)] and &
1s the gauge extraction operator associated with the gauge
variable 0. A global gauge variable 1s one for which 0(1, t)
1s byjective for te[0, b] for any b<oo.

This defimition for gauge variable implies that there 1s a
w(I’, 0) such that u(I', 0(1', t))=t for te[a, b]. The progression
of g(I', wI’, 0)) along the trajectory can hence be “gauged”
by the value of 0 over the interval [0O(I, a), O(I", b)] as an
alternative to being gauged by t over [a, b].

The sensor fusion problem for onboard ballistic naviga-
tion 1s a special case of the more general problem of sensor
fusion subject to the constraint of limited online computa-
tional resources. In order to define the parameters of the
invention mathematically, 1t will be useful to 1mtially for-
mulate the sensor fusion problem and 1ts solution 1n general,
generic terms. In order to do this, a sensor model definition
1s required in addition to equations (1) through (4).

A second [2] definition provides that: Associate with a
particular choice of sensor suite a known sensor suite
extraction operator X which extracts the sensor measure-
ments from g of equation (4). The N_ components of:

sIC.0=2[g(T, )+ (@) (6)
are the (possibly processed) real scalar output functions of
time that a particular sensor suite would produce, where the

stochastic process /MV(t) represents the sensor suite noise
vector. One of the objectives of the sensor fusion solution of
the invention 1s the online estimation of the function p_(I,
t) sampled at the times tel, cD_ given the values of s
sampled at the times tel,,. This desired information is
extracted from g by some known, user-chosen extraction
operator Tt as:

Pl 0)=m[g(L,7)] for teD,, (7)

where p.. has freal-valued, function-of-time components.
The a prior1 user-chosen set 1,, generically denotes M

Ay

unique, finite real numbers (time values). Similarly, the a

prior1 user-chosen set L.generically denotes K unique, finite
real numbers (time values).

In addition to the process and sensor models, the mven-
tion 1s based, in part, upon the following parameters: (1) I
the value of I 1s exactly known, then equations (1) through
(4) are accurate; (2) Obtaining g from equations (1) through
(4) given I, 2Z[g(I, t')] given g, or w[g(I', t')] given g are each
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impractical online (onboard) computations. In contrast, they
are each assumed to be readily computed offline; (3) a
reasonable amount of offline computational results can be a
prior1 communicated to the online computer, but no ongoing
communication for t>0 1s allowed. Quantification of what
constitutes “reasonable” will depend upon the bandwidth
available for the a priori offline/online communication, as
well as other implementation-dependent parameters; (4) The

sensor noise Mis additive, as 1s indicated by equation (6); (35)
A prior distribution 1s known for the random variable I from
which 1t can be sampled 1n the Monte Carlo sense; (6) A

prior distribution 1s known for the stochastic process Airom
which 1t can be sampled (as functions of time) 1n the Monte
Carlo sense; and (7) The Monte Carlo sampling of I' and

Nreferred to above, respectively, are independent of one
another.

The estimation computations of the imnvention ultimately
take the form of an optimization process. In order to
uncouple the optimization process of the invention’s esti-
mation method from the sensor output values so that the
computations can be performed prior to the measurements,
the space of possible sensor output vectors 1s decomposed
into (the direct sum of) two subspaces. One subspace has an
a priort known structure and comprises a discrete subset
whose elements are estimated/filtered by the invention’s
method. These elements are, like the “particles” 1n a particle
filter, obtained by a Monte Carlo draw, a process which 1s
known 1n the art. The optimization process comprises of
mimmizing the component of the sensor output vector
belonging to the other subspace by minimizing the corre-
sponding projector operator itself.

Moreover, the sensor fusion filter provided by the inven-
tion comprises two complementary sub-methods: First, as
one asymptotically approaches the real-time fire control
computer capability limit of large numbers of Monte Carlo
trajectory simulations, on the order of thousands or more, a
prior1 batch LMMSE estimation 1s viable. Second, as one
asymptotically approaches the real-time fire control com-
puter capability limit of small numbers of Monte Carlo
trajectory simulations, on the order of tens or less (I, =35 for
example), a prior1 batch Monte Carlo interpolation estima-
tion provided by the invention should be used.

The following development 1s based upon the observation
that interpolation in the appropriate function space ulti-
mately allows for all of the sensor fusion filter computations
that are impractical for the online computer to be performed
a prion1 by the offline computer. The mathematical devel-
opment of the filter 1s expedited by a few mathematical
preliminary definitions and results.

According to the invention, the filter process 1s analogous
to an “interpolation” 1n function space in the sense that the
resulting filter exactly estimates the chosen interpolation
“points” (functions). Moreover, the invention 1s somewhat
analogous to the 1dea of using trial functions in a collocation
weighted residual method!'****! for which the trial functions
interpolate the collocation points. The iterpolation “points™
are chosen by a Monte Carlo draw since the resulting points
are concentrated more 1n those regions of the function space
associated with a greater probability of actual occurrence.
This leads to a more eflicient interpolation for a given
number of points. As these “points™ are reminiscent of the
“particles” in a sequential particle filter”, the invention can
also be loosely thought of as a “particle” interpolation filter.
The approach provided by the invention has the advantage

that the “prior” distributions assumed for I' and Addo not
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have to be exact; they only have to be accurate enough to
distribute the interpolation “points” efliciently. The follow-
ing preliminary definitions aid in defining the set of inter-

polation “points”.

A third [3] definition provides that: Let rbe an indepen-
dent and 1dentically distributed (1.1.d.) Monte Carlo sample
from the distribution for I' corresponding to each je{l, . . .

J,}. Similarly, let Abe an independent and identically dis-
tributed (1.1.d.) Monte Carlo sample from the distribution for

Ncorresponding to each je{l, . .. ] }. Let I';* denote the
nominal trajectory. The value of:

J=J+J, (8)

must be chosen such that the constraint:

J+1ENM. (92)

1s satisfied, where N_and M_ have been defined above. Let

g(r, t) be the solution to equations (1) through (4) for I',* for
each je{0, . . . ], }. Define:

o={N;...N...N;} (10)

so that ~vis the jth column of o. The set of sensor nterpo-
lation points 1s defined as:

S,={s,=2[g(T *1)]+0blbeR! and je{o, . . ., T, (11)

where Ris the set of real numbers and R’ denotes the set
of all real (constant) J x1 matrices. The online estimate p_
for p,, given the values of any s,eS, sampled at the times
tel, ,, 1s required to give the exact result:

p=T/&(L %, 1)] (12)
In comparison with equation (6), the ob term of equation
(11) 1s seen to approximately model the sensor suite noise

V.

The sensor fusion filter as provided by the invention
includes the construction of more complex operators from
the composition ol simple operators, so that the resulting
mathematical structure 1s both concise and algebraic. The
development hence continues with the preliminary descrip-
tion of the basic operation of time sampling, which 1s
formally defined as an operator as follows.

A fourth [4] defimition provides that: Let A generically
denote an NxM matrix whose components are each real-

valued functions with domain DcR, where Ris the set of
real numbers. For a given finite set generically denoted by
Yx <D such that y,={T,, ... 7T, ... Tg} satisfies T, <T,<T,<T,
the time sampling operator A(y ) 1s defined such that:

(AT (13)

Alyp[AD] =4 A7) ¢

A(L)

\ A

describes 1ts operation upon A, the result being a KNxM

constant matrix. The operator D(%) 1s similarly defined as:
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(ATHY) 0 ... 0 ) (14)

0 AT) ... 0O
DiolA®l =4 . . . L

A(L)

A

In equation (14) the diagonals of each of the (block-diago-

nal) submatrices< (%) coincides with the diagonal of the
resulting global matrix only 1if N=M. Using the above
definitions, 1t follows that:

AE) [ 0A (D) ]=aAEe)[A(0)] (15)

AN A(0)+B(D)]=A%) [A(D+A K [B(D)] (16)

AR A0B(1)]=DE)[A(1)|A %) [B(0)] (17)
hold for any conforming matrices A and B, where a denotes
an arbitrary constant scalar. As a useful special case, equa-
tion (17) reduces to

AN A(0)BI=AKe)[A(D]B (18)

whenever B 1s a constant matrix.

With the addition of a few more preliminary definitions,
the following protocol establishes one of the principal
results of the sensor fusion filter development according to
the invention. Define:

GE){E[g®.1)]. . . E[g(;%1)]. . (19)

E[g(T*;,1)]}

so that E[g(0,*, t')] 1s the jth column of G(E), where E 1s a
geNeric extractlon operator, an example being E—mx for &
from equation (7). For E—=X from equation (6) as the
extraction operator 1 equation (19), define:

H(H~{G(Z)o} (20)

so that G(2) and o from equation (10) are (block) subma-
trices of the matrix H(t), whose columns are functions of
time. The matrix Q 1s defined by:

o= (Jg+l)O(Jg+l)}{JH} (21)

where the I and O of equation (21) are the (J_+1)x(J +1)
identity and (J +1)xJ, zero submatrices of Q, respectively.
The constant matrix A 1s defined as:

A=A(LG[H] (22)

for A from Definition [4], I,, from Detinition [2], and H from
equation (20). If equation (9) and:

rank[A]=/+1 (23)

are satisfied, so that A 1s full rank and the set of left inverses
of A given by:

L={ANATA=L., ) (24)
1s not empty, then each estimate f)ﬂ for p_. given by:

Pe{W(m)s W (m)ev(m) and s,€S;} (25)
satisfies equation (12), where:

V) ={GM)QRAU, ) Kel} (26)

1s the set of estimation operators and S; 1s defined by
equation (11). Moreover, if s€S,, then:
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;= E[g(rj_lf — +0b (27)
=GL)e; +0b
)
b
is true for some je{0, . .., ] g} and some beR*', where the
(J+1)x1 matrix e; 1s defined by:
- 1 for the jth row (28)
= { 0 otherwise.
For each W(m)ev(m)
(29)

¥(m)s ; = G(?T)QALQ{IH

= G(:fr)QALA{fw { }

_.H—l

_ G(H)Q{ |

results from the use of equation (26) with equations (27),
(18), (22), (24), (21), and (19) with (28), in the order given.
Each f)ﬂ from equation (25) hence satisfies equation (12) by
equation (29).

The above rules show that the interpolation “points” of
the third [3] definition (1.e., Definition [3]) are exactly
filtered. It 1s hence reasonable to assume that 1t J, and I, are
cach large enough to interpolate both the sensor signal and
noise, respectively, to a sulli

iciently high degree, then the
estimates p_ should accurately retlect the “interpolated part™
of the sensor output s.

The question naturally arises as to whether there 1s a
“non-interpolated part” of the sensor output s, which 1is
inaccessible to the estimation process of the filter. These
issues are formally investigated and quantified next. In
answering the question as to which particular matrix of the

set £ should be used 1n the estimation process, 1t turns out
that a natural choice 1s the one which minimizes, in some
sense, the “non-interpolated part” of the sensor output s. The
following equations establish the next principal result of the
sensor fusion filter development according to the invention;
that the sensor output s can be formally decomposed into an
“interpolated part” and a “non-interpolated part”. The rules
provide a definition of the sets:

H~{HalacRI171)

(30)

Y={HA A5 AL L) (31)
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for H given by equation (20). For each P=HA*A(%. )e’¥ and

corresponding estimation operator W(w)=GRQ AA(l,,), for
the same A”,

p2-p (32)

Ps=s for every seH (33)

A5 \P=ANAA L) (34)

W () P=Wn) (35)
so that P 1s idempotent by equation (32). In addition,

S, CH (36)

for S, given by equation (11). This can be proved by
considering equations (27) and (28), where:

for the particular chosen 7 and b. For generic constant
conforming B,

Al IHB] = Aliy )IH]B (37)

= AB

results from the use of equation (18) and then equation (22),
and for each Pe?Y

PHB = HA*A(Iyy)[HB] (38)

= HAYAB

= Hb

results from the use of equations (31), (37), and (24), in the
order given. The case B=a 1n equation (38) proves equation

(33) and the case B=A"A(I a)IHB] 1n equations (38) and
(37) proves equations (32) and (34), respectively. Using
equation (34) and then equation (24) 1n
P()P=G(m)QA"A(4P leads to W(m)P=G(m)QA“A(4;, and

hence to equation (35). Each Pe?Y 1s a projector whose range

#fcontains S;, the interpolation “points”. Any sensor suite
output s can hence be uniquely decomposed as:

s=Ps+(I-P)s (39)

for a gitven Pe Y. For the estimation operator W(rt) previously
described, equation (35) leads to W(m)(I-P)=0, so that the
information in the (I-P)s component of s does not contribute
to the estimate p_. It is hence reasonable to interpret the Ps
component of s as the “interpolated part” of s and the (I-P)s
component of s as the “non-interpolated part” of s. As the
information 1n (I-P)s 1s lost 1n the estimation process, 1t 1s
desirable to minimize this component of s as much as
possible.

As the bulk of the computations must be deferred to the
offline computer, which will not have access to either s or 1ts
time sampled values, the minimization of (I-P)s 1s prefer-
ably carried out 1n a manner which 1s independent of s or 1ts
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time sampled values A(l,,) [s]. One can adopt the strategy
of approximately minimizing (I-P)s by directly minimizing
A(I,)I(I-P)s]. The time sampled values ot (I-P)s take the
form:

ALy II-P)s]=(I-AX )ALy )[s] (40)
because of equation (34), so that mimimizing A(I,, )[(I-P)s]
corresponds to minimizing (I-AA”) in some sense over the
clements of fof equation (24). This can be done ofiline
without reference to either s or A(I,, )[s].

In the general case, a standard appsroach to minimization
by way of an optimization process 1s to define a real-valued
“cost Tunction” for measuring the “size” of that which 1s to
be mimmized. According to the invention, 11 one has access
to a strictly convex!"* function which satisfies a fifth [5]
definition (i1.e, Definition [5]) then the above rules indicate
how such a cost function can be constructed from 1t for use
in finding a unique A* which minimizes (I-AA”").

Definition [5] provides that: Let f: RV R where

Ris the set of real numbers, be a strictly convex function for
which:

AXH)ZAX) for all XeRVSMoNMs (41)

with a prior1 known values of X* and 1(X*). The pTOperty[14]

SX)=AX = X=X (42)

tollows from the strictly convex property of 1. According to
the invention, Let £: F—R be defined by:

F (A a, - ANE+XF)=fLXC%) for each Alel (43)

where 1 satisfies Defimition [5], A 1s given by equation (22),
and f1s given by equation (24). Moreover, the functional

F1s strictly convex, 1t satisfies F >0, and it attains F=0 only
when (I-AA“)=0. Furthermore, the (I-AA“)=0 condition
can only be achieved for square, nonsingular A.

A sixth (6) definition (1.e., Definition [6]) provides that:

For some given f satisfying Definition [5], let ATe£ denote
the unique value for which:

F(AH=F (AD) for all AfeLl (44)
where Fhas been previously defined above. Define:
W (0)=G(m)QATA,,) (45)

as that extraction operator W'(m)ev(m) of equation (26)

corresponding to Afef The value AT satisfying Definition
[6] 15 the one that 1s to be used in the estimation process by
way of WT(n).

With regard to the special case of least squares nterpo-
lation, as both an example and an important special case of
possible 1’s satisfying Defimition [5], the Frobenius matrix
norm' "™’ denoted by fiX)=|[X||» for a generic matrix X, has
the usual norm property that X*=0 and {(X*)=0. The value
AT satisfying Definition [6] for this particular case!'>! is that
of the pseudo-mnverse of A. It 1s best known for 1ts use 1n
least squares solutions. In particular, the least squares solu-
tion x to the problem Ax=y for nxm matrix A and nx1 matrix
y with nZm is given by Ay, where AT is the pseudo-inverse
of A. Similarly, the weighted least squares choice 1(X)
=|BX|| ~ for some fixed, nonsingular matrix B allows one to
“tune” the filter by a prior1 adjusting the values of the
components of B to be used in the filter so as to minimize
the signal-to-noise ratio approprate to the application.

Essentially, the above-generated ofiline computations and
online input provides the mathematical means of meeting
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one of the goals of the filter, according to the invention,

which 1s the online estimation of the £K  values of AT, [p,]
given the M Ny values ot A(l,,)[s] for the known time
sample Values of T, and1,,. The estimation of the values for
Alg[p,] can be found by apphcatlon of AT, to p. =¥ (m)s
for the estimation operator ¥ () from equatlon (45). Thas
results 1n:

ATk )P, ] = ATk ¥ (7)s]

= AT )GmQAT ALy )[s]]

= A(Tg )[GmIQAT ALy, )[s]

upon use ol equation (18). The estimate A(TKS)[E;JI] can
hence be directly related to the sensor output values A(l,,)

[s] by:

AT [Prl= AU ls/ (46)
upon defining the constant K xM N. matrix
D () =A (T )[G(m)] QAT (47)

With a prionn knowledge of ®(x), I,,, and T, from the
oflline computer, the online computer can hence Ssample the
N sensor suite output values at each of the I,, time values,
and matrix multiply these by ®(x) as 1n equatlon (46) so as
to obtain the discrete relation for p_ given by the compo-
nents of A(Tx )| 0] versus the components of T,

As far as the needs of the online computer are Concerned
the main task of the ofiline computer 1s to compute the
matrix ® (). A summary of the steps for this computation 1s
as follows:

1. Start with the following as given: I, , and T, (and hence
M. and K ), the nominal trajectory I',* from Definition [3].
2 and N for the sensor suite from Definition [2], determin-
1stic equations (1) through (4) for g(I1', t) given a value of I,
I, and J, from Definition [3] satisfying equations (8) and (9),
the target extraction operator m from equation (7), an 1
satistying Definition [3], and “prior” distributions for I' of

equation (1) and Aol equation (6)

2. Obtain i.i.d. Monte Carlo samples I'* for jeq1, . . .
and nfor je{l, . .. ] } as in Definition [3].

3. Form o according to equation (10) of Definition [3].

4, Solve equations (1) through (4) for g(I',*, t) for each
€0, ... I},

5. Apply z to g(I'*, t) for each je{0, . . . I }, as in G(Z)
from E—=X 1n equation (19). Sample the results, along with
o of step 3, at the time values of I,, according to equations
(20) and (22) so as to obtain A. The computed A preferably
conforms to equation (23).

6. Apply m to g(I';*, t) for each je{0, . . . ]}, as in G(r)
from E—m 1n equation (19). Sample the results at the time
values of T so as to obtain the matrix A(T )[G(m)].

7. Solve for AT as prescribed 1n Definition [6], so that
equation (44) 1s satisfied, for the A computed 1n step 5.

8. Compute ®(m) by equation (47) using AT from step 7
and A(TK) [G(m)] from step 6, noting that QAT is the matrix
comprising of the first J +1 rows of AT. This value for ®(m),
along with I, and Tg, are passed on to the online computer.

As mentioned, the above iterations of rules, properties,
and parameters serve to provide the mathematical expres-
s1ons of implementing a sensor fusion filter according to the
invention. Next, the sensor fusion filter 1s applied to the
concept of fuze-sensing according to an embodiment of the
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invention. Moreover, according to the mvention, fuze-sens-
ing comprises gauge variable sensing. Additionally, the
fuze-sensing approach provided by the invention may be
extended to further specializations such as range sensing,
altitude sensing, or any other type of fuze-sensing.
Essentially, a preferred solution 1s to apply the sensor
fusion filter of the invention to solve the gauge variable
measurement problem previously identified. The online
application of Monte Carlo interpolation to the gauge vari-
able sensing problem can be summarized as follows,
wherein the Monte Carlo interpolation technique according
to the invention 1s the preferred technique: Let O, ., , denote

the extraction operator for 0,_,, , as defined by equation (5)
in Definition [1]. Take:

f—1

63 etheal

Pr—

=0 50

so that 0, , , 1s to be estimated by the filter. The online
computer onboard the projectile then computes the time-to-
target t,,,.., using the tollowing method:

1. Obtain the pre-computed values for ®(0, ., ), 1,,,Tx,
and [0 from the fire control computer prisor to
firing.

2. Sample the N sensor suite output values at each of the
I,, time values so as to obtain A(I,,)[s].

3. Matrix multiply the values obtained in step 2 by
D(O ;1,1 50 as to obtain ATz )[0,04,0: /=P (O e,0) AL, 8]
where 0,_, . 1s the estimate for O,_, ..

4. Compute a spline it ¢ using the values from step 3 such
that:

Zerhaf] target

P[O10mai(T)]=T; for each T,eA(Tx) (48)
are exactly 1nterpolated where the value
fez‘haf(T JEACT 20 701.] corresponds to TeA(Tx ).
J. Evaluate the spline from step 4 to obtain Uarger P
[6 leth af] target*

The projectile 1s set to detonate when the condition t=t
has been attained during flight.

The above method may be extended to the case of an
arbitrary [0, ;areer INSt€ad ot t, ., but there are several
reasons for not doing so. In the first place, a timer 1s readily
available for all but the smallest caliber munitions. Another
advantage 1s that a “corrected timing” version of the above
method 1s available for the case where muzzle exit velocity
magnitude 1s directly measured for each round. In this case,
the correction of the “corrected timing” method previously
described 1s applied to t*=t,, ., wheret,, . 1s computed by
the steps listed above.

Engineering considerations for the gun system under
consideration constrain at least some of the parameter values
required by the offline method summarized above. This
applies 1n particular to the values ot I,, and T, J, and J,
from Definition [3], and N from Deﬁnltlon [2] The most
severe of the constraints on these values i1s that associated
with the fire-control/projectile communication bandwidth,
but the projectile’s processor speed, 1ts memory capacity,
and the sensor suite design influence these ofiline parameter
values as well. In order to quantily these constraints, one
must first estimate the amount of information that 1s to be a

prior1 communicated to the projectile 1n step 1 of the online

method as #=1 1n this case, the total information required by
D(O,, .41 18 KM N numbers. In general, the sets 1,, and
1'% would requlreM andK numbers, respectively. Usually,,

rargel
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however, each of these sets comprises a regular sequence of
numbers that can be easily reconstructed from just a few
parameter values. In this case, the amount of information
required to represent the sets I,, and T, would be consid-
crably less than M +K. numbers. Let:

o= T3/ (49)
tynee =X L7 ] (50)
T =N [ T | (51)
T =X [T . (52)

The set I, 1s completely determined by the parameters M.,

t . and tmx, and b, 1f 1ts elements t, obey the recursion:
j+l_r bj lara (53)
where b, is known as the “bias” parameter''® in finite

clement meshing, which 1s not analogous to sensor bias, and
where 0, 1s determined by:

(54)

—Imin) b =1

O; by — 1

(Fmax

The right hand si1de of equation (54) approaches M ~1 (by
I’Hopital’s rule) as b,—1, corresponding to the case for
which the time Values ; are evenly distributed 1n equation
(53). Stmuilarly, the set TK 1s determined by the parameters
K., Tnins Tnacs and b_ 1f its elements T T, obey an analogous
recursion. The Values t, 1y, can be dlstrlbuted more densely
(skewed) towards either tmm or t __ depending upon the
value of b,, and similarly for the values tel, . Assuming
that the tjEI Az, Satisty equation (53) and sumlarly for T &, then
cach set 1s Completely determined by only four numbers. In
this case, the parameters b, and b_ can be thought of as
“tunable” values for the filter, that 1s, their values can be a
prior1 adjusted so as to enhance the performance of the filter.
This data compaction for I,, and T, does, however, place
the additional burden on the prOJectlle s processor of recon-
structing both time sample sets, wherein the set 1, 1s
required before any time samphng of the onboard sensors
can occur. If this additional burden 1s tolerable, then only
KMN 49 numbers are needed for the online process to
operate, including the value ot [0,,,, /14,00 G1ven the value
v for the minimum required bytes/number, the minimum
amount ol data to be transierred to the projectile 1s hence
v(IK.MNA49+h) bytes, where h 1s whatever additional
miscellaneous “overhead” or calibration information that the

fuze may require.

As I, and I, represent the number of interpolation
“points” for the sensor signal and noise, respectively, one
would expect that larger values of J, and J,, should translate
into more accurate and robust filter performance. The fire-
control/projectile communication bandwidth limits their
practical maximum attainable values, however, as quantified
by the following factors:

1. The value of N 1s fixed by the choice of sensor suite.

2. Signal-to-noise requirements typically constrain the
number of time samples M. 1n I, , to values well above the
mathematically possﬂ:)le minimum indicated by equation

(9). With N fixed for a given sensor suite, a realistic relation
between MS and J=J +], 1s:

MN=k(J+1) (55)
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where K>1 1s a factor with typical values of 1.5, 2 or 3,
wherein a value of k=2 1s used in obtaining the results
achieved by the invention.

3. As the values of T, are used 1n the 1n-flight construc-
tion of the spline ¢ for Step 4 of the online method, one must
choose K. to be just large enough for ¢ to accurately
compute the time-to-target (time-of-burst) target, and no
larger. An assumed value of K~9 1s used in obtaining the
results achieved by the invention. Moreover, in the case of
altitude sensing, all of the time values of T, should be
greater than or equal to the time of maximum altitude 1n
order for the spline ¢ to produce unique time values for each
altitude.

4. The pre-fire information-transfer-rate capacity and the
projectile dwell time of the given gun system together
determine the maximum amount of information W (bytes)
that can be transferred to the projectile for that system.
Taking maximum advantage of the available capacity leads
to:

VIKMNA9+1 =W, (56)
This constraint 1s particularly severe for systems with a high
firing rate and hence small dwell time. Equation (36) limaits
the size of M and also the size ot J=J _+], by equation (55).
The values J, =35 and J,=0 are used in obtaining the results
achieved by the invention.

5. Another constraint:

VIK-MNAY+h+KAM(N+1)+8) =M (57)

arises from the memory capacity M(bytes) of the projectile.
Equation (57) represents the storage of v(K.MN +9+h)
bytes from the fire control computer, v(K +M.) bytes for the
reconstruction of the values of the sets I,, and T, , VM N,
bytes for storing the time-sampled sensor Sutput values, and
v#) additional bytes required as “overhead” in the matrix
multiplication, spline construction and evaluation, etc. of the
online method. Using a value of v=4 and J=] =35 leads to
a value of W=2.6 kB (kilobytes) for the results achieved by

the 1invention.

In addition to the above factors, which influence M., K.,
I, and I, the values of t t T and T _. are not
freely determined either.

6. The value of t . =0 should allow for the possible

online reconstruction of the sensor time sample values for
the set 1,, before sensor-output time sampling can com-
mence. Also 1t preferably allows for the possible post-gun-
exit “powering up” of certain onboard electronics and POS-
sibly for the projectile’s processor to “wake up”. The
accumulation of certain sensor signals such as timing and
turns counting should function accurately at least upon
exiting the gun. This 1s true even 1f their accumulated values
are only being sampled at later times.

7. Let ot_, . denote the post-sensor-sampling computation
time required by the projectile’s processor to compute the
time-to-target (time-of-burst) value t,, ., using the online
method previously described. The value for t_, . can be
pre-tlight-estimated, for example, by dividing an estimated
floating-point-operation (tlop) count for the all of the com-
putations 1mvolved by the projectile’s processor speed in
terms of its effective flop rate C. It 1s desirable to make:

FRIIFEY  VIax? FrITFY

| 58
(ngbc o ( )
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as small as possible, but this i1s controlled by the size of C.
A modest value of C=0.326 Mflops/s 1s assumed in obtaining
the results achueved by the ivention.

8. A relevant implementation 1ssue 1s that of terminating

the computation of g(r, t) for each je{0, . .. I } in step 4 of
the oflline method previously described above. The inven-
tion sets the trajectory simulation termination by way of a
common maximum range value (given a common target
range value), allowing the altitude to become negative if
need be. The maximum range value preferably should
exceed the target range value by a conservative amount,
such as four times the anticipated standard deviation for the
range error.

9. Predict the time-of-flight from g(r, t) for each
j€10, . . . I} and denote the largest time-of-flight value by
l.0r L€t y=1+€ denote a “safety factor” for some small

value of €=0. Take =<,,.-v,, Extrapolate the
tlight paths of all of the o
(, 1), je10, . . . I}, out to t==,,, value of y=1.1 is used in

obtaining the results achieved by the mvention.

10. Predict the time-to-target for each of the g(r, t),
j€10, . . . J,}, and denote the smallest time-to-target value by
t .. 11 altitude 1s being sensed, predict the time-to-maxi-

mum-altitude for each of the g(r, t), je{0, . .. I}, and denote
the largest of these values by t_ .. Let n=1-e* denote a
“safety factor” for some small value of € 20. Taket =t

— miob

if range sensing. For altitude sensing, take T . =nt . 1f
nt_..>t ., otherwisetaket . =t ..Next, taket =t . —
ot , ,and check thatt >t _ . A value of n=0.98 1s used 1n

obhe? riax” “min

obtaining the results achieved by the mvention.

Alternative prescriptions, which can be easily ascertained
by those skilled 1n the art, for determining the methodology
parameter values may be used. However, one of the goals of
the above prescription for the pre-flight-computed extreme
values of 1I,, and T, are that the vital conditions t +
Oty 5 <lyareer and ’l:mﬂx::”stmgﬂé’cm be conservatively met.
This 1s an engineering design judgment, but clearly the
projectile must know t,,, ... and be in a position to generate
a fire signal before the actual in-flight attainment of t
and the t
T Zlpger=T
the first place. Generally, the gun system values of W, M,
and C, along with the sensor suite design, directly determine
the particular implementation of the filter methodology and

hence 1ts performance.

targel?

value 1s preferably within the bounds
order for t to be accurately obtained in

rarget

FIIF target

Software used to generate the simulation results achieved
by the mmvention comprises the sensor fusion methodology
provided herein. The simulations conducted in connection
with the experimental testing of the invention and the
resulting comparisons to conventional sensing methods uses
] =0 1n Definition [3], so that H(t)=G(X) 1n equation (20).
This means that much of the potential “filtering” action of
the mvention’s method 1s disabled 1n the reported simulation
results. This 1s compensated for by the use of noiseless
sensor signals 1n the simulations. However, to be fair 1n their
comparison, noiseless sensor signals are used as input to all
of the competing conventional range sensing (and altitude
sensing) methods. Because the special case J =0 minimizes
W for a fixed J, by equations (8), (55), and (56), one can
view the J =0 results presented here as that corresponding to
the case of minimal mformation transfer to the projectile.
This, 1n turn, corresponds to minimal methodology pertor-
mance (1n the presence of noise) as well.

Because the fuze cannot control the trajectory, the output
of all of the range (and altitude) sensing methods 1s a single
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fire point. The sensor fusion filter methodology provided by
the invention 1s capable of estimating the entire trajectory
in-thght, so either range or altitude (or both) can be esti-
mated. In the direct-fire simulations, the invention 1s set to
estimate range, and the error in the range estimate 1s plotted
versus the target range. For the indirect-fire cases, the
methodology 1s set to estimate altitude, and the error in the
altitude (or height-of-burst (HOB)) estimate 1s plotted versus
the target range. For comparison purposes, the range errors
for the most common conventional range sensing methods
are also plotted for the range sensing cases. Similarly, the
altitude errors for the simple method of timing are also
plotted, as a benchmark, in the altitude sensing cases. It
should be recalled that the actual target, perhaps a prone
soldier, 1s at the ground altitude of 0. The term “target
altitude” refers to the targeted burst altitude.

It 1s assumed that the fire control computer computes an
optimum burst point based upon various measured values,
such as slant range to target, the optimum (up-range) setback
value and burst height relative to the ground target, the
measured target elevation, etc. This optimum burst point 1s
assumed to be the actual point at which an air burst is
desired. If any corrections for wind, driit, etc. are to be made
they are assumed to occur 1n the nominal trajectory’s nitial
conditions at the time that the proper quadrant elevation and
ogun azimuth are computed (firing table) for the given target
range. It 1s further assumed that the computed optimal burst
point, expressed 1n terms of target range and target altitude
(relative to the gun), 1s the target data passed on to the sensor
fusion filter methodology provided by the mmvention. The
nominal trajectory 1s, by definition, taken to pass through the
optimum burst point.

It 1s 1mportant to distinguish between slant range, for
example, which is the distance along a straight line from the
oun to the target, and range. The orthogonal projection of the
vector pointing from the gun to the target (optimum burst
point) onto the plane, which 1s tangent to the earth at the gun
location, establishes the direction of the positive range axis
in earth-fixed coordinates, where the origin i1s at the gun
location. Denote this as the x-axis. The tangent plane 1s an
idealized one that 1ignores local surface irregularities such as
hills; one could pragmatically define 1t as the plane whose
points local to the gun are at the same gravitational potential
as that of the gun. The component of the projectile’s location
vector along the x-axis at any given time 1s 1ts range. The
component of the optimum burst point (as a vector) along
this axis 1s the target range. The positive z-axis 1s along the
normal to the tangent plane and 1s pointing away from the
carth’s center, where the origin 1s at the gun location. The
component of the projectile’s location vector along the
Z-ax1s at any given time 1s its altitude relative to the gun. The
right-hand-rule then establishes the y-axis, that 1s, the cross
product of a unit vector along the +x-axis with a unit vector
along the +y-axis yields a unit vector along the +z-axis. The
component of the projectile’s location vector along the
y-axis at any given time 1s its deflection relative to the gun.
The component of the optimum burst point (as a vector)
along the z-axis 1s the target altitude. For trajectory cases for
which the earth’s curvature 1s significant along the flight
path, a longitude-latitude-altitude coordinate system maybe
preferable, but this 1s not the usual case for direct fire.

The results presented herein arise from an underlying
output format which 1s fundamentally based upon a Monte
Carlo simulation of a set of (4-dof MPM) trajectories for
cach chosen value of target range, the target altitude being
held fixed at some user-determined value. Each Monte Carlo
simulation set (MCSS) 1s generated by a “call” to a PRO-
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DAS (ballistic trajectory simulation) module'*!, which takes
the role of a “super subroutine”. Each MCSS consists of the
output of the simulation of x occasions with y rounds per
occasion for a total of xy+1 trajectory data outputs (written
to an ASCII text file) 1n each set, the values of x and y being
user-chosen. The first trajectory, for round O of occasion O,
1s always the nominal trajectory for that target range value.
The other trajectories follow as “occasion 1, round 17, etc

The target range values increment by Z, starting with a

target range ol Zand ending with a maximum value of Z, an
MCSS file being generated for each value. The values of

Zand 7 are also user-chosen. For each target range value, the
associated MCSS file 1s used to compute a standard devia-
tion range error (or altitude error) for each particular range
sensing (or altitude sensing) method being evaluated. There-
after, standard deviation errors are generated from the cor-
responding MCSS files by parsing the MCSS file generated
by the custom PRODAS module for each target range value.

For a given range sensing method, a subset of each MCSS
file generated 1s composed of an output for trajectories that
experience premature impact with the ground. The impacts
are premature in the sense that they occur before the fuze has
a chance to detonate “normally™ according to the particular
range sensing method. Ground impacts are not a range error
source 1n the same sense as muzzle velocity or range wind
error sources, but their effect on the standard deviation range
error for the ivention’s sensor fusion method can be much
larger than that of any of the “genuine” error sources or their
combination. Their effect on conventional range sensing
methods 1s also significant. There 1s a trade ofl between
reducing premature ground 1impacts and increasing average
burst height by increasing the target altitude, but this 1s not
only munition-specific, but probably also target-specific. For
the current simulations, 1t 1s assumed that as no range
sensing method can prevent such impacts without guidance
control capability, a fair comparison of such methods should
be on the basis of excluding premature ground impacts. This
being the case, the simulations and associated software
distinguish “premature-ground-impact” trajectories from
those that are “normal”, rendering them potentially capable
of providing statistics on each category separately as well as
in combination.

The procedure followed by the simulation code 1s sum-
marized as follows for a given target range value. For each
range-sensing method being evaluated, the “ignore-the-
ground” burst point (bp) bp=(r, d, a) and the “ignore-the-
tuze” ground impact point (gip) gip=(r,, d, a,) are both
computed for each trajectory i the MCSS file associated
with the given target range value, where r, d, and a represent
range, detlection, and altitude, respectively. Incidentally, the
r,, of gip 1s set to infinity if the trajectory never impacts the
ground for the entire tlight hlstory For those trajectories for
which r>r,, the burst point 1s replaced according to bp—gip
while “tagging” each such trajectory for which this replace-
ment was required. For each final computed burst point bp,
the square of the diflerence between the burst point range,
altitude, and deflection and the target range, target altitude,
and d,,, . ..0,m> t€SPEctively, are computed, where d, ...,
1s the deflection value for the nominal trajectory at the target
range. No pre-fire burst point deflection corrections are
made 1n the simulations. These values are additively accu-
mulated over all of the trajectories 1n the MCSS file, each
sum 1s divided by the number of trajectories, and the square
root of each result 1s taken to produce a “one sigma”
(standard deviation) range error, altitude error, and deflec-

tion error for that particular target range value. Given the
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“tagged” information, the percentage of premature ground
impacts that occurred i1s also computed. The “one sigma™
range, altitude, and detlection errors are separately accumu-
lated and computed for that MCSS file for (1) the case (three
values) where premature ground impacts are excluded; and
(2) the case (three values) where premature ground 1mpacts
are included.

For each MCSS (1.e., Monte Carlo simulation set) file, the
final output 1s a set of six “one sigma” error values, and a
percentage-ol-premature-impacts value, for each range-
sensing methodology. The accumulation of this output data
over each and every target range value can be manipulated
and sorted thereaiter. A subset of this sorted data 1s used to
produce each of the plots (FIGS. 2 through 8).

The three particular munitions studied are the 30 mm 789
(deployed) and two 40 mm prototypes, referred to as “con-
cept 12”7 and “concept 2SW”. In all cases a “standard met”
(1.e., standard meteorological) 1s assumed for the environ-
ment. A nominal muzzle exit velocity value of 1044 m/s 1s

used for both of the 40 mm cases, whereas a value of 805 m/s
1s used for the 30 mm 789 case. The PRODAS put file also
contains the “one sigma” (one-standard-deviation) values
for each of the trajectory sources ol error (perturbations
from the nominal trajectory). These represent the sources of
range error for the case of range sensing. The default values
taken from two separate sources, A and B, for these “one
sigma’ values provided by the PRODAS software are shown
in Tables 1 through 4 and can be changed by the user. These
error source random variables are taken!'”! as independent
and Gaussian with the nominal trajectory values as the mode
(most likely realization) of each variable.

TABLE 1

Occasion-to-Occasion “One-Sigma’ Error Source Values A

Gun Gun Gun Target Muzzle Ammunition
elevation Azimuth  Twist  Range Velocity Temperature
0.5 mils 0.5 muls 1.0% 0.5% 2.5 m/s 5.0° C.

lot-to-lot
TABLE 2

Occasion-to-Occasion “One-Siema”™ Error Source Values B

Alr Wind
Velocity  Drag/ Temper- Alr (range
Slope Mass Lift  Thrust ature Pressure & cross)
0.25 0.5% 0.2% 0.5% 0.96% 0.60% 2.20 m/s
m/s/° C
Lot-to- 1/2 hour  1/2 hour  1/2 hour
lot stale Met stale Met stale Met
TABLE 3
Round-to-Round “One-Sigma” Error Source Values A
Muzzle
Gun Dyn. Gun Dyn. Prj. Jump Prj. Jump Veloci- Drag/
Elevation Azimmuth Elevation Azimuth ty Mass  Lift
0.6 mils 0.6 mils 05 mils O05mils 3.0m/s 0.5% 0.5%
oun proj. disp. round-  round-
dynamics (TID) to- to-
round  round
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TABLE 4

Round-to-Round “One-Sigma” Error Source Values B

Spin Range Cross Time Turns Acceleration
Decay Thrust Wind Wind Set Set Set
0.20% 0.5% 05m/s 05m/s 0.1% 0.1% 0.1%

For the range sensing results the target range values are
given 1n 250 m increments out to a maximum value of 4000
m, a Monte Carlo simulation of 50 occasions with 10 rounds
per occasion (for a total of 301 trajectories, including the
nominal) being generated for each value. In all cases the
target altitude 1s set to 3 m. The results for the 30 mm 789
are shown 1n FIG. 2. The conventional range sensing meth-
ods which are evaluated are labeled on the plots as “time”,
“turns count”, “1D accelerometer”, “muz vel corrected
time”, and “times-turns hybrid”, which corresponds to the
timing, turns counting, twice-time-integrated one-dimen-
sional accelerometer, corrected timing, and time-turns
hybrid range sensing methods, respectively.

The range sensing methods labeled as “time-turns fusion”™
and “time-turns-accel fusion” correspond to the application
ol the invention’s sensor fusion filter to a turns counter and
a turns counter in conjunction with a one-dimensional
accelerometer, respectively. A timer 1s included in the sensor
suite, by default, 1n all of the cases to which the invention’s
methodology 1s applied. FIG. 3 shows the results for the 40
mm “concept 2SW”. FI1G. 4 shows the results for the 40 mm
“concept 127. FIG. 5 shows the results for the 40 mm
“concept 127 for which the round-to-round muzzle exit
velocity “one sigma” standard deviation (SD) error value 1s
reduced from 3.0 m/s to 1.5 m/s, and the twist “one sigma™
error value 1s reduced from 1% to 0.1%. FIG. 6 shows the
results for the 40 mm “concept 12”7 for which the air
temperature and pressure “one sigma”’ error values are
increased to 1.50%, the range and cross wind “one sigma”
error values are increased to 3.35 m/s, and the drag/mass
round-to-round “one sigma” error value is increased to
0.75%. The “time-turns fusion” fuze 1s omitted from FIG. 6
for the sake of expediency.

Assuming that one can use “one sigma’” range error as a
performance metric, then certain trends 1n the results emerge
from the range error versus target range plots. First, the
relative difference between the “time-turns-accel fusion”™
tuze performance, the “time-turns fusion” fuze performance,
and the baseline performance using conventional range
sensing methods 1s consistent from munition to munition.
Second, the “time-turns fusion” fuze uses mature sensor
technology and 1ts performance offers significant improve-
ment over the baseline performance using conventional
methods, especially at larger target ranges. Third, the “time-
turns-accel fusion” fuze depends on emerging gun-rugged
MEMS accelerometer technology!*®!, but its performance
offers significant improvement over the “time-turns fusion”
fuze performance, especially at larger target ranges. This
supports the reasonable contention that long-range accuracy
increases as the number of (non-redundant) sensors fused
increases. Fourth, comparison of FIGS. 4, 5, and 6 indicates
that the “time-turns-accel fusion” fuze is robust 1n the sense
that 1ts performance is relatively insensitive to changes in
the trajectory error source statistics. This 1s important 1n that,
realistically, one will typically have only imperfect knowl-
edge of the actual statistical behavior of the trajectory error
sources.
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There are regions 1n the various plots which indicate a
small, local decrease 1n range error corresponding to an
increase 1n the target range value for both the “time-turns
fusion” fuze and the “time-turns-accel fusion” fuze. This
seems counter-intuitive, but a possible explanation may be
found 1n the iterpolatory nature of the underlying sensor
fusion method. If one uses relatively few (fixed) interpola-
tion points in fitting various real-valued functions with a
cubic spline, for example, then the accuracy of the resulting
interpolation tends to vary from one function to the next,
depending upon how well the distribution of those particular
interpolation points “‘capture” each function’s variations.
The accuracy of such a spline hence fluctuates with the
choice of the function being interpolated. If one uses many
(fixed) interpolation points, however, then the mterpolation
becomes more “universal” 1n that 1ts accuracy 1s much less
sensitive to the choice of function being interpolated (bar-
ring extreme pathological choices). If the analogy holds,
then the relatively few interpolation “points” J=35 used in
generating the plotted results may also lead to accuracy
fluctuations that are large enough to eflect the statistical
results between two “similar” sets of data. On a scale of a
tew hundred meters 1n target range the associated trajectory
data sets may be suthiciently “similar”. Regardless, FIGS. 2
through 6 indicate that the fusion method of the invention
outperforms the conventional methods.

For the altitude sensing results a Monte Carlo simulation
of 50 occasions with 10 rounds per occasion 1s generated for
cach target range value. The target altitude 1s again set to 3
m. In FIG. 7 the performance of the “time-turns-accel
fusion” fuze for “concept 2ZSW” 1s compared to the baseline
performance of the conventional timing methods. The errors

are plotted for target range values of 4500 m, S000 m, 6000
m, and 7000 m. The resulting “one sigma” altitude error 1s
less than 3 m for all target range values. The target range
values for FIG. 8 occur 1n 250 m increments, starting at 4500
m, out to a maximum value of 7250 m. The performance of
the “time-turns fusion™ fuze for “concept 2SW” 1s compared
to the baseline performance of the timing method. Addition-
ally, the altitude sensing method labeled as “time-ornentation
fusion”, which corresponds to the application of the inven-
tion’s sensor fusion method to a projectile “orientation”
sensor signal, 1s also included. The reason for 1ts imnclusion
1s based upon the intuition that an “orientation” versus time
signal would be a powertul trajectory signature in indirect
fire (barrage mode) since the projectile’s orientation varia-
tion would be significant in such cases. The signal used 1n
FIG. 8 1s the highly idealized one consisting of the sine of
the earth-fixed pitch angle of the projectile. Whereas the
results for the “time-turns fusion™ fuze are 1n the S m to 10
m range, which 1s clearly superior to that of the baseline case
(timing), the results for the “time-orientation fusion” fuze
reflect a “one sigma” altitude error that 1s less than 1 m for
all target range values below 7000 m. These results indicate
the potential benefit of the application of the sensor fusion
method provided by the mnvention to orientation sensing for
indirect fire.

The filtering ability of the invention’s sensor fusion filter
method 1s given by the following case for which J =35 and
I =10 1n Definition [3]. Table 5 shows range error one-sigma
results for the “time-turns-accel fusion™ fuze for the “con-
cept 2ZSW” munition, where the accelerometer has a Gaus-
sian-distributed O-g bias oflset value. As previous. y men-
tioned, this acceleration signal, including the oflset, 1s
double-time-1ntegrated.
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TABLE 5

Effects of Accelerometer
(raussian-Distributed 0-g Bias Offset on Range FError

one-sigma value for 0O-g bias offset

Target Range Og l g 10 g
2000 m 1.502 1.490 1.490
3000 m 2.762 2.828% 2.828

The offset value varies from trajectory to trajectory and 1s
a priori unknown to the sensor fusion filter, that 1s, its value
1s to be estimated. The value J =0 1s used for the case
corresponding to a 0 g one-sigma oflset value (no bias). This
accounts for the slight decrease in the one-sigma range error
at 2000 m as one goes from O g to 1 g in Table 5. The turns
counter and timer are noiseless. The range error one-sigma
values are obtained from a Monte Carlo simulation of 50
occasions with 10 rounds per occasion (a total of 501
trajectories, mncluding the nominal) for each target range
value. The maximum accelerometer signal magnitude 1s
approximately 40 g. The one-sigma error source values
listed 1n Tables 1 through 4 are once again used. In this case
approximately 3.3 kbytes of data need to be transferred to
the projectile prior to firing, as opposed to 2.6 kbytes for the
previous (noiseless) results presented.

Additionally, the results of Monte Carlo simulations for
the “time-turns-accel fusion” faze for the “concept 2SW”
munition at target ranges of 2 km. 3 km, and 4 km indicate
consistently superior range-error performance for Monte
Carlo interpolation over LMMSE (i.e., linear minimum
mean square error) when the number of Monte Carlo runs
used to “construct” both 1s approximately J,=60 or less. The
LMMSE “constructed” from 501 Monte Carlo trajectory
simulations, however, consistently results i somewhat
smaller one-sigma range errors than that of the Monte Carlo
interpolation “constructed” from J =35, particularly at 4 km.
The simulated sensors were noiseless 1n this case.

A system according to the mmvention for implementation
of the underlying method 1s 1llustrated 1n FIG. 9, wherein the
system 300 for tracking a trajectory position of a fuze-
sensing projectile 302 comprises a control unit 301 com-
prising an onboard computer 304 operable for determinming
pre-launch data affecting a flight of the fuze-sensing pro-
jectile 302, wherein the projectile 302 comprises a suite 320
of data sensors. The suite 320 of data sensors comprise a
timer 322 operable for generating time data and corrected
time data of the projectile 302, a turns counter 324 operable
for generating magnetic turns count data of the projectile
302, and an accelerometer 326 operable for generating
acceleration data of the projectile 302. The system 300 also
comprises a first component 306 operable for predicting a
trajectory path of the projectile 302 based on a target
location of the projectile 302.

Moreover, the system 300 includes a calculator 308
operable for calculating trajectory path errors based on the
predicted trajectory path. FIG. 9 further shows that the
system 300 comprises a second component 310 operable for
generating in-tlight data from each of the data sensors 320.
A Tfusion filter 312 1s also provided for combining the
in-thght data into a single time-series output. Furthermore,
a third component 314 i1s included 1n the system 300 for
determining a trajectory position of the projectile 302 based
on the single time-series output, pre-launch data, and the
trajectory path errors. The system 300 further comprises a
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comparator 316 operable for comparing the trajectory posi-
tion with the predicted trajectory path, an analyzer 318
operable for analyzing the in-tlight data to gauge successiul
navigation of the projectile 302 to the target location, and a
guidance control system 319 operable for self-guiding the
projectile 302 to the target location based on the trajectory
position. Additionally, the pre-launch data, the target loca-
tion, predicted trajectory path data, and trajectory path error
data are transmitted to the projectile 302 from a fire control
computer 330 remotely located (located 1n the gun, which 1s
not shown) from the projectile 302 prior to launch.

The average dwell time for the projectile 302, which 1s
determined by the rate-of-fire of the gun system, and the
maximum rate of transfer for information between the
projectile 302 and the fire control computer 330 together
constrain the value of W 1n equation (56) for any given gun
system. Moreover, the computational speed C of the onboard
CPU/DSP 1s preterably sufliciently large such that the time
ot_, . of equation (58) required to perform the invention’s
method 1s a reasonably small fraction of the total tlight time.

Additionally, the memory capacity Mot the onboard CPU/
DSP 1s preferably large enough to satisty equation (57).
Furthermore, accurate and inexpensive gun-rugged MEMS
accelerometers and GMR magnetometers are preferably
utilized for the sensor suite 320 1n order to get the best
performance for the sensor fusion filter of the invention.
Also, preterably the computational capability of the fire
control computer 330 is such that the oflline computations
and online mmput methodologies can be performed 1n real
time.

A representative hardware environment for practicing the
present invention 1s depicted 1in FIG. 10, which illustrates a
typical hardware configuration of an information handling/
computer system in accordance with the invention, having at
least one processor or central processing unit (CPU) 10. The
CPUs 10 are interconnected via system bus 12 to random
access memory (RAM) 14, read-only memory (ROM) 16, an
input/output (I/O) adapter 18 for connecting peripheral
devices, such as disk units 11 and tape drives 13, to bus 12,
user itertface adapter 19 for connecting keyboard 15, mouse
17, speaker 24, microphone 22, and/or other user interface
devices such as a touch screen device (not shown) to bus 12,
communication adapter 20 for connecting the information
handling system to a data processing network, and display
adapter 21 for connecting bus 12 to display device 23. A
program storage device readable by the disk or tape units 1s
used to load the instructions, which operate the invention,
which 1s loaded onto the computer system.

Essentially, the invention provides a sensor fusion meth-
odology with application to fuze-sensing in medium caliber
unguided munitions. In this regard, the mvention has broad
application to various types of combat systems. In particular,
the methodology provided by the imvention represents a
novel approach in long-range fuze-sensing of range or
altitude for gun systems. The invention has potential future
use as a range-sensing fuze, an altitude-sensing fuze, or both
(dual-use). In general, however, the imnvention 1s potentially
uselul for any application that requires the accurate sensing,
of projectile position as a function of time-from-launch,
whatever the caliber.

The 1nvention’s direct fire range sensing accuracy 1s
supported by the range error results of section 1llustrated 1n
FIGS. 2 through 6, which show an order-of-magnitude
decrease 1n range error for turns-count/l1D-accelerometer
fusion over conventional methods at target ranges 1n excess
of 3 km. In several plots the range error 1s approximately 5
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m at a target range of 4 km, the largest target range studied.
Much of the mnvention’s sensor fusion filter’s success over
conventional range sensing methods stems from 1ts ability to
handle multiple error sources simultaneously. Moreover, the
invention’s potential for indirect fire (barrage mode) altitude
sensing accuracy 1s supported by the altitude error results
graphically illustrated 1n FIGS. 7 and 8, which show an
altitude error of less than 1 m at a target range of 7 km for
(idealized) orientation fusion, further indicating the advan-
tages of the invention.

The invention indicates that combining the output of
several independent fuze sensors lead to both improved
accuracy and greater robustness. Thus, the invention pro-
vides a sensor fusion methodology to overcome the limita-
tions of the conventional tuze-sensing methods. Numerous
Monte Carlo simulations testing the validity of the invention
indicate that the invention can both make use of, and
improve upon, current timer and GMR magnetometer sensor
technology. As MEMS accelerometer and other sensor tech-
nologies mature for gun rugged use, they can easily be added
to existing onboard sensor suites. As such, the mnvention can
then be used to combine their time-series outputs into a
single, collective time-to-detonate decision that 1s even more
robust and accurate than before.

In addition to these small/medium caliber benefits, the
invention provides potentially cheaper, more compact, non-
jammable, low power alternatives to existing fuze sensors
even for large caliber munitions. For example, a GPS based
fuzing system, which can be jammed, may be replaced by a
collection of cheaper, non-jammable sensors (timing, turns
counting, etc.) whose collective fuzing performance 1s made
comparable to that of GPS by application of the invented
method. Similarly, the conventional HOB proximity sensor,
which 1s jammable and also susceptible to premature deto-
nation due to tree clutter, may also be replaced by a
collection of cheaper, smaller, non-jammable sensors, which
are accurate even for ground targets within dense forests.
Finally, the invention accounts for and corrects multiple
error sources simultaneously and provides for an accurate
longer range (1500 m and beyond) range-sensing and/or
altitude-sensing fuzes, which also satisty the practical con-
straints associated with small/medium caliber, air bursting
munitions.

The sensor fusion output of the invention may be used as
an accurate range-sensing fuze for direct fire use, altitude-
sensing fuze for barrage use, and/or dual-use fuze that
combine both capabilities. As the method 1tself 1s indepen-
dent of the number of, or nature of, the onboard sensors, 1t
can form the basis of a universal fuze design for all calibers
of munitions, a long sought goal of the munitions fuze
community. The mvention may also be used in determining
aerodynamic coeflicients from 1n-tlight sensor data for pro-
totype munitions during field tests. Also, the invention may
be used as a trajectory path sensor for use in active tlight
control/correction as well. In general, the method 1s useful
for any application that requires the accurate sensing of
projectile position as a function of time-from-launch.

As mentioned, conventional fuzing methodologies use a
computed nominal trajectory simulation, based upon nomi-
nal i1nitial/Met conditions, to determine either a time-to-
target or a turns-count-to-target value, which 1s communi-
cated to the projectile before firing. In conventional systems,
the onboard sensor, either a timer or a turns-counter, may
serve as a gauge as to when this value has been reached by
the projectile during tlight. Potentially valuable sensor infor-
mation may not be utilized. In addition, the nominal trajec-
tory simulation used may be significantly in error due to the
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accumulated effect of numerous error sources, which would
perturb the actual flight path of the projectile from that of the
nominal one. Efforts to {ix this conventionally may consist
of singling out one of the major sources of error, such as
variations in muzzle exit velocity, and minimizing its effects.
This has been done either by using turns counting, which 1s
velocity 1nsensitive, or by directly measuring muzzle exit
velocity 1n the projectile during 1ts launch and “correcting”™
the previously obtained time-to-target for this error. In
contrast, the invention uses the nominal 1nitial/Met condi-
tions, pre-launch-computed “sensitivity data” for the various
error sources, and the in-tlight sensor output all together to
least-squares-synthesize an accurate nominal trajectory for
use 1n determining flight path (position) versus time and
hence, 11 desired, time-to-target. This effectively amounts to
real-time, 1n-flight system identification. Clearly, this has the
potential to account for all of the sources of error simulta-
neously, not just muzzle exit velocity, and which fully
utilizes the mformation content of the onboard sensors
output.

The foregoing description of the specific embodiments
will so fully reveal the general nature of the invention that
others can, by applying current knowledge, readily modity
and/or adapt for various applications such specific embodi-
ments without departing from the generic concept, and,
therefore, such adaptations and modifications should and are
intended to be comprehended within the meaning and range
of equivalents of the disclosed embodiments. It 1s to be
understood that the phraseology or terminology employed
herein 1s for the purpose of description and not of limitation.
Theretore, while the invention has been described 1n terms
of preferred embodiments, those skilled in the art will
recognize that the mvention can be practiced with modifi-
cation within the spirit and scope of the appended claims.
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What 1s claimed 1s:
1. A method of tracking a seli-sensing projectile to a target
location, the method comprising:
determining pre-launch data affecting a flight of the
projectile, the projectile comprising a plurality of inde-
pendent data sensors;
predicting a trajectory path of the projectile based on a
target location for the projectile;
projecting trajectory path errors based on the target range
and altitude location, and the predicted trajectory path;
generating on-board, n-tlight data from each of the data
SENSOrs;
combining the in-flight data into a single time-series
output; and
on-board tracking of the trajectory position of the projec-
tile based on the single time series output, the pre-
launch data, and the projected trajectory path errors.
2. The method of claim 1, further comprising comparing
the tracked trajectory path with the predicted trajectory path.
3. The method of claim 1, further comprising analyzing
the in-tlight data to gauge successtul navigation of the
projectile to the target location.
4. The method of claim 1, further comprising self-guiding
the projectile to the target location based on the trajectory
position.
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5. The method of claim 1, wherein the pre-launch data
comprises range wind data, crosswind data, temperature
data, and pressure data.

6. The method of claim 1, wherein the target location
comprises a target range and a target altitude location.

7. The method of claim 1, wherein the step of combining,
occurs 1n a fusion filter.

8. The method of claim 1, wherein the data sensors
comprise a timer operable for generating time data and
corrected time data of the projectile.

9. The method of claim 1, wherein the data sensors
comprise a turns counter operable for generating magnetic
turns count data of the projectile.

10. The method of claam 1, wherein the data sensors
comprise an accelerometer operable for generating accel-
eration data of the projectile.

11. The method of claim 1, wherein the pre-launch data,
the target location, predicted trajectory path data, and pro-
jected trajectory path error data are transmitted to the
projectile from a fire control computer remotely located
from the projectile prior to launch.

12. The method of claim 1, wherein the projectile com-
prises any of air bursting munitions, ballistic munitions, and
unguided munitions.

13. The method of claim 1, wherein the seli-sensing
comprises fuze-sensing.

14. The method of claam 1, wherein the self-sensing
comprises range sensing, altitude sensing, and a combina-
tion of both.

15. The method of claim 1, wherein the step of combining
in-thght data produces a collective prediction of the trajec-
tory position as a function of time-from-launch.

16. The method of claim 1, wherein the step of combining
comprises a fusion of time-sampled outputs from an arbi-
trary suite of the data sensors.

17. The method of claim 16, wherein the time-sampled
outputs comprise a time-labeled, finite sequence of real
numbers for a pre-determined set of unique time sample
values.

18. The method of claim 1, wherein the trajectory path
errors comprise multiple errors from multiple sources,
wherein the multiple errors are simultaneously calculated
from each of the multiple error sources.

19. A method for tracking a trajectory position of a
fuze-sensing projectile, the method comprising;:

determining a target range and target altitude location for
the projectile, wherein the projectile comprises a plu-
rality of data sensors;

predicting a trajectory path of the projectile based on the
target range and altitude location;

determining 1nitial conditions data aflecting the projectile
prior to launch;

projecting trajectory path errors based on the predicted
trajectory path, the target range and altitude location,
and the 1nitial conditions data;

generating 1n-tlight sensor output data generated by each
of the data sensors;

combining the in-tflight sensor output data into a single
time-series output calculation; and

determiming a trajectory tlight position of the projectile
based on a combination of the initial conditions data,

the single time-series output calculation, and the pro-
jected trajectory path errors.

20. A system for tracking a trajectory position of a
fuze-sensing projectile comprising:
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means for determining pre-launch data affecting a flight of
the fuze-sensing projectile, the projectile comprising a
plurality of independent data sensors;

means for predicting a trajectory path of the projectile

based on a target location of the projectile;

means for estimating trajectory path errors based on the

predicted trajectory path and target location;

means for generating in-tlight data from each of the data

SeNSsOrs;

means for combining the in-flight data into a single

time-series output; and

means for determining a trajectory position of the pro-

jectile based on the single time-series output, pre-
launch data, and the trajectory path errors.

21. The system of claim 20, further comprising means for
comparing the trajectory position with the predicted trajec-
tory path.

22. The system of claim 20, further comprising means for
analyzing the in-thght data to gauge successtul navigation of
the projectile to the target location.

23. The system of claim 20, further comprising means for
self-guiding the projectile to the target location based on the
trajectory position.

24. The system of claim 20, wherein the pre-launch data
comprises range wind data, crosswind data, temperature
data, and pressure data.

25. The system of claim 20, wherein the target location
comprises a target range aid a target altitude location.
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26. The system of claam 20, wherein die data sensors
comprise a timer operable for generating time data and
corrected time data of the projectile.

27. The system of claim 20, wherein the data sensors
comprise a turns counter operable for generating magnetic
turns count data of the projectile.

28. The system of claim 20, wherein the data sensors
comprise an accelerometer operable for generating accel-
cration data of the projectile.

29. The system of claim 20, wherein the projectile com-
prises any of air bursting munitions, ballistic munitions, and
unguided munitions.

30. The system of claim 20, wherein fuze-sensing com-
prises range sensing, altitude sensing, and a combination of

both.

31. The system of claim 20, wherein the time-sampled
output comprises a time-labeled, finite sequence of real
numbers for a pre-determined set of unique time sample
values.

32. The system of claim 20, wherein the trajectory path
errors comprise multiple errors from multiple sources,
wherein the multiple errors are simultaneously calculated
from each of the multiple error sources.
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