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DATA IO SYSTEM USING A PLURALITY OF
MIRROR VOLUMES

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims priority upon Japanese

Patent Application No. 2003-343478 filed on Oct. 1, 2003,
which 1s herein incorporated by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a data I/O system and a
method of controlling the data I/O system, and specifically
relates to a technology to ensure availability of a secondary
mirror volume 1n which a copy of data of a primary volume
1s written.

2. Description of the Related Art

Recently, storage systems that manage rapidly increasing,
data assets have played a vital role 1n an enterprise infor-
mation infrastructure. In an increasing social demand for the
storage like this, the storage system requires very high
availability such that 24-hour-a-day, 365-day-a-year nonstop
safety operations are possible. Theretfore, the recent storage
systems have adopted various technologies to improve the
availability of the main transaction processing, such as a
mechanism to backup data and a mechanism (replication) to
copy data for data analysis or development/testing with no
impact on main transaction processing (for example, see
U.S. Pat. No. 6,101,497). In the above replication, data
stored 1n a volume (primary volume) applied to main
transaction processing 1s copied to another volume (second-
ary mirror volume), and this secondary mirror volume 1is
used 1n various secondary transaction processing such as
data backup, data analysis, and development/testing. Thus, 1t
1s possible to minimize the influence of the secondary
transaction processing on the main transaction processing,
which also improves the availability of the main transaction
processing.

The atorementioned replication technology can basically
improve the availability of the primary volume used in the
main transaction processing but does not take into consid-
cration availability of the secondary mirror volume. How-
ever, actual transaction processing often requires the avail-
ability of the secondary mirror volume used 1n the secondary
transaction processing. For example, a content of the sec-
ondary mirror volume 1s sometimes corrupted by a bug
inherent 1n a program, a hardware error, and the like 1n the
transaction processing such as data analysis and develop-
ment/testing. In such a case, a mechamism 1s required to
simply and quickly recover the secondary mirror volume. In
recovery of the secondary mirror volume, the content of the
secondary mirror volume 1s not always restored to an
expected content even 1f data of the primary volume 1is
copied to the secondary mirror volume. The content of the
primary volume at the time of copying could have been
already updated, and the content after restored does not
always agree with the content of the secondary mirror
volume before corrupted.

SUMMARY OF THE INVENTION

The present invention provides a data I/O system which
can ensure the availability of a secondary mirror volume 1n
which a copy for data of a primary volume 1s written and
provides a method of controlling the data I/O system.
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An embodiment of the present invention 1s a data I/0
system 1ncluding: a plurality of storage devices; and a
controller which controls the storage devices. In the data I/O
system, the controller further includes: read/write unit,
responsive to the subsequent receipt of a read request and a
write request, for reading data stored in the storage devices
and writing data in the storage devices; logical volume
management unit for mapping between a logical image of
the data storage of a host processor (logical volume) and an
actual space 1n the storage devices; volume management
unit for managing an active primary production volume
(P-VOL) and second multiple mirror volumes (S-VOL)
created as mirror images of the primary volume; and S-VOL
restoring unit for restoring the data of a first S-VOL with the
data of a second S-VOL depending on the type of an error
that happens 1n the first S-VOL.

The storage devices are, for example, disk drives (hard
disk devices). The data 1/O system 1s, for example, a disk
array system which accepts access requests sent from the
data processing system, and writes data in the disk drives
and reads data stored in the disk drives according to the
access requests. The I/O data system of the present invention
restores the data of a first S-VOL with the data of a second
S-VOL depending on the type of an error that happens 1n the
first S-VOL.

The recovery of S-VOLs are not always performed by a
umique method, but performed according to an error type.
Therefore, 1t 1s possible to efliciently recover S-VOLs by a
flexible method. Examples of the error type are data errors,
that 1s, a case where data 1s corrupted 1n terms of software
and hardware errors caused by hardware failures of disk
drives. There are various restoration methods according to
the attribute (read-only (RO), read-and-writable (RW), etc.)
of an S-VOL where an error has happened, including: a
method of copying data of a RO S-VOL to the S-VOL where
an error has happened; a method of replacing the S-VOL
where an error has happened with a RO S-VOL; and a
method of recovering a read-and-writable S-VOL by storing
updates that have occurred 1n the RW S-VOL since a P-VOL
and the RW S-VOL were separated 1n an increments-volume
and replacing it with the RO S-VOL that has updated by data
of the increments-volume.

Furthermore, 1n the case of drive errors, a storage device
where an error has happened 1s replaced, and the S-VOL 1s
formed with another storage device normally operating. This
cnables the S-VOL to be recovered without changing the
identification (for example, logical volume ID (LID))
thereof.

Features and objects of the present invention other than
the above will become clear by reading the description of the
present specification with reference to the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present mnven-
tion and the advantages thereof, reference 1s now made to
the following description taken in conjunction with the
accompanying drawing wherein:

FIG. 1 1s a schematic view showing an example of the
hardware configuration of a storage system;

FIG. 2 1s a block diagram showing an example of the
hardware configuration of a host adapter (HA) 210;

FIG. 3 1s a block diagram showing an example of the
hardware configuration of a storage adapter (SA) 230;

FIG. 4 1s a block diagram showing an example of the
hardware configuration of a management adapter (MA) 220;
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FIG. 5 1s a block diagram showing an example of the
hardware configuration of a management server 110;

FI1G. 6 1s a block diagram showing an example of the main
soltware configuration of the storage system:;

FIG. 7 1s a view showing an example of a copy source-
destination management table 700;

FIGS. 8A to 8C are views of data format examples of an
S-VOL group operation command, an S-VOL group 1nitial-
ization command, and a restore command, respectively;

FIG. 9 1s a view showing an example of an S-VOL group

management table 900;

FIG. 10 1s a flowchart illustrating an example of an
S-VOL group mitialization process;

FIGS. 11A to 11C are views of data format examples of
an S-VOL operation command, an S-VOL 1mtialization
command 1150-1, and a restore command 1150-2, respec-
tively;

FIG. 12 1s a view showing an S-VOL management table
1200;

FIG. 13 1s a view showing an increments management
table 1300;

FIG. 14 1s a flowchart illustrating an example of an
S-VOL 1mitialization process;

FIG. 15 1s a flowchart illustrating an example of a read

process;
FIG. 16 1s a flowchart illustrating an example of a read

CITOr Process;
FIG. 17 1s a flowchart illustrating an example of an

S-VOL read error process;

FIG. 18 1s a flowchart 1llustrating an example of a write
process;

FIG. 19 1s a flowchart illustrating an example of an
increments write process;

FIG. 20 1s a flowchart 1llustrating an example of a write
EITOr process;

FIG. 21 1s a flowchart illustrating an example of an
S-VOL write error process;

FIG. 22 15 a flowchart illustrating an example of a restore
process;

FI1G. 23 1s a flowchart 1llustrating an example of a restore
command setting process; and

FIG. 24 1s a flowchart illustrating an example of an
S-VOL restore process.

DETAILED DESCRIPTION OF TH.
INVENTION

(L]

At least the following matters will be made clear by the
explanation 1n the present specification and the description
of the accompanying drawings.

=——=Hardware Configuration===

FIG. 1 shows an example of the hardware configuration of
a storage system to be described as an embodiment. The
storage system includes servers 100 (100-1, 100-2) as data
processing systems, a disk control system 200 as a data I/O
system, and a management server 110, which are connected
so as to communicate with each other. For example, Ethernet
(trade mark) 1s used as a physical protocol of the commu-
nication.

The disk control system 200 1s connected to the servers
100 (100-1, 100-2) and receives data read/write requests
issued from the servers 100 (100-1, 100-2). The data read/
write requests are also referred to as data input/output
requests. The disk control system 200 includes a number of
disk drives 240 (240-1 to 240-5) as storage devices. The disk

control system 200 reads data stored in the disk drives 240
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(240-1 to 240-5) and writes data in the disk drives 240
(240-1 to 240-5) according to the data mnput/output requests
(access requests) 1ssued from the servers 100 (100-1, 100-2).

The disk drives 240 (240-1 to 240-5) supply physical
storage regions (heremafter, referred to as physical volumes)
provided for the servers 100 (100-1, 100-2). The disk control
system 200 manages the storage regions in terms of a logical
volume as a unit (hereimafiter, also referred to as LU (logical
unmit)) which 1s a logical storage region composed of a
physical volume. For example, the servers 100 (100-1,
100-2) can identify a storage region on the disk drives 240
(240-1 to 240-5) to which data 1s written or from which data
1s read by specitying a logical volume. Note that the disk
drives 240 (240-1 to 240-5) may be integrated with the disk
control system 200 as shown in FIG. 1 (for example,
accommodated 1n a same enclosure as that accommodating
the disk control system 200), or may be separated from the
disk control system 200 (for example, accommodated 1n a
different enclosure from that accommodating the disk con-
trol system 200).

The servers 100 (100-1, 100-2) are computers each
including a CPU (Central Processing Unit), a memory, and
an /O device. The servers 100 (100-1, 100-2) provide
various services for other computers that access the servers
100. Examples of the services are on-line services such as
bank’s automated teller services and Internet homepage
browsing services, batch services executing experimental
simulation 1n a science and technology field, and the like.

Communication between the servers 100 (100-1, 100-2)
and the disk control system 200 can be performed according
to various protocols. Examples thereof are Fibre Channel,
SCSI (Small Computer System Interface), FICON (Fibre
Connection) (trade mark), ESCON (Enterprise System Con-
nection) (trade mark), ACONARC (Advanced Connection
Architecture) (trade mark), FIBARC (Fibre Connection
Architecture) (trade mark), TCP/IP (Transmission Control
Protocol/Internet Protocol), and the like. In this communi-
cation, several communication protocols can be used among

these protocols. For example, when the servers 100 (100-1,
100-2) are mainirames, FICON, ESCON, ACONARC, and

FIBER are used. When the servers 100 (100-1, 100-2) are
open servers, for example, Fibre Channel, SCSI, and TCP/IP
are used.

The servers 100 (100-1, 100-2) may request data to be
read or written 1n blocks, each block being a data access/
storage unit in the logical volumes, or 1n files by speciiying
a file name. In other words, the disk control system 200 may
offer a fixed-size block interface abstraction and can be
made to serve as a NAS (Network Attached Storage) which
provides a file interface.

The disk control system 200 includes the disk drives 240
(240-1 to 240-5) as magnetic disk devices, host adapters
(HA) 210 (210-1, 210-2), a storage adapter (SA) 230, a
management adapter (MA) 220, and an interconnect net-
work 250, as components. The HAs 210 (210-1, 210-2)
provide a function to commumicate with the servers 100
(100-1, 100-2). The SA 230 provides a function to commu-
nicate with the disk drives 240 (240-1 to 240-5). Among
these components, the HAs 210 (210-1, 210-2) are some-
times referred to as channel adapters, and the SA 230 1s
sometimes referred to as a disk adapter. The interconnect

network 250 connects the HAs 210 (210-1, 210-2), the SA
230, and the MA 220 to each other such that these adapters

can communicate with each other. The interconnect network

250 1s composed of a high-speed crossbar switch, and the
like. The interconnect network 250 1s sometimes connected

to a cache memory as a bufler transmitted between the HAs
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210 (210-1, 210-2) and the SA 230. In some cases, the HAs
210 (210-1, 210-2), the SA 230, and the MA 220 are
constructed as individual modular units so as to be attached
to the enclosure of the disk control system 200, or two or
more of these adapters are sometimes combined to be
integrated as a single unit.

Next, a detailed description will be given of each com-
ponent of the disk control system 200.

FI1G. 2 shows an example of the hardware configuration of
the HAs 210 (210-1, 210-2). Each HA 210 (210-1, 210-2)
includes a commumcation interface 211, a local memory
212, a non-volatile memory 213 composed of a flash
memory or the like, a microprocessor 214, and an [/O
processor 215. The communication interface 211 performs a
process related to communication with the servers 100
(100-1, 100-2). The microprocessor 214 executes programs
stored 1n the local memory 212 to perform various processes
of thus HA 210 (210-1, 210-2). The I'O processor 215
implements high-speed data transier between the HA 210
(210-1, 210-2) and the SA 230 or the cache memory (not
shown). These components are connected to each other
through a bus 216. The non-volatile memory 213 stores
microprograms which are software to implement the various
processes that the HA 210 (210-1, 210-2) offers. The micro-
programs are properly loaded into the local memory 212 and
executed by the microprocessor 214. For example, a DMA
(Direct Memory Access) processor 1s used for the I/O
processor 215.

FIG. 3 shows an example of the configuration of the SA.
230. The SA 230 includes an 1I/O processor 231, a local
memory 232, a non-volatile memory 233 composed of a
flash memory or the like, a microprocessor 234, and a disk
controller 235. The I'O processor 231 implements data
transier between the SA 230 and the HAs 210 (210-1,
210-2). The microprocessor 234 executes programs stored 1n
the local memory to perform various processes ol the SA
230. The disk controller 235 writes data 1n the disk drives
240 (240-1 to 240-5) and reads data stored 1n the disk drives
240 (240-1 to 240-5). These components are connected to
cach other through a bus 236. The non-volatile memory 233
stores microprograms which are software to implement the
various processes that the SA 230 offers. The microprograms
are properly loaded into the local memory 232 and executed
by the microprocessor 234. For example, a DMA processor
1s used for the I/O processor 231.

The SA 230 processes data read/write requests recerved
by the HAs 210 (210-1, 210-2). The disk drives 240 (240-1

to 240-5) are connected to the SA 230. The SA 230 reads
data stored 1n the disk drives 240 (240-1 to 240-35) and writes
data in the disk drives 240 (240-1 to 240-5). The disk drives
240 (240-1 to 240-5) provide physical volumes (PD0 to
PD4) constituting secondary mirror volumes (LV0 to LV2)

to be described later. The disk controller 235 may control the
disk drives 240 (240-1 to 240-5) with a RAID system (for

example, RAID0, RAID1, or RAIDS).

FIG. 4 shows an example of the hardware configuration of
the MA 220. The MA 220 includes a microprocessor 221 and
a memory 222. The MA 220 1s communicably connected to
the HAs 210 (210-1, 201-2) and the SA 230 through the
interconnect network 250 by an internal communication
interface 223. The microprocessor 221 and the memory 222
are connected to each other through a bus 235. The MA 220
performs various settings for the HAs 210 (210-1, 210-2)
and the SA 230, monitoring of various errors in the disk
control system 200, and the like. The MA 220 can collect
information on processing loads of each HA 210 (210-1,

210-2) and the SA 230. Examples of the information on the
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processing load are a utilization of the microprocessor 221,
a frequency of accesses to each logical volume, and the like.
These pieces of information are collected and managed
based on a program executed 1n the HAs 210 (210-1, 210-2)
and the SA 230. The MA 220 performs a process according
to a setting command received by the HAs 210 (210-1,
210-2). Moreover, the MA 220 passes a notification com-
mand to be sent to the management server 110 to the HAs
210 (210-1, 210-2) through the interconnect network 250.

FIG. 5 shows an example of the hardware configuration of
the management server 110. The management server 110
includes a CPU 111, a memory 112, a port 113, a storage
media reading device 114, an mput device 115, an output
device 116, and a storage device 117.

The CPU 111 controls the entire management server 110.
The CPU 111 executes programs stored in the memory 112
to implement various processes oflered by the management
server 110. The storage media reading device 114 reads
programs and data recorded in the storage medium 118. The
read programs and data are stored in the memory 112 or the
storage device 117. Accordingly, for example, a program
recorded 1n the storage medium 118 can be read from the
storage medium 118 using the storage media reading device
114 and stored in the memory 112 or the storage device 117.
As the storage medium 118, a flexible disk, CD-ROM,
DVD-ROM, DVD-RAM, a semiconductor memory, and the
like can be used. The storage device 117 1s, for example, a
hard disk device, a flexible disk device, a semiconductor
storage device, or the like. The 1nput device 115 1s used by
an operator or the like for mput of data to the management
server 110 and the like. For example, a keyboard, a mouse,
or the like 1s used as the mput device 115. The output device
116 outputs nformation to the outside. For example, a
display, printer, or the like 1s used as the output device 116.
The port 113 1s used for, for example, communication with
the disk control system 200, and the management server 110
can communicate with the HAs 210 (210-1, 210-2), the SA
230, and the like through the port 113.

A manager of the storage system or the like can make, for
example, various settings related to the disk drives 240
(240-1 to 240-5) by operating the management server 110.
Examples of the various settings related to the disk drives
240 (240-1 to 240-5) are addition and removal of a disk
drive, modification of the RAID structure (for example,
change from RAID1 to RAIDS), and the like.

With the management server 110, operations such as
checking an operation state of the storage system and
identifying an error unit can be performed. The management
server 110 1s connected to an external maintenance center by
LLAN, a telephone line, or the like. Using the management
server 110, 1t 1s possible to monitor errors of the storage
system and quickly deal with errors when happened. The
occurrence ol errors i1s notified by, for example, operating
systems, applications, dniver software, and the like which
are running in the servers 100 (100-1, 100-2) and the
management server 110. The notification 1s made through
the HTTP protocol, the SNMP (Simple Network Manage-
ment Protocol), E-mails, or the like. The various settings and
controls for the management server 110 can be performed by
use of Web pages provided by a Web server running in the
management server 110.

Next, a description will be given of the soitware configu-
ration of the storage system. FIG. 6 shows an example of
soltware configuration of the storage system of this embodi-
ment. Processes of each unit shown in this drawing 1s
implemented by hardware corresponding to the unit or a
program executed by the hardware. Moreover, various tables
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shown 1n FIG. 6 are stored and managed by the hardware
corresponding to the unit or a program executed by the
hardware.

=—=Copy Management===

First, a description will be given of a copy management
process performed by the SA 230.

The copy management process 1s implemented by a
program stored in the non-volatile memory 233 to imple-
ment the copy management process, the program being
executed by the microprocessor 234 of the SA 230.

In the embodiment, an S-VOL management unit 630
shown 1n FIG. 6 provides the copy management process.
The copy management indicates that, when data 1s written 1n
a logical volume (hereinafter, referred to as a copy source
logical volume), the same data 1s also written 1n another
logical volume (hereinafter, referred to as a copy destination
logical volume) different from the copy source logical
volume to store a copy for data stored 1n a logical volume
into another logical volume. In the operational mode of a
general storage system, the copy source logical volume 1s set
as a volume (primary volume) directly used 1n main trans-
action processing, and the copy destination logical volume
1s set as a volume (second mirror volume) to manage the
copy for the primary volume. Note that this embodiment 1s
assumed to also employ such settings. As previously
described, the manager of the storage system or the like
operates the management server 110 to set mapping between
copy source logical volumes and copy destination logical
volumes.

FIG. 7 shows an example of a copy source-destination
management table 700 which manages the mapping between
the copy source logical volumes and the copy destination
logical volumes. In the copy source-destination management
table 700, the logical volume IDs (LUNs (Logical Unit
Numbers)) of the copy source logical volumes are made to
correspond to the respective LUNSs of the copy destination
logical volumes.

In the copy management process, a control 1s performed
such that, when data 1s written 1n the copy source logical
volume, the data 1s also written 1n the copy destination
logical volume. In the above control method, a synchronous
mode and an asynchronous mode are available 1n some
cases. In the synchronous mode, when data 1s written 1n the
copy source logical volume, completion of wrting 1s
reported to the data processing system after the data 1s
written 1n both the copy source and destination logical
volumes. In other words, 1n the synchronous mode, the
completion 1s not reported to the data processing system
until the writing into both the copy source and destination
logical volumes 1s completed. Accordingly, the synchronous
mode ensures the identity between contents of the copy
source and destination logical volumes with high reliability,
but correspondingly reduces the speed of the response to the
data processing system. On the other hand, 1n the asynchro-
nous mode, when data 1s written 1n the copy source logical
volume, completion of the writing 1s reported to the data
processing system independently of whether the data has
been written 1n the copy destination logical volume. Accord-
ingly, in the asynchronous mode, the response to the data
processing system 1s quick, but the identity between the
copy source and destination logical volumes 1s not neces-
sarily ensured.

In the copy management process, the relationship of a pair
of the copy source logical volume and the copy destination
logical volume 1s properly shifted between two states, a
“parred state” and a “split state”. The “‘paired state” 1is
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controlled so as to ensure the 1dentity between data of the
copy source and destination logical volumes in real time.
Specifically, when data 1s written 1n the copy source logical
volume, the same data 1s also written 1n the copy destination
logical volume by the atorementioned synchronous or asyn-
chronous mode. On the other hand, the “split state” is a state
where the above control to ensure the 1dentity 1n real time 1s
released. Shiit from the “paired state” to the “split state™ 1s
referred to as “split”. On the contrary, shift from the “split
state” to the “paired state” is referred to as “resync.”

The shift from the “paired state” to the “split state™ 1s, for
example, performed for the purpose of the second transac-
tion processing such as acquiring a backup of data of a
primary volume; or using data of a main transaction pro-
cessing for development or testing. For example, to acquire
the backup of data, data in the copy destination logical
volume 1s backed up to a storage medium such as a cartridge
tape alter the “paired state” 1s shifted to the “split state”. For
example, when data of the main transaction processing 1s
desired to be used for development or testing, data 1n the
copy destination logical volume 1s used for the development
or testing after the “‘paired state” 1s shifted to the “split
state”. Since the secondary transaction processing such as
backup 1s performed 1n a state shifted to the ““split state” in
such a manner, the influence on the main transaction pro-
cessing due to the second transaction processing other than
the main transaction processing can be suppressed as much
as possible.

In the case where a pair 1n the “split state” 1s “resynced”
into the “paired state” after the completion of secondary
transaction processing and the like, 1t 1s required to retlect
updates that have occurred in the copy source logical
volume since the pair 1s “split” on the copy destination
logical volume. The update increments during this period are
stored 1n a logical volume, for example, 1n blocks, which 1s
hereinafter referred to as an increments-volume. When a pair
1s “resynced”, first, the content of the increments-volume 1s
reflected on the copy destination logical volume, and then
the pair 1s shifted to the “paired state”.

——=n-VOL Group=—=

Next, a description will be given of an S-VOL group. At
least a secondary mirror volume (S-VOL) belongs to each
S-VOL group. The S-VOL group properly contains a spare
S-VOL and an increments-volume. The spare S-VOL stores
data of the S-VOL after a time of aforementioned “split”. In
the spare S-VOL, the attribute 1s set to forbid data read/write
accesses by the servers 100 (100-1, 100-2). The increments-
volume stores increments data due to update performed in
S-VOLs after a certain point of time.

FIG. 8A shows the data format of an S-VOL group
operation command to perform settings and operations
related to an S-VOL group. The S-VOL group operation
command 1s sent and received by the management server
110 and the SA 230, respectively. In FIG. 8A, a command 1D
which 1s an 1dentification indicating a type of the command
1s set 1n a command ID field 820. In a command specific field
830, parameters and the like depending on the types of the
command are set. The types of command are an S-VOL
group 1nitialization command to imitialize an S-VOL; a
restore command to restore data of an S-VOL where a data
error has happened 1nto the data content before the data error
has happened; a query command to query the current

attribute of the specified spare S-VOL or S-VOL; and the
like. In the command ID field 820, a command ID (0: S-VOL
iitialization, 1: restore, 3: query (S-VOL attribute/spare
S-VOL attribute)) corresponding to each command 1s set.
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As an example, FIG. 8B shows the data format of the
S-VOL group operation command 1n the case where the
command 1s the S-VOL group mitialization command. In
FIG. 8B, a group ID which 1s an 1dentification of an S-VOL
group to be 1itialized 1s set in a group ID field 831. Each of
S-VOL attribute lists 832 includes: a field 834 where an 1D
(LID) (hereinaiter, referred to as S-VOL ID) of each S-VOL
belonging to the S-VOL group to be mitialized is set; and a
field 835 where the attribute of each S-VOL 1s set. Types of
the attribute are attributes “Read-Only (RO)” and “Read-
Write (RW)”. The “RO” restricts accesses to the S-VOL to
only read accesses to data. The “RW” allows write accesses
to data. When the S-VOL has an attribute of “Read-Only
(RO)”, “RO” 1s set 1n the field 834, and when the S-VOL has
an attribute of “Read-Write (RW)”, “RW” 1s set 1n the field
834. For example, the attribute of an S-VOL used {for
reference like in transaction processing such as backup,
archive, and OLAP (Online Analytical Processing) 1s set to
“RO”. On the contrary, the attribute of an S-VOL used 1n a
situation where data could be written, such as development
and testing, 1s set to “RW”. The S-VOL group 1mitialization
command mcludes the S-VOL attribute lists 832 as much as
the number of S-VOLs belonging to the S-VOL group to be
iitialized. In FIG. 8B, the number of spare S-VOLs set for

the S-VOL group of interest 1s set in a number of spare
S-VOLs field 833.

FIG. 8C shows the data format of the S-VOL group
operation command 1n the case where the command 1s the
restore command. The restore command 810-2 includes: a

ficld 836 where an ID (referred to as an LID) of an S-VOL
to be restored 1s set; and a field 837 where blocks (referred
to as BIDS) to be restored are set.

—=S-VOL Group Initialization=—"=

Next, a description will be given of a process to 1mtialize
an S-VOL group, which 1s performed according to the
aforementioned S-VOL group initialization command
1ssued from the management server 110 to the SA 230. As
an example, the following description will be given of a case
where S-VOLs (LIDS=LI0 to LI2) having the same data
content as that of the same primary volume are mitialized as
an S-VOL group with a group ID of G0. FIG. 9 shows an
S-VOL group management table 900 managed in the MA
220. FIG. 10 shows a flowchart illustrating an S-VOL group
initialization process.

In FIG. 10, first, an S-VOL group setting unit 610 of the
management server 110 sends the S-VOL group 1nitializa-
tion command 810-1 shown 1n FIG. 8B to an S-VOL group
management unit 620 of the MA 220 (51010). The S-VOL
group management umt 620 receives the S-VOL group
initialization command 810-1 (81020).

The S-VOL group management unit 620 of the MA 220

sets the contents of the S-VOL group management table 900
based on the received S-VOL group initialization command
810-1 (51021). Herein, when the S-VOL attribute lists 832
of the S-VOL group mitialization command 810-1 include
an S-VOL (RW S-VOL) with an attribute specified to “RW?,
the S-VOL group management unit 620 sets a logical
volume (increments-volume) DLV2 to store update incre-
ments of the RW S-VOL. In the example of FIG. 9, the
content of a cell 1n a logical region attribute column 903,
which corresponds to the increments-volume (LID=DLV?2)
at the bottom cell 1n a logical volume ID column 902, is set
to “RW”. In the S-VOL group management table 900, an 1D
of a logical volume used for recovery of the S-VOL 1s set 1n
a corresponding cell 1n a recovery logical volume ID (recov-
ery LID) column 903. For example, the recovery LID of an
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S-VOL with an attribute of “RW” 1s set to the ID of an
increments-volume used for recovery of that S-VOL.

The S-VOL group management unit 620 sets spare

S-VOLs as much as the value set in the number-of-spare
S-VOLs field 833 of the S-VOL group nitialization com-

mand 810-1 shown 1n FIG. 8B for the S-VOL group G0. The
contents of the S-VOL management table 900 are set in such
a mannet.

The S-VOL group management unit 620 then assigns
physical volume regions (PD0 to PD4) to the respective

volumes of S-VOLs (LIDs=LV0 to LV2), an increments-
volume (LID=DVL2), and a spare S-VOL (LID=580) based
on the above S-VOL group management table 900 whose
contents have been set (S1022).

Subsequently, the S-VOL group management unit 620
sends a reply for the S-VOL group mitialization command
810-1 to the S-VOL group setting unit 610 (51023) and
sends an S-VOL imtialization command 1150-1 to an

S-VOL management unit 630 of the SA 230 (51024), which
processes read/write accesses to logical volumes.

FIG. 11 A shows a data format of the S-VOL operation
command. A command ID (0: S-VOL mitialization, 1: PID
change, 2: query (attribute/PID/access Irequency), 3:
restore) ndicating a type of command 1s set 1n the S-VOL
operation command. The command with “0: S-VOL 1mtial-
ization™ 1s a command to 1nitialize an S-VOL. The command
with “1: PID change™ 1s a command to change a physical
volume of a specified S-VOL. The command with “2: query
(attribute/PID/access frequency)” 1s a command to query the
attribute, the physical volume ID, and the access frequency
of a specified S-VOL or spare S-VOL. The command with
“3: restore” 1s a command to restore data of specified blocks
(BIDS) of a specified S-VOL (LID) with reference to a
specified RLID. A command specific field with contents
depending on the types of command 1s set 1in a field 1170.

FIG., 11B shows the data format of the S-VOL 1nitializa-
tion command. The S-VOL 1nitialization command 1150-1
includes: a field 1171 where the command ID 1s set; and a
field 1172 where volume lists are set. Each volume list 1s a
combination of the (logical) volume ID, the attribute, and
the physical volume ID of each of S-VOLs, a spare S-VOL,

and an increments-volume.

FIG. 11C shows the data format of the restore command

1150-2. The restore command 1150-2 includes: a field 1178
where an S-VOL ID 1s set; a field 1179 where blocks to be
restored are set; and a field 1180 1n which a recovery LID
referred to for restoring(recovering) 1s set.

=—=S-VOL Initialization=—"=

Next, a description will be given of a process related to
initialization of an S-VOL, which 1s performed between the
S-VOL group management umt 620 of the MA 620 and the
S-VOL management unit 630 of the SA 230. FIGS. 12 an
13 show an S-VOL management table 1200 managed by the
SA 230 and an increments management table 1300 managed
by the SA 230, respectively. FIG. 14 shows a flowchart
illustrating the S-VOL mitialization process.

In FIG. 14, first, the S-VOL group management unit 620
sends the S-VOL mitialization command 1150-1 to the

S-VOL management unit 630 (51024). The S-VOL man-
agement unit 630 receives the S-VOL mitialization com-
mand 1150-1 (S1400).

The S-VOL management unit 630 then sets the logical
volume IDS, the logical volume attributes, the physical
volume IDs, and the recovery logical volume IDS 1n the
S-VOL management table 1200 based on the volume lists




Us 7,216,210 B2

11

1172 included 1n the S-VOL mitialization command 1150-1
(S1401). The S-VOL management table 1200 1s created for
cach S-VOL group.

As shown 1n FIG. 12, the S-VOL management table 1200
manages Irequencies of accesses 1205 to respective logical
volumes 1n addition to the logical volume IDs 1201, the
logical volume attributes 1202, the physical volume IDS
1203, and the recovery logical volume IDS 1204. Note that
the access frequencies are measured by the SA 230.

An S-VOL read/write process unit 640 of the SA 230 adds
“1” to a cell 1 the access frequency column 1205 of the

S-VOL management table 1200 each time processing the
read/write access to an S-VOL or spare S-VOL. The S-VOL

group management unit 620 of the MA 220 sends the S-VOL
operation command 1150 (command ID=2) where the LID
of an S-VOL targeted for query i1s set to the S-VOL man-
agement unit 630 of the SA 230 to be able to acquire the
access Irequency of the S-VOL of interest. The S-VOL
group management unit 620 selects an S-VOL to be used for
recovery based on the acquired access frequencies.

The S-VOL management unit 630 judges whether the
attribute of the S-VOL to be restored 1s “RW” (51402).

When the attribute of the S-VOL of interest 1s “RW?”, the
recovery volume ID i1s registered 1n the increments manage-
ment table 1300 (51403). The increments management table
1300 manages block IDs of updated blocks for each regis-
tered increments-volume. The S-VOL management unit 630
then judges whether any volume list 1172 remains unproc-
essed (S1404). If any volume list 1172 remains unprocessed,
the S-VOL management unit 630 proceeds to S1401, and 11
not, the S-VOL management unit 630 returns a reply to the

S-VOL group management unit 620 (S1403).

——=Read Process——

FIG. 15 shows a flowchart illustrating a read process
among processes performed by the S-VOL read/write pro-
cess unit 640.

First, the S-VOL read/write process unit 640 receives a
read request for an S-VOL which 1s sent from the HA 210
(S1500). The S-VOL read/write process unit 640 then reads
data from the S-VOL (for example, S-VOL with LID=LV0)
set 1n the above read request (S1501). The SA 230 1s
monitoring in real time whether an error happens 1n the disk
drives 240. In S1502, 11 no drive error 1s detected (S1502:
NO), the SA 230 adds 1 to the access frequency of the
S-VOL with no drive error detected in the S-VOL manage-

ment table 1200 (S1503). In S1504, the S-VOL read/write

process unit 640 returns a replay for the read request to the
HA 210.

Upon detecting the read error i S1502, the S-VOL
read/write process unit 640 notifies an S-VOL error process
unit 650 that the read error 1s detected (1510). Upon receiv-
ing the nofification, the S-VOL error process unit 650
executes a read error process shown 1n a flowchart of FIG.
16. This process will be described later.

Subsequently, the S-VOL read/write process unit 640
receives a result of the read error recovery from the S-VOL
error process unit 630 and judges whether the recovery is
successtul (S1511). When the recovery i1s successiul, the
S-VOL read/write process unit 640 re-executes the read
access to the S-VOL where the read error has happened
(S1512), adds 1 to the access frequency of the S-VOL 1n the
S-VOL management table 1200 (S1503), and returns a reply
for the read request to the HA 210 (S1504).

10

15

20

25

30

35

40

45

50

55

60

65

12

When the recovery 1s unsuccessiul as a result of the
judgment 1 S1511, the S-VOL read/write process unit 640

returns a read fallure as a reply for the read request to the HA
210 (S1504).

===Read Error Process—=

FIG. 16 shows a flowchart 1illustrating the process (read
error process) related to read errors, which 1s performed
between the S-VOL group management unit 620 and the
S-VOL error process unit 650.

Upon receiving the read error notification sent from the
S-VOL read/write process unmit 640 (S1510), the S-VOL
error process unit 650 sends the LID of the S-VOL where the
read error has happened to the S-VOL group management
unit 620 (S1610). Upon recerving the read error notification
from the S-VOL error process unit 650 (51600), the S-VOL
group management unit 620 executes a read error process
S1700 (S1601), and then sends a recovery result of execu-
tion of the read error process S1700 to the S-VOL error
process unit 650 (51602).

Upon receiving the recovery result (S1611), the S-VOL
error process unit 650 judges whether the recovery is
successiul (S1612). When the recovery 1s unsuccesstul as a
result of the judgment, the S-VOL error process unit 630
notifies the S-VOL read/write process unit 640 that the
recovery 1s unsuccessiul (81613). On the contrary, when the
recovery 1s successiul 1n the judgment of S1612, the S-VOL
error process unit 650 replaces a physical volume constitut-
ing the S-VOL where the error has happened based on the
recovery result recerved from the S-VOL group manage-
ment unmit 620 (S1620). Furthermore, the S-VOL error
process unit 650 judges whether the physical volume 1s a
physical volume of another S-VOL (81621). When the
physical volume of interest 1s a physical volume of another
S-VOL, the LID of this S-VOL 1s set as the recovery LID of
the S-VOL where the error has happened (51622). When the
physical volume of interest 1s a physical region of a spare
S-VOL, the spare S-VOL 1s deleted from the S-VOL man-
agement table 1200 (S1623). The S-VOL error process unit
650 notifies the S-VOL read/write process unit 640 that the
recovery 1s successiul (5S1624).

In such a manner, when the type of error i1s a drive error,
the disk control system 200 of this embodiment replaces a
physical volume constituting the S-VOL where the error has
happened and forms the S-VOL with another physical
volume normally operating. Therefore, the S-VOL can be

recovered from the hardware error without changing the
S-VOL LUN.

FIG. 17 shows a flowchart illustrating the S-VOL read
error process S1700 executed 1n S1601 of FIG. 16.

First, the S-VOL group management unit 620 judges the
presence of a spare S-VOL (51701). When the spare S-VOL
1s present, the S-VOL group management unit 620 changes
the physical volume ID (PID) of the S-VOL where the error
has happened to the physical volume ID of the spare S-VOL
(S1710), and deletes the spare S-VOL ID from the S-VOL
management table 1200 (S1711). On the contrary, when a
spare S-VOL 1s not present in S1701, the S-VOL group
management unit 620 judges the presence of an S-VOL with
an attribute of “RO” (81702). Herein, when no S-VOL with
an attribute of “RO” 1s present in S1701, the S-VOL group
management unit 620 returns a read error notification
(51703). On the contrary, when the S-VOLs with an attribute
of “RO” are present, the S-VOL group management unit 620
queries the S-VOL error process unit 630 for the access
frequencies of the S-VOLs with an attribute of “RO”
(51704). The S-VOL group management unit 620 selects an
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S-VOL with the lowest access frequency (Freq) i the
S-VOL management table 1200 (S1705), and changes the
physical volume ID of the S-VOL where the error has
happened to the physical volume ID of the selected S-VOL
(S1706). Furthermore, the S-VOL group management unit
620 registers the ID of the logical volume selected as a
logical volume for recovery of the S-VOL where the error
has happened in the S-VOL management table 1200
(S1707).

===Write Process=—=

FIG. 18 shows a flowchart illustrating a write process
executed by the S-VOL read/write process unit 640. Upon
receiving a write request for an S-VOL from the HA 210
(S1800), the S-VOL read/write process unit 640 of the SA
230 judges whether the attribute of the S-VOL set in the
write request 1s “D-RW (increments write)” (S1801). When
the attribute 1s “D-RW” as a result of the judgment, the
S-VOL read/write process unit 640 executes an increments
write process S1900 shown 1n FIG. 19 (S1802). The incre-

ments write process S1900 will be described later.

On the contrary, when the attribute i1s not “D-RW” as a
result of the judgment, namely, when the attribute 1s “RW?,
the S-VOL read/write process unit 640 executes normal
writing (S1810). The S-VOL read/write process unit 640
judges whether a write error has happened on the execution
of normal writing (S1811). When the write error has not
happened as a result of the judgment, the S-VOL read/write
process unit 640 adds 1 to the access frequency (Freq) in the
S-VOL management table 1200 and returns a reply (reply
indicating the success of writing) for the write request to the
HA 210 (S1812). On the contrary, when the write error has

appened 1n the judgment of S1811, the S-VOL read/write
process unit 640 notifies the S-VOL error process unit 630
that the write error has happened (S1820). Upon receiving a
result of the write error recovery from the S-VOL error
process unit 650, the S-VOL read/write process unit 640
then judges whether the recovery 1s successful (S1821).
When the recovery is successtul, the process proceeds to
(S1801). When the recovery i1s unsuccessiul, the S-VOL
error process unit 650 returns a reply (reply indicating the
write failure) for the write request to the HA 210 (51822).

FIG. 19 shows a flowchart illustrating the increments
write process. In the increments write process, first, the
S-VOL read/write process unit 640 judges whether a block
ID 1s registered in a write destination block ID field 1352 for
the logical volume 1D (LID) of the S-VOL to which data 1s
to be written 1n the increments management table 1300,
namely, judges whether the S-VOL has been updated
(S1901). Herein, when no block ID 1s registered 1n the field
1352 of the write destination block ID, the S-VOL read/write
process unit 640 registers the write destination block ID field
1352 in the increments management table 1300 (81902).
The S-VOL read/write process unit 640 then reads data
written 1n a block corresponding to the write destination
block ID from the S-VOL (51903), updates the read data
with the data to be written, and writes the updated data in the
increments-volume (S1904).

FIG. 20 shows a flowchart illustrating a write error
process performed between the S-VOL group management
unit 620 and the S-VOL error process unit 6350. Upon
receiving the write error noftification sent from the S-VOL
read/write process unit 640, the S-VOL error process unit

650 sends a notification that the write error has happened
to-the S-VOL group management unit 620 (52010).

Upon receiving the write error notification from the
S-VOL error process unit 650 (52000), the S-VOL group
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management unit 620 executes a write error process S2100
shown 1 FIG. 21 (82001). The wrte error process S2100
will be described later. Subsequently, the S-VOL group
management unit 620 sends a recovery result which 1s a
result of execution of the write error process S2100 to the
S-VOL error process unit 650 (52002).

The S-VOL error process unit 650 recerves the result of
the write error recovery from the S-VOL group management
unmit 620 (52011). The S-VOL error process unit 6350 judges
whether the recovery 1s successtul based on the recerved
recovery result (S2012). Herein, when the recovery 1is
judged to be unsuccesstul, the S-VOL error process unit 650
notifies the S-VOL read/write process unit 640 of the failure
of recovery (S2013).

On the contrary, when the recovery 1s judged to be
successiul, the S-VOL error process unit 650 replaces the
physical volume of the S-VOL where the error has happened
based on the recovery result recerved from the S-VOL group
management unit 620 (S2020). Furthermore, the S-VOL
error process unit 650 judges whether the physical volume
ol iterest 1s a physical volume of another S-VOL (52021).
When the physical volume of interest 1s a physical volume
of another S-VOL 1n the judgment, the S-VOL error process
unit 650 changes the attribute thereof to “D-RW” and sets
the LID of the S-VOL as the ID (RID) of the S-VOL for
recovery of the S-VOL where the error has happened in the
S-VOL group management table 900 (52022). When the
physical volume of interest 1s the physical volume consti-
tuting a spare S-VOL 1n the judgment, the spare S-VOL 1s
deleted from the S-VOL management table 1200 (52023).
The S-VOL error process unit 650 notifies the S-VOL
read/write process umt 640 that the recovery 1s successiul
(52024).

FIG. 21 shows a flowchart 1llustrating the aforementioned
S-VOL write error process S2100. First, the S-VOL group

management unit 620 judges the presence of the spare
S-VOL (82101). When the spare S-VOL 1s present as a
result of the judgment, the S-VOL group management unit
620 changes the physical ID (PID) of the S-VOL where the
error has happened to the physical volume ID of the spare
S-VOL (52110) and deletes the ID of the spare S-VOL from
the S-VOL management table 1200 (52111). On the con-
trary, when no spare S-VOL 1s present as a result of the
judgment (S2101), the S-VOL group management unit 620
judges whether an S-VOL with an attribute of “RO” 1s
present (S2102). When no S-VOL with an attribute of “RO”
1s present, the write error notification i1s returned (52103).
On the contrary, when S-VOLs with an attribute of “RO” are
present, the S-VOL group management unit 620 queries the
S-VOL error process unit 650 for the access frequencies of
the S-VOLs with an attribute of “RO” (52104). The S-VOL
group management unit 620 selects an S-VOL with the
lowest access frequency in the S-VOL management table
1200 (S2105) and changes the attribute of the S-VOL where
the error has happened to “D-RW” and the physical volume
ID (PID) to the physical volume ID (PID) constituting the
selected S-VOL (82106), respectively. In such a manner,
using the S-VOL with the lowest access frequency can
suppress the influence of the process related to the recovery
on the transaction processing performed using the other
S-VOLs, thus ensuring availability of S-VOLs.

Furthermore, the S-VOL group management unit 620
registers the logical volume ID 1n the RLID field 1204 of the
S-VOL management table 1200 (S2107), the logical volume
ID being selected 1n the S-VOL management table 1200 as
the recovery LID for the S-VOL where the error has
happened.
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—=Restore=—=

Next, a description will be given of a process related to
restoring of an S-VOL where an error has happened, which
1s performed between the S-VOL group setting unit 610 and
the S-VOL group management unit 620. FIG. 22 shows a
flowchart illustrating the process related to restoring which
1s performed between the S-VOL group setting unit 610 and

the S-VOL group management umt 620.
First, the S-VOL restore command 850-2 shown 1n FIG.

8C where the LID of an S-VOL desired to be restored, block
IDs desired to be restored, and the like are set 1s sent from
the S-VOL group setting unit 610 of the management server
110 to the S-VOL group management unit 620 (S2200).

Upon recerving the restore command 810-2 (S2210), the
S-VOL group management unmit 620 of the MA 220 executes
an S-VOL restore command setting process S2300 (S2211).
The S-VOL restore command setting process will be
described 1n detail later. Subsequently, the S-VOL group
management unit 620 judges whether setting of the S-VOL
restore command 1150-2 1s successiul (82212). When the
setting 1s judged to be successiul, the S-VOL group man-
agement unit 620 sends the restore command 1150-2 to the
S-VOL group error process unit 630 (52213). Moreover, the
S-VOL group management unit 620 sends a restore result to
the S-VOL group setting unit 610 of the management server
110 (S2214).

FIG. 23 shows a tlowchart 1llustrating the aforementioned
restore command setting process S2300. This process 1s

performed between the S-VOL group management unit 620
of the MA 220 and the S-VOL error process unit 650 of the

SA 230.

First, the S-VOL group management umt 620 judges the
presence of a spare S-VOL (52301). When the spare S-VOL
1s present, the S-VOL management unit 620 sets the recov-
ery LID set in the restore command 1150-2 1n a correspond-
ing cell of the LID column 902 in the S-VOL group
management table 900 (52310). On the contrary, when the
spare S-VOL 1s not present, the S-VOL group management
unit 620 judges whether an S-VOL with an attribute of “RO”
1s present (52302). When no S-VOL with an attribute of
“RO” 1s present, the S-VOL management unit 620 returns a
notification that the restoring 1s unsuccesstul (52303). On
the contrary, when S-VOLs with an attribute of “RO” are
present, the S-VOL group management unit 620 queries the
S-VOL error process unit 650 for the access frequencies of
the S-VOLs with an attribute of “RO” (S2304). The S-VOL
group management unit 620 selects an S-VOL with a lowest
access Irequency (Freq) in the S-VOL management table
1200 based on the access frequencies sent as a result of the
query (52305), and sets the recovery LID set 1n the restore
command 1150-2 to the LID of the selected S-VOL (52306).
Using an S-VOL with the lowest access frequency in such
a manner can suppress the intluence of the process related to
the recovery on the transaction processmg performed using
the other S-VOLS, thus ensuring high availability of
S-VOLS.

FIG. 24 shows a flowchart illustrating an S-VOL restore
process.

Upon receiving the restore command 1150-2 from the
S-VOL group management unit 620 (S2400), the S-VOL
error process unit 650 judges whether the attribute of the
S-VOL to be restored, which 1s set 1n the restore command
1150-2, 1s “RW” (52401). When the attribute 1s not “RW”,
the S-VOL error process unit 650 reads data of blocks set in
the restore command 1150-2 from the recovery volume set
in the restore command 1150-2 and writes the read data 1n

the S-VOL desired to be restored (52410). After the comple-
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tion of this writing, the S-VOL error process unit 650 sends
a notification that the restoring 1s completed (S2404). On the
contrary, when the attribute 1s “RW” in the judgment of
52401, the S-VOL error process unit 650 judges whether the
blocks which are desired to be restored and specified by the
restore command 1150-2 have been updated with reference
to the increments management table 1300 (52402). When
the blocks are not judged to have been updated as a result of
the judgment, the process proceeds to S2410. On the con-
trary, when the blocks are judged to have been updated, the
S-VOL error processing unit 650 reads data of the blocks
desired to be restored from the increments-volume of the
S-VOL desired to be restored and writes the read data in the
S-VOL desired to be restored (52403). After the completion
of the writing, the S-VOL error process unit 650 sends the
notification that the restoring 1s completed to the S-VOL

group management unit 620 (52404).

According to the present invention, the availability of
S-VOLs can be ensured as described above with the embodi-
ment. Moreover, each S-VOL 1s recovered using another
S-VOL or the spare S-VOL. Accordingly, 1t 1s possible to
recover the S-VOL including necessary contents at a certain
point of time, for example, 1n data analysis, development,
testing, and the like.

Moreover, the S-VOLs are not always recovered by a
uniform method but recovered by a method according to the
error type. Accordingly, the S-VOL can be efliciently recov-
ered by a flexible method. In addition, by using the S-VOL
with the lowest access frequency as a read-only volume used
for the recovery, 1t 1s possible to suppress the influence of a
process related to recovery on transaction processing per-
formed using the other S-VOLs and thus ensure availability
of S-VOLS. Moreover, a logical volume (spare S-VOL) to
which read/write accesses are forbidden 1s used instead of
the read only volume used in the above described recovery.
Accordingly, it 1s possible to further suppress the influence
ol the process related to recovery on transaction processing
performed using the other S-VOLs and thus ensure high
availability of S-VOLS. Furthermore, in the case of drive
errors, a storage device supplying a storage region consti-
tuting the S-VOL where an error has happened 1s replaced,
and the S-VOL 1s formed with another storage device
normally operating.

Recently, as for disk drives used for S-VOLs and the like,
inexpensive drives such as ATA drives are sometimes
employed to reduce a data management cost. However, if the
frequency of errors 1s 1creased by using the mexpensive
drives, the maintenance work 1s increased, and the manage-
ment cost therefor 1s increased. To realize reduction 1n TCO
(Total Cost of Ownership) using the inexpensive drives,
reduction 1n management cost 1s essential. According to this
embodiment, the S-VOLSs can be efliciently recovered, and
the reduction 1n TCO can be realized using the inexpensive

drives.

Although the preferred embodiment of the present inven-
tion has been described 1n detail, 1t should be understood that
various changes, substitutions and alterations can be made
therein without departing from spirit and scope of the
inventions as defined by the appended claims.

According to the present invention, the availability of
S-VOLs can be ensured.

Moreover, since each S-VOL 1s recovered using another
S-VOL or a spare S-VOL, 1t 1s possible to recover the
S-VOL including necessary contents at a certain point of
time, for example, in data analysis, development, testing,

and the like.
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By using a RO S-VOL with the lowest access frequency
as the read-only S-VOL used for the alorementioned recov-
ery, 1t 1s possible to suppress the influence of a process
related to recovery on transaction processing performed
using the other S-VOLs and thus ensure availability of
S-VOLs. Furthermore, instead of the read-only volume used
in the aforementioned recovery, a logical volume (spare

S-VOL) 1s used which 1s controlled such that read/write
accesses are forbidden 1s used and the contents of S-VOLs
at a certain time are maintained. Accordingly, 1t 1s possible
to further suppress the influence of the process related to
recovery on transaction processing performed using the

other S-VOLs and thus ensure high availability of S-VOLS.

What i1s claimed 1s:

1. A system 1ncluding a computer connected to a storage
device which has a primary volume, a plurality of secondary
volumes which store copies of data stored in the primary
volume, and a controller, the computer comprising:

a Processor;

an 1nput section; and

a port to connect the computer to the storage device,

wherein the processor sends a command to perform

settings related to the secondary volumes to the storage
device via the port, based on mformation mputted via
the 1put section,
wherein the command includes
information designating a volume group which includes
one or a plurality of the secondary volumes; and

information designating attributes of the respective sec-
ondary volume or volumes included in the volume
group,

wherein the attribute 1s information which relates to

access to the secondary volume, and includes write
inhibit or read/write permission information;

wherein the processor, at a time an error occurs in one of

the secondary volumes 1ncluded 1n the volume group,
further sends to the storage device information relating
to the number of the secondary volumes in the volume
group to be alternatives to the one of the secondary
volumes where the error has happened; and

wherein the command includes information designating a

physical volume ID, an access frequency of a specified
secondary volume or spare secondary volume, and an
increments-volume.

2. A system according to claim 1,

wherein the processor receives a notice that an error has
happened from the storage device via the port.
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3. A system according to claim 1,

wherein the processor sends a command 1nstructing res-

toration of the one of the secondary volumes 1n which

the error has happened 1n the storage device via the port
to the storage device.

4. A system according to claim 1,

wherein the processor sends a command to nquire an

attribute of the one of the secondary volumes included

in the volume group to the storage device.

5. A system according to claim 1,

wherein the processor, based on an instruction inputted

from the input section, sends to the storage device via

the port an instruction to change a physical volume
composing the one of the secondary volumes i which
error has happened.

6. A system including a management computer connected
to a storage device which has a primary volume, a plurality
of secondary volumes which store copies of data stored 1n
the primary volume, and a controller, the management
computer comprising:

a Processor;

an input section; and

a port to connect the management computer to the storage

device,

wherein the processor sends to the storage device via the

port, based on information inputted via the input sec-

tion, a command to perform settings related to the
secondary volumes,

wherein the command has

a field designating a volume group which includes one
or a plurality of secondary volumes;

a field designating attributes of the respective second-
ary volume or volumes included in the volume
group; and

a field designating, at a time an error occurs 1n one of
the secondary volumes included in the volume
group, the number of the secondary volumes in the
volume group to be alternatives to the one of the
secondary volumes in which the error has occurred,

wherein the attribute i1s information which relates to

access to the secondary volume, and includes write
inhibit or read/write permission mformation; and

wherein the command includes information designating a

physical volume ID, an access frequency of a specified

secondary volume or spare secondary volume, and an
increments-volume.
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