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(57) ABSTRACT

In logical verification of a system in which a plurality of
master devices share a storage region, a scoreboard common
to all master devices 1s provided. When starting verification,
an 1nitial value of data stored 1n each address of each storage
device 1s set 1n correspondence with the address in the
scoreboard. When each master device performs write access
to an address of a storage device, data corresponding to the
address 1n the scoreboard 1s updated with written data. When
cach master device performs read access to an address of a
storage device, data read out of the storage device 1s
compared with data corresponding to the address in the
scoreboard. Thus, the storage devices and the controller are
verified.
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METHOD OF VERIFYING A SYSTEM IN
WHICH A PLURALITY OF MASTER
DEVICES SHARE A STORAGE DEVICE

This application 1s a division of application Ser. No.
10/309,091, filed Dec. 4, 2002 now U.S. Pat. No. 7,028,146.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a method of veritying a
storage device and a memory controller 1n a system (veri-
fication circuit) in which a plurality of master devices access
a common storage region.

2. Description of the Related Art

FIG. 4 1s a block diagram 1illustrating the configuration of
a system in which a conventional verification method 1s
performed. In FIG. 4, a CPU (central processing unit) 1
controls respective unmits of the system, and also operates as
one of master devices. Master devices 2 and 3 are connected
to a CPU bus 10. A memory 4 1s a storage device connected
to the CPU bus 10 via a memory controller 9. A resister 5 1s
a storage device within a module 1 connected to the CPU
bus 10. A register 6 1s a storage device also connected to the
CPU bus 10.

In verification of the storage devices and the memory
controller 9, there sometimes occurs as a verification item
that a master device writes data in the memory 4, and
thereatter the CPU 1 reads the data stored 1n the memory 4.

n such a case, 1n order to check that the data written by the
master device equals the data read by the CPU 1, the written
data 1s explicitly stored within a test program, and the test
program compares the stored data with the read data. Simi-
larly, 1n verification of the other storage device 5 or 6, data
written from each master device (data that must be stored in
the storage device) 1s managed and stored in an individual
test program.

The above-described case may happen 1n all combinations
of a master device and a storage device (the same master
device may write data and thereaiter read the data, or data
may be consecutively written 1 or read from the same
storage device). Even when executing only one test pro-
gram, management of data 1s considerably complicated, and
a plurality of test programs must be simultaneously executed
depending on an object to be verified. In such a case,
interference among the test programs must be taken into
consideration, resulting in more complicated management.

Accordingly, 1t 1s ineflicient to individually manage data
stored 1n a storage device 1n each test program, and each test
program must independently manage data stored in the
storage device, resulting in an increase in the amount of
description 1n the test program, and greater inefliciency.

SUMMARY OF THE INVENTION

It 1s an object of the present invention to provide a
verification method capable of performing unitary manage-
ment of data stored in storage devices, and eflicient verifi-
cation, in a system in which a plurality of master devices
share a storage region.

According to one aspect, the present mvention which
achieves the above-described object relates to a method of
verilying a system in which a plurality of master devices
share a storage region. The method includes the steps of
setting, when staring verification, an mnitial value of data
stored 1n each address of each storage device 1n correspon-
dence with the address 1n a scoreboard common to all master
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devices, updating, when each master device performs write
access to an address of a storage device, data corresponding
to the address in the scoreboard with written data, and
comparing, when each master device performs read access
to an address of a storage device, data read out of the storage
device with data corresponding to the address 1n the score-
board.

Other objectives and advantages besides those discussed
above shall be apparent to those skilled 1n the art from the
description of the preferred embodiments of the mvention
which follows. In the description, reference 1s made to
accompanying drawings, which form a part thereof, and
which illustrate an example of the invention. Such an
example, however, 1s not exhaustive of the various embodi-
ments of the invention, and therefore reference 1s made to
the claims which follow the description for determining the
scope of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram 1illustrating the configuration of
a system that performs a verification method according to a
first embodiment of the present invention;

FIG. 2 1s a block diagram illustrating the configuration of
a system that performs a verification method according to a
second embodiment of the present invention;

FIG. 3 1s a block diagram 1illustrating the configuration of
a system that performs a verification method according to a
third embodiment of the present invention; and

FIG. 4 1s a block diagram 1illustrating the configuration of
a system that performs a conventional verification method.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Preferred embodiments of the present invention will now
be described 1n detail with reference to the drawings.

First, 1n first and second embodiments of the present
invention, two cases having different locations of score-
boards, and different updating methods will be described. In
a third embodiment of the present invention, a case 1n which
a controller for storage devices has an out-of-order function

will be described.

First Embodiment

The first embodiment relates to a case 1n which a score-
board 1s managed by a CPU-bus monitor. FIG. 1 1s a block
diagram 1illustrating the configuration of a system in which
a verification method of the first embodiment 1s performed.

In FIG. 1, a scoreboard 7 stores data of storage devices
(registers 5 and 6, and a memory 4). A CPU-bus monitor 8
monitors a CPU bus 10, and manages the scoreboard 7.
Other units are the same as i FIG. 4.

The scoreboard 7 includes items relating to addresses
corresponding to the registers 5 and 6, and the memory 4,
items relating to data corresponding to the respective
addresses, and 1tems relating to WR tflags indicating whether
cach of the storage devices performs only write, only read,
or both write and read. A flag indicating an access method,
such as a method capable of performing word access or byte
access, may also be provided.

The CPU-bus monitor 8 monitors transaction on the CPU
bus 10, and updates the scoreboard 7 1n the case of a write
command, and compares data read from a storage device
with data 1n the scoreboard 7 1n the case of a read command.

A vernfication procedure will now be described. First,
when the CPU-bus monitor 8 recognizes reset of a verifi-



us 7,210,007 B2

3

cation circuit, the scoreboard 7 1s reset, to set data in the
scoreboard 7 to imitial values of the respective storage
devices.

Then, test 1s started. When a master device provides a
storage device with a write command, the CPU-bus monitor
8 determines that the command 1s a write command from
transaction of the CPU bus 10, and updates data correspond-
ing to an address of the storage device where write 1s
performed, 1 the scoreboard 7. When a master device
provides a read command, the CPU-bus monitor 8 deter-
mines that the command 1s a read command from transaction
of the CPU bus 10, and reads data corresponding to an
address of the storage device where data 1s read, from the
scoreboard 7, and compares data read from an actual storage
device of the verfication circuit with data read from the
scoreboard 7.

More specifically, when a master device provides the

memory 4 (having an address of 32'h2000) with a command
to write data 32'h00000000, the CPU-bus monitor 8 updates

data to 32'h00000000, because the WR flag indicates WR
(capable of performing both write and read) in address
32'h2000 1n the scoreboard 7. When the CPU 1 provides the
memory 4 (having the address 32'h2000) with a read com-
mand, the CPU-bus monitor 8 confirms that the WR flag
indicates WR 1n address 32'h2000 1n the scoreboard 7, uses
that data as an expected value, and compares the data with
data actually read from the memory 4. When a write
command 1s provided for the register 5 (having an address
of 32'h1000), the CPU-bus monitor 8 does not update data,

because the WR flag for address 32'h1000 1n the scoreboard
7 indicates R (only read).

Second Embodiment

In a second embodiment of the present invention, each
master device 1s caused to manage the scoreboard 7. FIG. 2
1s a block diagram illustrating the configuration of a system
in which a venfication method according to the second
embodiment 1s performed.

The configuration shown in FIG. 2 differs from the
configuration shown in FIG. 1 1n that the bus monitor 8 1s not
provided, and the scoreboard 7 performs read/write with
respect to a CPU 1, and master devices 2 and 3. For that
purpose, a function of updating the scoreboard 7 when each
of the master devices (the CPU 1, and the master devices 2
and 3) performs a writing operation, and comparing a
command read from a storage device with data in the
scoreboard 7 when each of the master devices performs a
reading operation 1s added 1n each of the master devices.

A verification procedure will now be described. First,
when each of the master devices recognizes reset of a
verification circuit, the scoreboard 7 1s reset, to set data 1n
the scoreboard 7 to initial values of the respective storage
devices.

Then, test 1s started. When a master device provides a
storage device with a write command, the master device
updates data corresponding to an address of the storage
device where write 1s performed, in the scoreboard 7. When
a master device provides a read command, the master device
reads data corresponding to an address of the storage device
where data 1s read, from the scoreboard 7, and compares data
read from an actual storage device of the verification circuit
with data read from the scoreboard 7.

More specifically, when a master device provides a
memory 4 (having an address of 32'h2000) with a command
to write data 32'h00000000, the master device updates data
to 32'h00000000, because the WR flag indicates WR (ca-
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32'h2000 1n the scoreboard 7. When the CPU 1 provides the
memory 4 (having an address of 32'h2000) with a read
command, the CPU 1 confirms that the WR flag indicates
WR 1n address 32'h2000 1n the scoreboard 7, uses that data
as an expected value, and compares the data with data
actually read from the memory 4. When the CPU 1 provides
the register 5 (having an address of 32'h1000) with a write
command, the CPU 1 does not update data, because the WR
flag 1n address 32'h1000 1n the scoreboard 7 indicates R

(only read).

Third Embodiment

A third embodiment of the present invention 1s a case 1n
which a controller for storage devices has an out-of-order
function. FIG. 3 1s a block diagram illustrating the configu-
ration of a system in which a verification method according
to the third embodiment 1s performed. A scoreboard 1s
managed according to the method performed by the bus
monitor in the first embodiment.

In FIG. 3, amemory controller 9 controls a memory 4, and
operates as a slave device of a bus 10. The bus 10 has two
master devices 2 and 3, and one slave device. A bus monitor
8 monitors transaction of the bus 10, and updates a score-
board 7 in the case of a write command, and compares data
in the scoreboard 7 with data on the bus 10 1n the case of a
read command. The memory controller 9 has an out-of-order
function of receiving some sets of transaction (hereinafter
termed “queuing”) from the bus 10 1n advance, and access-
ing the memory 4 by rearranging the sets of transaction so
that performance 1s optimum and not contradictory. An
object to be verified 1n the third embodiment 1s the memory
controller 9. The bus monitor 8 monitors the bus 10, and
updates the scoreboard 7 and compares expected values in
the order of transaction performed by the master devices 2

and 3 for the bus 10.

FIG. 3 shows examples of two accesses, 1.¢., case 1 and
case 2. In each of case 1 and case 2, the left side represents
a table illustrating “transaction at bus”. The table indicates
the order of reception and storage of transaction (hereinafter
termed “queuing’) by the memory controller 9, each master
device performing transaction, and information indicating
write or read, and information relating to each address. The
table of “access order of memory controller to memory”
indicates the order of access to the memory 4 when the
memory controller 9 performs an out-of-order operation,
based on the “transaction order at bus”, each master device,
information indicating write or read, and imnformation relat-
ing to each address.

In case 1, three commands subjected to quewing have
different addresses, 1.¢., there 1s no correlation among three
sets of transaction. Accordingly, no matter how the order 1s
changed according to an out-of-order operation, no logical
contradiction occurs. Hence, no error 1s produced 1n data
comparison during a reading operation by the bus monitor 8.

In case 2, all of three commands subjected to queuing
indicate the same address. That 1s, there 1s a correlation
among the three sets of transaction. In a reading operation by
the master device 3, it 1s expected to read data written by the
master device 2. However, there 1s a bug 1in the memory
controller 9, and when an out-of-order operation 1s per-
formed as in the table indicating “the order of access the
memory controller to the memory” 1n case 2, the scoreboard
7 1s updated in the order of transaction by the bus monitor
8, and 1n comparison of an expected value 1n the scoreboard
7 with a value read by the master device 3, the expected
value 1s data written by the master device 2. On the other
hand, data flown on the bus 10 by being read from the
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memory 4 as the actual value 1s data already stored in the
memory 4 before a writing operation by the master device 2,
the two values do not coincide, thereby producing error.
Thus, presence of a bug 1n the memory controller 9 can be
casily found.

As described above, by using a scoreboard, an out-of-
order function can be verified by the scoreboard and a bus
monitor. Accordingly, the out-of-order function can be very
elliciently and simply verified.

According to the above-described embodiments, data
stored 1n storage devices are subjected to unitary manage-
ment using a scoreboard. When a plurality of test programs
are simultaneously executed for respective master devices
and storage devices, a common scoreboard 1s also used.
Accordingly, 1t 1s unnecessary to take ito consideration of
interference among the respective test programs. Further-
more, 1t 15 unnecessary to manage data of a storage device
in each test program, and therefore 1t 1s possible to efliciently
form a test program. Accordingly, 1t 1s possible to efliciently
verily an LSI (large-scale integrated circuit). In addition,
when a controller for storage devices has an out-of-order
function of changing the order of transactions, 1t 1s also
possible to efliciently perform verification.

The individual components designated by blocks in the
drawings are all well known 1n the system verification
method arts and their specific construction and operation are
not critical to the operation or the best mode for carrying out
the 1nvention.

Although the present invention has been described 1n its
preferred form with a certain degree of particularity, many
apparently widely different embodiments of the imvention
can be made without departing from the spirit and the scope
of thereof. It 1s to be understood that the mvention 1s not
limited to the specific embodiments thereol except as
defined 1n the appended claims.

What 1s claimed 1s:

1. A method of verifying a system 1n which a plurality of
master devices share a storage device, said method com-
prising the steps of:

setting an 1mitial value of data stored 1n each address of the

storage device 1n a scoreboard common to all master
devices, wherein the 1nitial value of data stored in each
address of the storage device 1s set 1n the scoreboard 1n
correspondence with the address, and wherein the 1ni1-
tial value of data stored in each address of the storage
device 1s set 1n the scoreboard when starting verifica-
tion;

updating data stored 1n the scoreboard 1n correspondence

with a first address of the storage device with data
written to the first address of the storage device,
wherein the data stored 1n the scoreboard 1n correspon-
dence with the first address of the storage device is
updated when any one of the master devices writes data
in the first address of the storage device; and
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comparing data read out of a second address of the storage
device with data stored 1n the scoreboard in correspon-
dence with the second address of the storage device,
wherein the data read out of the second address of the
storage device 1s compared with the data stored in the
scoreboard 1n correspondence with the second address
of the storage device when any one of the master
devices reads out data of the second address of the
storage device.

2. A method according to claim 1, wherein the system
includes a bus monitor for monitoring transaction on a bus,
and wherein the bus monitor performs read/write and com-
parison 1n the scoreboard 1n response to the transaction.

3. A method according to claim 1, wherein the master
device accessing the storage device performs read/write and
comparison 1n the scoreboard.

4. A method according to claim 1, wherein 1n the system,
a controller for controlling the storage devices has an
out-of-order function of executing access requests from a
plurality of master devices by changing an order of execu-
tion, and wherein the out-of-order function of the controller
1s veriflied based on a result of the comparison.

5. A system 1n which a plurality of master devices share
a storage device, comprising:
a scoreboard common to the plurality of master devices;

setting means for setting an initial value of data stored in
cach address of the storage device in the scoreboard,
wherein the mitial value of data stored 1n each address
of the storage device 1s set 1n the scoreboard in corre-
spondence with the address, and wheremn the initial
value of data stored in each address of the storage
device 1s set 1n the scoreboard when starting verifica-
tion;

updating means for updating data stored in the scoreboard
in correspondence with a first address of the storage
device with data written to the first address of the
storage device, wherein the data stored in the score-
board in correspondence with the first address of the
storage device 1s updated when any one of the master
devices writes data 1n the first address of the storage
device; and

comparing means for comparing data read out of a second
address of the storage device with data stored in the
scoreboard 1n correspondence with the second address
of the storage device, wherein the data read out of the
second address of the storage device 1s compared with
the data stored in the scoreboard in correspondence
with the second address of the storage device when any
one of the master devices reads out data of the second
address of the storage device.
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