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FIG. 2
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FIG. 3

PHYSICAL DISK MANAGEMENT TABLE
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162¢C

1623\

#001 100GB 5
#002 . 100GB 5
#0073 . 100GB 5
#004 100GB 5
#005 . 100GB 5
#006 50GB —

FIG. 4

LU MANAGEMENT TABLE
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FIG. 11
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FIG. 12

730
\ META-DATA

TOP UPDATE
FILENAME | ,opRess | CAPACITY | OWNER Eral
X

200MB 0:00

SO0MB 7 .57

X
100MB Y 9:15
100MB Z 15:20

FIG. 13

72\1 72\2
FILE LOCK TABLE LU LOCK TABLE
STATUS OF STATUS OF
SHARED —

A LOCKED

B S

D LOCKED




U.S. Patent Apr. 10, 2007 Sheet 10 of 16 US 7,203,862 B2

F1G. 14

200 INFORMATION 200 INFORMATION 200 INFORMATION

PROCESSOR PROCESSOR ( ROCESSOR
400

LAN
- v
STORAGE
SYSTEM__ | | I
B CLUSTER A 110
CHN1

! NAS
CONTROL
| |[|SOFTWARE

SYSTEM SYSTEM
USER LU MANAGEMENT
= e = =
SHARED SYSTEM SHARED SYSTEM
MEMORY LU 1 LU LU 4
120




US 7,203,862 B2

Sheet 11 of 16

Apr. 10, 2007

U.S. Patent

009

N1
J344VvHS 1Tvda019

ﬁ AHOW3W Q3™VHS |7

PNHO ENHO
= -

N1 A3dYVHS
d 431SN10

NOILHdOd NOILDINNOD

JYYMLI0S JYYMLH0S

IUVYMLAOS

N1 WOOT N1 V00T | _D.._ VOO0

N1 d3dvHS
v 441SN10

N1 1WvOOT

i

INHO

JHVML40S

TOHLNOD
SVN

LNHO

V 431SN10

TOY1INOD TOYLNOD | TOYLINOD
SYN SYN * SYN
YNHO ENHD _
g9 ¥31SN1D
- = _
5
081

NV

d055300dd
NOILYIWHOINI

Gl Ol

002

J05S300dd
NOILVYINEOINI

WIALSAS FOVHOLS

00c



d4Svav.ivQd
MILSATD N1 AdUVvHS

JAVN 1SOH N1 d3HVHS
sasej a)ul
PIOM]BU/0}9/

(ASNOJSIH
NOILYIWHIINOD
TYINHON)
A03HO HLTV3H

d31SNTO NI NOILVINHOANI

SJA NOILVZINOYHONAS | T0O4LNOD ¥31SNT1D

d31SMT1O NI
NOILVZINOHHONAS

NOILVINHOANI
AD0T FId SYN

US 7,203,862 B2

W31SAS
Ol ¥VvITNO3d

NHO
10 SS3HAAV di

AHOWIN
AIHVHS

d31SNTO NI
NOILVZINOHHONAS

1vdg
14VdH 43N0V

NJLSAS V.ivd

Sheet 12 of 16

ON JOVHOLS Ni 4O LV LSININGY
NOILYZINOYHONAS NTLSAS
pmssedquis/o}e/ N1 Q3IYVHS zo_mw%,_@%_._wr o | Vlva ¥3sn sdI0

2007

d41SNTO NI
NOILVZINOYHONAS

b/

pmssed/oje/ MHOML3IN

N7 YO0 Viva
NI NOILOF143Y | SNONOHHONAS |ONIZINOYHONAS| F9AL ONAS Vivd

Viva ¥3sn S4AN

NOILVINHOINI
1TO4LINOD

Apr. 10

9l Old

U.S. Patent



U.S. Patent Apr. 10, 2007 Sheet 13 of 16 US 7,203,862 B2

FIG. 17
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1

METHODS FOR CONTROLLING STORAGE
DEVICES CONTROLLING APPARATUSES

BACKGROUND OF THE INVENTION

The quantity of data used in a computer system has
increased rapidly in recent years. As a storage system for
managing such data, a large-scale storage system managed
by a RAID (Redundant Arrays of Inexpensive Disks)
method for providing huge storage resources as called
mid-range class or enterprise class has attracted public
attention recently.

A storage system called NAS (Network Attached Storage)
has been also developed so that the storage system and each
information processor are connected to each other by a
network using a protocol such as TCP/IP (Transmission
Control Protocol/Internet Protocol) etc., to achueve access at
file level from the information processor (e.g., JP-A-8-
212095).

On the other hand, a technique called fail-over has been
developed so that, even if failure occurs 1n an information
processor using a storage region provided by a storage
system, another information processor can be used 1n place
of the failed information processor for performing process-
ing to continue provision ol service by the information
Processor.

SUMMARY OF THE INVENTION

In fail-over i the conventional storage system, there was
however no common storage region extending over infor-
mation processors. Accordingly, when fail-over was to be
carried out, a handover process had to be made so that data
in the storage region used by the original information
processor could be used by the substitute information pro-
cessor. Furthermore, because data in the storage region were
handed over after failure occurred in the information pro-
cessor, a time lag was generated before the substitution
started. In addition, the process for handing over data was
troublesome.

The invention 1s developed 1n consideration of the prob-
lems and an object of the invention 1s to provide a storage
device controller and a program for the storage device
controller.

To solve the problems, the mvention provides a storage
device controller including: channel control portions each
including a circuit board on which a file access processing
portion for receiving file-by-file data input/output requests
sent from information processors and an I/O processor for
outputting I/O requests corresponding to the data mput/
output requests to storage devices are formed, the channel
control portions being classified into groups for the sake of
tail-over; and means for storing data updated by each of the
channel control portions and handed over at the time of the
faill-over 1n a shared volume which i1s a storage region
logically set on physical storage regions provided by the
storage devices and which can be accessed commonly by
any other channel control portion belonging to the same
group as the channel control portion updating the data.

Incidentally, each of the information processors 1s, for
example, a personal computer or a main frame computer that
accesses a storage system having the storage device con-
troller configured as described above through an LAN
(Local Area Network). The function of each file access
processing portion 1s provided by an operating system
executed on a CPU and a software such as NFS (Network
File System) operated on the operating system. Each storage
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2

device 1s a disk drive such as a hard disk device. Each 1/0
processor 1s made of an IC (Integrated Circuit) which 1s a

hardware element independent of the CPU that 1s a hardware
clement of the file access processing portion. The I/0
processors control communications between the file access
processing portions and disk control portions. The disk
control portions control the storage devices to write/read

data in/from the storage devices respectively.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing the overall configu-
ration of a storage system according to an embodiment of the
invention;

FIG. 2 1s a block diagram showing the configuration of a
management terminal in this embodiment;

FIG. 3 1s a view showing a physical disk management
table 1n this embodiment;

FIG. 4 1s a view showing an LU management table 1n this
embodiment;

FIG. § 1s a view showing the external appearance con-
figuration of the storage system 1n this embodiment;

FIG. 6 1s a view showing the external appearance con-
figuration of a storage device controller 1n this embodiment;

FIG. 7 1s a diagram showing a channel control portion in
this embodiment;

FIG. 8 1s a diagram for explaining the content of data
stored 1n a memory 1n this embodiment;

FIG. 9 1s a diagram showing a data control portion in this
embodiment;

FIG. 10 1s a software configuration diagram in this
embodiment;

FIG. 11 1s a diagram showing a state in which a cluster 1s
constituted by channel control portions in this embodiment;

FIG. 12 1s a view showing meta-data in this embodiment;
FIG. 13 1s a view showing lock tables in this embodiment;

FIG. 14 1s a diagram showing system LLUs, a user LU and
a shared LU 1in the storage system in this embodiment;

FIG. 15 1s a diagram showing local LUs, shared LUs and
a global shared LU 1n the storage system 1in this embodi-
ment;

FIG. 16 1s a table showing data to be handed over at the
time of fail-over and synchronizing methods 1n this embodi-
ment,

FIG. 17 1s a flow chart showing a process for determining,
the synchromizing methods for data to be handed over at the
time of fail-over in this embodiment;

FIG. 18 15 a table for determining destinations for refer-
ring to data to be handed over at the time of fail-over 1n this
embodiment;

FIG. 19 1s a flow chart showing a process for determining,
the designations for referring to data to be handed over at the
time of fail-over 1n this embodiment; and

FIG. 20 1s a flow chart showing a fail-over process 1n this
embodiment.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1

Embodiments of the invention will be described below 1n
detail with reference to the drawings.

FIG. 1 1s a block diagram showing the overall configu-
ration of a storage system 600 according to an embodiment
of the invention.
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(Example of Overall Configuration)

The storage system 600 includes a storage device con-
troller 100, and storage devices 300. The storage device
controller 100 controls the storage devices 300 according to
commands received from information processors 200. For
example, upon reception of a data mput/output request from
a certain information processor 200, the storage device
controller 100 performs processing for iput/output of data
stored 1n the storage devices 300. Data are stored in logical
volumes (logical units) (hereinafter referred to as LUSs)
which are storage regions logically set on physical storage
regions provided by disk drives contained in the storage
devices 300. The storage device controller 100 exchanges
various kinds of commands with the information processors
200 for managing the storage system 600.

Each of the information processors 200 1s a computer that
contains a CPU. (Central Processing Unit), and a memory.
The CPU contained in each information processor 200
executes various kinds of programs to implement various
functions. For example, each information processor 200 may
be a personal computer, a work station or a main frame
computer.

In FIG. 1, the information processors 200 are connected
to the storage device controller 100 through an LAN (Local
Area Network) 400. The LAN 400 may be replaced by the
Internet or by a private network. Communications between
the information processors 200 and the storage device
controller 100 through the LAN 400 are performed, for
example, according to TCP/IP. The information processors
200 send requests for data access based on designated
filenames (file-by-file data I/O requests, hereinafter referred
to as file access requests) to the storage system 600.

The storage device controller 100 has channel control
portions 110. The channel control portions 110 are herein-
after also referred to as CHNSs. The storage device controller
100 uses the channel control portions 110 to communicate
with the information processors 200 through the LAN 400.
The channel control portions 110 individually accept file
access requests from the information processors 200. That
1s, network addresses (e.g., IP addresses) on the LAN 400
are assigned to the channel control portions 110 respectively.
Accordingly, the channel control portions 110 can serve as
NASs respectively, so that the channel control portions 110
can provide NAS service to the information processors 200
as 1I the respective NASs were present as independent
NASs. Because one storage system 600 1s configured to
include the channel control portions 110 for providing NAS
service individually i the aforementioned manner, NAS
servers that were heretofore operated by independent com-
puters respectively can be collectively operated by a single
storage system 600. This configuration permits the storage
system 600 to perform general management, so that
improvement 1n efliciency of maintenance transactions such
as various kinds of setting/control, failure control and ver-
sion control can be attained.

Incidentally, the function of each of the channel control
portions 110 1n the storage device controller 100 according
to this embodiment 1s implemented by a hardware formed on
a circuit board integrated as a unit, an operating system
(heremaftter referred to as OS) executed by the hardware,
and a software such as an application program operated on
the OS, as will be described later. In this manner, in the
storage system 600 according to this embodiment, the func-
tion which has been heretofore provided as part of hardware
1s mainly implemented by software. For this reason, 1n the
storage system 600 according to this embodiment, flexible
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4

system operation can be conducted to make 1t possible to
provide delicate service meeting diversified and varied
users’ needs.

(Storage Devices)

The storage devices 300 have a large number of disk
drives (physical disks) to provide storage regions to the
information processors 200. Data are stored 1n LUs which
are storage regions logically set on physical storage regions
provided by the disk drives. As the disk drives, various
devices such as hard disk devices, flexible disk devices and
semiconductor storage devices can be used.

Incidentally, for example, the storage devices 300 may be
used 1n such a manner that a disk array 1s constituted by a
plurality of disk drives. In this case, the storage regions
provided to the information processors 200 may be provided
by a plurality of disk drives managed by RAID.

The storage devices 300 may be connected to the storage
device controller 100 directly as shown 1n FIG. 1 or through
a network. The storage devices 300 may be also integrated
with the storage device controller 100.

The LUs set i the storage devices 300 include user LUs
allowed to be accessed by the information processors 200,
and system LUs used for control of the channel control
portions 110. Fach system LU also stores an operating
system executed by a corresponding CHN 110. The channel
control portions 110 are associated with LUSs respectively.
Accordingly, LUs are assigned to the channel control por-
tions 110 so that the LUs can be accessed by the channel
control portions 110 respectively. The association may be
also made so that one LU 1s used in common with a plurality
of channel control portions 110. Incidentally, the user LUs
and the system LUSs are heremafter also referred to as user
disks and system disks. The LU used in common with a

plurality of channel control portions 110 1s hereinafter
referred to as shared LU or shared disk.

(Storage Device Controller)

The storage device controller 100 includes channel con-
trol portions 110, a shared memory 120, a cache memory
130, disk control portions 140, a management terminal 160,
and a connection portion 150.

Each channel control portion 110 has a communication
interface for communicating with the information proces-
sors 200. That 1s, each channel control portion 110 has a
function for exchanging data input/output commands with
the mformation processors 200. For example, a CHN 110
accepts llle access requests from the information processors
1 to 3 (200). The CHN 110 calculates storage addresses, data
lengths, etc. of files and outputs I/O requests corresponding
to the file access requests to thereby access the storage
devices 300. In this manner, the storage system 600 can
provide NAS service to the mformation processors 1 to 3
(200). Incidentally, each I/O request contains a data top
address, a data length, and an access type such as read or
write. In the case of data write, data to be written may be
contained 1n the I/O request. The I/O request 1s output from
an I/O processor 119 that will be described later.

The channel control portions 110 and the management
terminal 160 are connected to one another through an
internal LAN 151. Accordingly, micro-programs etc. to be
executed by the channel control portions 110 can be sent and
installed from the management terminal 160. The configu-
ration ol each cannel control portion 110 will be described
later.

The connection portion 150 connects the channel control
portions 110, the shared memory 120, the cache memory
130 and the disk control portions 140 to one another.
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Exchange of data and commands among the channel control
portions 110, the shared memory 120, the cache memory
130 and the disk control portions 140 1s conducted through
the connection portion 150. The connection portion 150 1s a
high-speed bus such as an ultra high-speed crossbar switch
for performing data transmission by high-speed switching.
Because the channel control portions 110 are connected to
one another by the high-speed bus, performance of commu-
nications between the channel control portions 110 1s
improved greatly compared with a conventional configura-
tion 1 which NAS servers operated on computers respec-
tively are connected to one another through an LAN. In
addition, the use of the high-speed bus makes a high-speed
file sharing function, a high-speed fail-over function, etc.
possible.

The shared memory 120 and the cache memory 130 are
storage memories used in common with the channel control
portions 110 and the disk control portions 140. The shared
memory 120 1s mainly used for storing control information,
commands, etc. whereas the cache memory 130 1s mainly
used for storing data.

When, for example, the data mput/output command
received by a certain channel control portion 110 from a
certain information processor 200 1s a write command, the
channel control portion 110 writes the write command 1n the
shared memory 120 and further writes write data received
from the information processor 200 in the cache memory
130. On the other hand, each disk control portion 140
monitors the shared memory 120. When a pertinent disk
control portion 140 detects that the write command has been
written 1n the shared memory 120, the disk control portion
140 reads the write data from the cache memory 130 and
writes the write data 1n a pertinent storage device 300 in
accordance with the command.

In addition, when the data mput/output command
received by a certain channel control portion 110 from a
certain information processor 200 i1s a read command, the
channel control portion 110 writes the read command 1n the
shared memory 120 and checks whether data to be read 1s
present 1n the cache memory 130 or not. When the data 1s
present in the cache memory 130, the channel control
portion 110 sends the data to the information processor 200.
On the other hand, when the data to be read 1s not present
in the cache memory 130, the disk control portion 140
monitoring the shared memory 120 so as to detect the
writing of the read command in the shared memory 120
reads data as a subject of reading from a pertinent storage
device 300, writes the data in the cache memory 130 and
writes notification of the writing 1n the shared memory 120.
When the channel control portion 110 monitors the shared
memory 120 so as to detect the notification of the writing of
the data as a subject of reading 1n the cache memory 130, the
channel control portion 110 sends the data to the information
processor 200.

Incidentally, as an alternative to the configuration in
which mstructions given from the channel control portions
110 to the disk control portions 140 to write or read data are
conducted indirectly with intermediation of the shared
memory 120 in this manner, there may be, for example,
adopted another configuration 1in which instructions given
from the channel control portions 110 to the disk control
portions 140 to write or read data are conducted directly
without intermediation of the shared memory 120.

The disk control portions 140 control the storage devices
300 respectively. For example, the channel control portions
110 write data in the storage devices 300 according to the
data write commands received from the information proces-
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sors 200 1n the alforementioned manner. When a request of
data access to an LU based on a designated logical address
1s sent from a certain channel control portion 110 to a
corresponding disk control portion 140, the disk control
portion 140 converts the data access request into a request of
data access to a physical disk based on a designated physical
address. In the case where the physical disks 1n the storage
devices 300 are managed by RAID, data access 1s made

according to the RAID configuration (e.g., RAID0, RAID1
or RAIDS). The disk control portions 140 perform dupli-
cating management control and backup control of data
stored 1n the storage devices 300. In addition, the disk
control portions 140 perform control (a replication function
or a remote copying function) to store a replica of data of the

storage system 600 on a primary site in the other storage
system 1nstalled on a secondary site for the purpose of
prevention of data destruction caused by occurrence of a
disaster (disaster recovery), etc.

The disk control portions 140 and the management ter-
minal 160 are connected to one another through the internal
LAN 151 so as to be able to communicate with one other.
Accordingly, micro-programs etc., to be executed by the
disk control portions 140 can be sent and 1nstalled from the
management terminal 160. The configuration of each disk
control portion 140 will be described later.

Although this embodiment has been described on the case
where the shared memory 120 and the cache memory 130
are provided independent of the channel control portions 110
and the disk control portions 140, this embodiment 1s not
limited to this case. It may be also preferable that the shared
memory 120 or the cache memory 130 are distributively
provided 1n each of the channel control portions 110 and the
disk control portions 140. In this case, the channel control
portions 110 and the disk control portions 140 provided with
distributed shared memories or cache memories are con-
nected to one another by the connection portion 150.

(Management Terminal)

The management terminal 160 1s a computer for main-
taining and managing the storage system 600. When the
management terminal 160 1s operated, for example, setting
of physical disk configuration in the storage devices 300,
setting of LUs, installation of micro-programs to be
executed by the channel control portions 110, etc. can be
conducted. As the setting of phy51cal disk configuration in
the storage devices 300, for example, increase or decrease 1n
the number of physical dlsks change 1n RAID configuration
(e.g., change from RAID1 to RAIDS), etc. may be made.
Further, operations such as checking the operating state of
the storage system 600, specilying a failure portion, install-
ing an operating system to be executed by each channel
control portion 110, etc. may be also made by the manage-
ment terminal 160. The management terminal 160 may be
also connected to an external maintenance center through an
L.AN, a telephone line or the like so that failure in the storage
system 600 can be monitored by use of the management
terminal 160 and that measures against failure can be taken
speedily when failure occurs. Notice of occurrence of failure
1s given, for example, from an OS, an application program,
a driver software, etc. This notice 1s made by an HTTP
(HyperText Transport Protocol), an SNMP (Smile Network
Management Protocol), an e-mail, etc. The setting and
control may be made by an operator or the like while a Web
page provided by a Web server operated by the management
terminal 160 1s used as a user interface. The operator or the
like may perform setting of a subject or content of failure
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monitoring, setting of a failure notice destination, etc. by
operating the management terminal 160.

The management terminal 160 may be built in the storage
device controller 100 or may be externally attached to the
storage device controller 100. The management terminal
160 may be provided as a computer exclusively used for
maintenance and management of the storage device control-
ler 100 and the storage devices 300 or may be provided as
a general-purpose computer formed to have a maintenance
and management function.

FI1G. 2 15 a block diagram showing the configuration of the
management terminal 160.

The management terminal 160 includes a CPU 161, a
memory 162, a port 163, a recording medium reader 164, an

input device 165, an output device 166, and a storage device
168.

The CPU 161 has charge of general control of the
management terminal 160. When the CPU 161 executes a
program 162¢ stored 1n the memory 162, the function of a
Web server as described above, or the like, can be imple-
mented. The memory 162 stores a physical disk manage-
ment table 162q and an LU management table 1625 as well
as the program 162c.

The physical disk management table 162a 1s a table for
managing the physical disks (disk drives) contained 1n the
storage devices 300. FIG. 3 shows the physical disk man-
agement table 162q. Of a large number of physical disks
contained 1n the storage devices 300, disk numbers #001 to
#006 are shown 1n FIG. 3. The capacity, RAID configuration
and status of use are shown for each physical disk.

The LU management table 16256 i1s a table for managing
the LUs logically set on the physical disks. FIG. 4 shows the
LU management table 1625. Of a large number of LUs set
on the storage devices 300, LU numbers #1 to #3 are shown
in FIG. 4. The physical disk number, capacity and RAID
configuration are shown for each LU.

The recording medium reader 164 1s a device for reading
programs and data recorded 1n a recording medium 167. The
programs and data read thus are stored in the memory 162
or the storage device 168. Accordingly, for example, a
program 162¢ recorded 1n the recording medium 167 can be
read from the recording medium 167 by the recording
medium reader 164 and stored in the memory 162 or the
storage device 168. A flexible disk, a CD-ROM, a DVD-
ROM, a DVD-RAM, a semiconductor memory, or the like,
may be used as the recording medium 167. Incidentally, the
program 162c¢ can be used as a program for operating the
management terminal 160 and can be used also as a program
for 1nstalling an OS 701 or an application program in each
channel control portion 110 or each disk control portion 140
or as a program for upgrading the version of the OS 701 or
the application program. The recording medium reader 164
may be built 1n the management terminal 160 or may be
externally attached to the management terminal 160. The
storage device 168 1s, for example, a hard disk device, a
flexible disk device, a semiconductor storage device, etc.
The input device 165 1s used for mputting data into the
management terminal 160 by an operator or the like. For
example, a key board, a mouse, or the like 1s used as the
iput device 165. The output device 166 1s a device for
outputting information to the outside. For example, a dis-
play, a printer, or the like, 1s used as the output device 166.
The port 163 1s connected to the iternal LAN 151, so that
the management terminal 160 can communicate with the
channel control portions 110, the disk control portions 140,
ctc. through the port 163. The port 163 may be also
connected to the LAN 400 or to the telephone line.
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(External Appearance View)

FIG. § shows the external appearance configuration of the
storage system 600 according to this embodiment. FIG. 6
shows the external appearance configuration of the storage
device controller 100.

As shown 1n FIG. 5, the storage system 600 according to
this embodiment 1s formed so that the storage device con-
troller 100 and the storage devices 300 are stored 1n respec-
tive casings. The casings of the storage devices 300 are
disposed on opposite sides of the casing of the storage
device controller 100.

The storage device controller 100 has the management
terminal 160 in its front center portion. The management
terminal 160 1s closed with a cover. When the cover 1s
opened as shown in FIG. 6, the management terminal 160
can be used. Although the management terminal 160 shown
in FIG. 6 1s shaped like a so-called notebook type personal
computer, any shape may be used.

Slots for attaching boards of the channel control portions
110 are provided below the management terminal 160. The
boards of the channel control portions 110 are units 1n which
circuit boards of the channel control portions 110 are formed
respectively and which are attached to the slots respectively.
In the storage system 600 according to this embodiment,
eight slots are prepared. FIGS. 5 and 6 show a state 1n which
the boards of the channel control portions 110 are attached
into the eight slots respectively. A guide rail 1s provided 1n
cach slot so that the board of the channel control portion 110
can be attached into the slot through the gmide rail. When the
boards of the channel control portions 110 are inserted into
the slots along the guide rails respectively, the boards of the
channel control portions 110 can be mounted on the storage
device controller 100. When the board of the channel control
portion 110 which has been attached into each slot 1s drawn
out forward along the guide rail, the board of the channel
control portion 110 can be removed. A connector 1s provided
in a front portion on a deep side of each slot so that the board
of each channel control portion 110 can be electrically
connected to the storage device controller 100 by the con-
nector.

Channel control portions 110 of the type having a function
for connection to an SAN (Storage Area Network) and
channel control portions 110 of the type having a function
for performing communications in accordance with a main
frame type protocol such as FICON (Fibre Connection)
(registered trademark), ESCON (Enterprise System Connec-
tion) (registered trademark), or the like, as well as channel
control portions 110 of the type functioning as an NAS
described above, may be attached into the slots. Further,
some slots may be provided as empty slots 1n a state that the
boards of the channel control portions 110 have not been
attached into the slots yet.

In the channel control portions 110 attached into the slots,
cach cluster 1s constituted by the same kind of channel
control portions 110. For example, a pair of CHNs 110 may
form a cluster. When clusters are formed, even 1n the case
where failure occurs 1n a certain channel control portion 110
in a certain cluster, processing that has been executed by the
failed channel control portion 110 until then can be handed
over to the other channel control portion 110 in the cluster
(fail-over control). FIG. 11 1s a view showing a state 1n
which a pair of CHNs 110 form a cluster. The cluster will be
described later 1n detail.

Incidentally, in the storage device controller 100, two
power supply systems are provided for improvement in
reliability. The eight slots into which the boards of the
channel control portions 110 are attached are divided into
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four and four by the two power supply systems. Therelore,
when clusters are formed, each of the clusters contains
boards of the channel control portions 110 belonging to the
two power supply systems respectively. As a result, even in
the case where failure occurs 1n one power supply system so
that power supply stops, power supply to the board of the
channel control portion 110 belonging to the other power
supply system in the same cluster 1s continued so that
processing can be handed over to the channel control portion
110 (fail-over).

Incidentally, as described above, each channel control
portion 110 1s provided as a board that can be attached 1nto
cach slot. One board may be composed of a plurality of
circuit boards integrated into one body.

Though not shown 1 FIGS. 5 and 6, other devices such
as the disk control portions 140, the shared memory 120, etc.
for forming the storage device controller 100 are attached to
the back, or the like, of the storage device controller 100.

Fans 170 for radiating heat generated in the boards of the
channel control portions 110, etc. are provided in the storage
device controller 100. The fans 170 are provided on a top
portion of the storage device controller 100 and on an upper
portion of the slots for the channel control portions 110.

Incidentally, for example, conventional devices commer-
cialized to support the SAN can be used as the storage
device controller 100 and the storage devices 300 configured
to be packed 1n casings. Particularly when the shape of the
connector provided 1n the board of each CHN 110 1s formed
so as to be able to be directly attached into a slot provided
in a conventional casing as described above, conventional
devices can be used more easily. That 1s, the storage system
600 according to this embodiment can be constructed easily
when existing products are used.

(Channel Control Portion)

In the storage system 600 according to this embodiment,
as described above, each CHN 110 accepts a file access
request from a certain information processor 200 and pro-
vides NAS service to the information processor 200.

FI1G. 7 shows the hardware configuration of a CHN 110.
As shown in FIG. 7, the hardware of the CHN 110 1s
constituted by a board itegrated as a unit. This unit 1s
hereinafter also referred to as NAS board. The NAS board
may be composed of a circuit board or of a plurality of
circuit boards. More specifically, the NAS board includes a
network interface portion 111, a CPU 112, a memory 113, an
input/output control portion 114 (having an /O (Input/
Output) processor 119, and an NVRAM (Non-Volatile
RAM) 115), board connection connectors 116, and commu-
nication connectors 117. The NAS board 1s formed and
configured as a circuit board having these parts integrated
200. Through the network interface portion 111, the CHN
110 receives a file access request sent from a certain infor-
mation processor 200, for example, according to TCP/IP.
The communication connectors 117 are connectors used for
communicating with the information processors 200. In the
case of the CHN 110, the communication connectors 117 are
connectors that can be connected to the LAN 400, for
example, to support Ethernet (registered trademark).

The CPU 112 has charge of control for making the CHN
110 function as an NAS board.

Various programs and data are stored in the memory 113.
For example, meta-data 730 and a lock table 720 shown 1n
FIG. 8 or various kinds of programs such as an NAS
manager 706 etc. shown in FIG. 10 are stored 1n the memory
113.
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The meta-data 730 1s information generated 1n correspon-
dence with files managed by a file system implemented by
a lile system program 703. The meta-data 730 contains
information for specitying file archiving places, such as
addresses on [LUs 1n which data of files are stored, data sizes,
ctc. The meta-data 730 may further contain information
concerning file capacity, owner, update time, etc. The meta-
data 730 may be generated 1n correspondence with directo-
ries 1nstead of files. FIG. 12 shows an example of the
meta-data 730. The meta-data 730 1s also stored in each of
L.Us on the storage devices 300.

The lock table 720 1s a table for exclusively controlling
file access executed by the information processors 200.
Exclusive control permits files to be used in common with
the information processors 200. FIG. 13 shows the lock table
720. As shown 1n FIG. 13, the lock table 720 1s divided into
a file lock table 721 and an LU lock table 722. The file lock
table 721 1s a table for indicating whether each file 1s locked
or not. While a certain file 1s opened by one of the infor-
mation processors 200, the file 1s locked. The locked file 1s
disabled from being accessed by the other information
processors 200. The LU lock table 722 1s a table for
indicating whether each LU 1s locked or not. While a certain
LU 1s accessed by one of the information processors 200, the
LU 1s locked. The locked LU 1s disabled from being
accessed by the other information processors 200.

The mput/output control portion 114 exchanges data and
commands with the disk control portions 140, the cache
memory 130, the shared memory 120 and the management
terminal 160. The input/output control portion 114 has an
I/O processor 119, and an NVRAM 1135, For example, the
I/O processor 119 1s constituted by a one-chip micro-
computer. The I/O processor 119 controls the exchange of
data and commands and relays communications between the
CPU 112 and the disk control portions 140. The NVRAM
115 1s a non-volatile memory that stores programs taking
charge of control of the I/O processor 119. The contents of
the programs stored in the NVRAM 115 can be written or
rewritten 1n accordance with instructions given from the
management terminal 160 or the NAS manager 706 that will
be described later.

FIG. 9 1s a diagram showing the hardware configuration
ol each disk control portion 140.

Each disk control portion 140 1s formed as a board
integrated as a unit. The board of the disk control portion
140 includes an interface portion 141, a memory 143, a CPU
142, an NVRAM 144, and board connection connectors 145.
The board 1s formed as a circuit board having these parts
integrated into one unit.

The interface portion 141 has a communication interface
for communicating with the channel control portions 110,
etc. through the connection portion 150, and a communica-

tion interface for communicating with the storage devices
300.

The CPU 142 has charge of general control of the disk
control portion 140 and communicates with the channel
control portions 110, the storage devices 300 and the man-
agement terminal 160. When various kinds of programs
stored 1n the memory 143 or the NVRAM 144 are executed,
the function of the disk control portion 140 according to this
embodiment can be implemented. Examples of the function
implemented by the disk control portion 140 are control of
the storage devices 300, RAID control, duplication manage-
ment and backup control of data stored 1n the storage devices
300, remote copy control, and so on.

The NVRAM 144 1s a non-volatile memory for storing
programs taking charge of control of the CPU 142. The
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contents of the programs stored 1n the NVRAM 144 can be
written or rewritten 1 accordance with instructions given
from the management terminal 160 or the NAS manager
706.

The board of the disk control portion 140 has board
connection connectors 145, When a board connection con-
nector 145 1s fitted to a storage device controller 100 side
connector, the board of the disk control portion 140 1is
clectrically connected to the storage device controller 100.

(Software Configuration)

FIG. 10 1s a diagram showing the software configuration
of the storage system 600 according to this embodiment.

For example, the operating system 701 1s UNIX (regis-
tered trademark). On the operating system 701, soiftwares
such as an RAID manager 708, a volume manager 707, an
SVP manager 709, a file system program 703, a network
control portion 702, a failure management program 705, an
NAS manager 706, etc. operate.

The RAID manager 708 operating on the operating sys-
tem 701 provides a function for setting parameters for a
RAID control portion 740 and controlling the RAID control
portion 740. The RAID manager 708 accepts parameters and
control instruction information from the operating system
701, another application operating on the operating system
701 or the management terminal 160, and performs setting
of the accepted parameters for the RAID control portion 740
and transmaission ol control commands corresponding to the
control mstruction information to the RAID control portion
740.

Examples of the parameters set here are parameters for
definitions (such as designation of configuration information
of an RAID group, stripe size, etc.) of storage devices
(physical disks) constituting an RAID group, parameters for
setting an RAID level (such as RAID0, RAID1 or RAIDS),
and so on. Examples of the control commands sent from the
RAID manager 708 to the RAID control portion 740 are
commands for mstructing configuration of RAID, deletion
and capacity change, commands for requesting configura-
tion information of each RAID group, and so on.

The volume manager 707 further virtualizes LUs pro-
vided by the RAID control portion 740 and provides the
virtualized L Us as virtual logical volumes to the file system
program 703. One virtual logical volume includes one or
more logical volumes.

The main function of the file system program 703 is to
manage association of filenames designated by file access
requests received by the network control portion 702, with
addresses on virtual logical volumes storing the filenames.
For example, the file system program 703 designates
addresses, on virtual logical volumes, corresponding to
fillenames designated by file access requests respectively.

The network control portion 702 1s configured to include
two file system protocols of NFS (Network File System) 711
and CIFS (Common Interface File System) 713. The NFS
711 accepts file access requests from UNIX (registered
trademark) mformation processors 200 in which the NFS
711 operates. On the other hand, the CIFS 713 accepts file
access requests from Windows (registered trademark) infor-
mation processors 200 1n which the CIFS 713 operates.

The NAS manager 706 1s a program for performing
checking the operating state of the storage system 600,
setting the storage system 600, controlling the storage sys-
tem 600, and so on. The NAS manager 706 further has the
function of a Web server and provides a setting Web page to
a pertinent information processor 200 so that the storage
system 600 can be set and controlled on the mmformation
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processor 200 side. The setting Web page 1s provided by the
NAS manager 706 that operates in each of the channel
control portions 110. In response to an HITTP (HyerText
Transport Protocol) request from a certain information pro-
cessor 200, the NAS manager 706 sends data for the setting
Web page to the imnformation processor 200. A system
administrator or the like 1nstructs setting and controlling of
the storage system 600 by using the setting Web page
displayed on the information processor 200.

Upon reception of data concerming setting and controlling
sent from the information processor 200 1n accordance with
the operation on the setting Web page, the NAS manager 706
executes the setting and controlling corresponding to the
data. In this manner, various setting and controlling of the
storage system 600 can be performed on the information
processor 200 side. The NAS manager 706 notifies the OS
and the application program operating on the channel con-
trol portion 110, the disk control portion 140, etc., of the
contents set on the setting Web page. The contents set on the
setting Web page may be managed 1n a shared LU 310.

Examples of the contents set on the setting Web page
provided by the NAS manager 706 are management and
setting of LUs (management of capacity, extension or reduc-
tion of capacity, user allocation, etc.), setting and controlling
concerning the aforementioned function such as duplication
management and remote copy (replication) (setting of dupli-
cation source LU and duplication destination LU, etc.),
cluster management of redundantly configured CHNs (set-
ting of correspondence relation of CHNs to be failed over,
fail-over method, etc.), version management of the OS and
application programs operating on the OS, and so on.

Incidentally, for checking of the operating state of the
storage system 600 and setting and controlling of the storage
system 600 by the NAS manager 706, a client server system
may be used 1nstead of the method using the atorementioned
setting Web page. In this case, the NAS manager 706 has a
server function of a client server system. Setting and con-
trolling sent in accordance with the operation of a client
function of the information processor 200 are carried out 1n
the same manner as in the aforementioned setting Web page
to thereby perform checking of the operating state of the
storage system 600 and setting and controlling of the storage
system 600.

The SVP manager 709 provides various kinds of service
to the management terminal 160 1n accordance with requests
from the management terminal 160. For example, the SVP
manager 709 provides various kinds of set contents con-
cerning the storage system 600, such as set contents of LUSs
and set contents of RAID, to the management terminal 160
and reflects various kinds of setting concerning the storage
system 600 given from the management terminal 160.

(Inter-Cluster Synchronous Control)

The failure management program 7035 1s a program for
performing fail-over control between channel control por-
tions 110 that form a cluster.

FIG. 11 1s a diagram showing a state in which two CHNs
110 form a cluster 180. In FIG. 11, there 1s shown the case
here CHN1 (channel control portion 1) 110 and CHN2

W.
(channel control portion 2) 110 form a cluster (group) 180.

As described above, a fail-over process 1s carried out
between the channel control portions 110 that form the
cluster 180. When, for example, some failure occurs 1n
CHN1 (110) so that processing cannot be continued, pro-
cessing that has been executed by CHN1 (110) until then 1s
handed over to CHN2 (110) so that the processing will be
executed by CHN2 (110) succeedingly.
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Incidentally, when failure occurs 1n a CHN 110, fail-over
may be carried out automatically or may be carried out
manually by operator’s operating the management terminal
160. Or fail-over may be carried out manually on a pertinent
information processor 200 side by user’s using the setting
Web page provided by the NAS manager 706. For example,
tall-over 1s carried out manually in the case where the
hardware (e.g., NAS board) of a channel control portion 110
needs to be exchanged for a new one because of expiration
of the durable period, upgrade of the version, periodic
diagnosis, efc.

To make 1t possible for CHN2 (110) to execute processing,

succeedingly as a substitute for CHN1 (110), various data
must be handed over from CHNI1 (110) to CHN2 (110).

Examples of the data handed over from CHN1 (110) to
CHN2 (110) are NFS user data, CISF user data, system
administrator data, fail-over heart beat, IP address of CHN1
(110), NES file lock information, cluster control informa-
tion, etc.

NFES user data are data for managing the user allowed to
receive file access service from CHN1 (110) by using an
information processor 200 in which the UNIX (registered
trademark) operating system 1s operated. For example, log-
in ID, password, etc. of the user are data registered as the
NFES user data. When NFS user data of CHN1 (110) are
handed over to CHN2 (110), CHN2 (110) can succeedingly
provide file access service to the user that has received file
access service from CHNI1 (110) until then.

CIES user data are data for managing the user allowed to
receive file access service from CHNI1 (110) by using an
information processor 200 1n which the Windows (registered
trademark) operating system 1s operated. For example, log-
in ID, password, etc. of the user are data registered as the
CIFS user data. When CIFS user data of CHN1 (110) are
handed over to CHN2 (110), CHN2 (110) can succeedingly
provide file access service to the user that has received file
access service from CHN1 (110) until then.

System administrator data are data for managing the
administrator of the storage system 600 or storage device
controller 100. For example, system administrator data
contain log-in ID and password of the administrator, and
data indicating the position of the home directory. The
system administrator data are data used 1n common with all
the channel control portions 110 in the storage device
controller 100 regardless of the cluster 180.

Fail-over heart beat 1s data by which respective CHNs 110
in a cluster 180 check their operating states mutually. Fach
of CHN1 (110) and CHN2 (110) periodically gives the other
the notice of data (heart beat marks) indicating the fact that
its own processing 1s carried out normally. Each of CHN1
(110) and CHN2 (110) checks whether the notice comes
from the other or not. When each cannot confirm the notice
from the other, each makes a decision that some failure
occurs in the other. The heart beat marks contain information
such as 1dentifier of CHN 110, code indicating whether CHN
110 1s normal or abnormal, update time, and so on.

IP address of CHN 110 1s an address for specifying the
CHN 110 when communications are made on the LAN 400
according to the communication protocol TCP/IP. When, for
example, CHN2 (110) takes over the IP address of CHNI1
(110), CHN2 (110) can receive data that have been received

by CHN1 (110) through the LAN 400 until then.
NES file lock information 1s data for managing lock states

of files and includes a file lock table 721 and an LU lock
table 722.

Cluster control mnformation contains other data required
for the handover between CHNs 110 1n a cluster. Examples
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of the cluster control information are mount information
concerning mounting of a file system constructed 1n the LU
managed by the failed CHN 110, the MAC (Media Access
Control) address of the network interface portion 111, and
export information of a network file system.

When these mherited data are handed over from CHNI1
(110) to CHN2 (110), CHN2 (110) also takes over process-
ing that has been executed by CHN1 (110) until then.

In the storage device controller 100 according to this
embodiment, the handover 1s carried out by synchronizing
these inherited data between the predecessor CHN 110 and
the successor CHN 110. That 1s, controlling 1s made so that
the contents of the inherited data in the predecessor CHN
110 are identical to those 1n the successor CHN 110.

When, for example, any inherited data 1s updated by a
certain CHN 110, the updated inherited data 1s sent to the
other CHN 110 through a network by which the CHNs 110
are connected to each other. In this manner, the contents of
inherited data referred to by the predecessor CHN 110 and
the successor CHN 110 can be made identical to each other.
As the network for connecting the CHNs 110 to each other,
the LAN 400 may be used, the connection portion 150 may
be used, or the mternal LAN 151 may be used.

The mherited data may be stored in the shared LU (shared
volume) allowed to be accessed commonly by a plurality of
CHNs 110 so that synchronization of the mherited data can
be achieved. As a result, the 1dentical inherited data can be
referred to by the predecessor CHN 110 and the successor
CHN 110.

The mnherited data may be stored 1n the shared memory
120 allowed to be accessed commonly by a plurality of
CHNss 110 so that the 1dentical inherited data can be referred
to by the predecessor CHN 110 and the successor CHN 110.

FIGS. 14 and 15 are system configuration diagrams for
explaining synchronization of the nherited data conducted
by the storage device controller 100 according to this
embodiment.

In the storage device controller 100 shown in FIGS. 14
and 15, CHN1 (110) and CHN2 (110) form a cluster A (180),
and CHN3 (110) and CHN4 (110) form a cluster B (180).
That 1s, CHNs 1 to 4 (110) are classified into clusters A and
B (180). CHNs 110 are connected to one another while each
CHN 110 1s connected to the information processors 200
through the LAN 400. Each CHN 110 1s connected to the
shared memory 120, system LUSs, a user LU and the man-
agement terminal 160 through the connection portion 150.
FIG. 14 shows the case where the system LUs are assigned
to CHNSs 110 respectively. That 1s, the system LUs shown in
FIG. 14 are also local LUs. Incidentally, each NAS control
software shown 1 FIGS. 14 and 15 contains a failure
management program 703.

FIG. 15 shows the case where LUSs provided in the storage
system 600 are classified mto local LUs (local volumes),
shared LUs (shared volumes) and a global shared LU
(second shared volume). The local LUs are LUs allowed to
be accessed by CHNs 110 individually and respectively.
Each of the shared LUs 1s an LU allowed to be accessed
commonly by a plurality of CHNs 110 belonging to a cluster.
The global shared LU 1s an LU allowed to be accessed
commonly by all CHNs 110 1n the storage system 600.

As described above, the mnherited data for fail-over may
contain data such as NFS user data generated individually 1n
accordance with CHNs 110, and data such as system admin-
istrator data used 1n common with all CHNs 110 1n the
storage system 600. Therefore, 1n the storage device con-
troller 100 according to this embodiment, the inherited data
are synchronized by different methods according to the kind
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of the inherited data. FIG. 16 shows a synchronizing method
management table for indicating correspondence between
data handed over at the time of fail-over and synchronizing
methods according to the embodiment. The synchronizing
method management table may be stored 1n the memory 113
of each CHN 110 or may be stored in the shared memory
120. Or the synchronizing method management table may
be stored 1n the local LU of each CHN 110.

The synchromizing method management table shown in
FIG. 16 1s configured to contain a “Control Information™
field, a “Data Sync Type™ field, a “Synchronizing Method”
field, a “Synchronous Data” field, and a “Retlection 1n Local
LU” field.

The kind of the inherited data 1s written 1n the “Control
Information” field. As described above, 1n this embodiment,
examples of the kind of the inherited data written 1n this field
are NSF user data, CIFS user data, system administrator
data, fail-over heart beat, IP address of CHN (110), NSF file
lock information, and cluster control information. Inciden-
tally, each inherited data 1s hereinafter also referred to as
control mformation.

The range 1n which each inherited data 1s synchronized 1s
written 1n the “Data Sync Type” field. When “Synchroniza-
tion In Cluster” 1s written 1n this field, it indicates that the
inherited data 1s synchronized in a cluster. That 1s, the
updated iherited data 1s synchronized between CHNs 110
in a cluster. When “Synchronization In Storage System” 1s
written 1n this field, 1t indicates that the inherited data 1s
synchronized in the storage system 600 as a whole. When
“Peculiar to System” 1s written 1n this field, 1t indicates that
the inherited data need not be synchronized because the
inherited data 1s never updated.

A method for synchronizing each iherited data 1s written
in the “Synchronizing Method” field. When “Network™ 1s
written 1n this field, it indicates that the inherited data
updated by a certain CHN 110 1s sent to the other CHN 110
through a network by which the CHNs 100 are connected to
cach other. As the network for connecting the CHNs 110 to
cach other, the LAN 400 may be used, the connection
portion 150 may be used, or the mternal LAN 151 may be
used. When “Shared LLU” 1s written 1n this field, 1t indicates
that the inherited data updated by a certain CHN 110 1s
stored 1n the shared LU. When “Shared Memory™ 1s written
in this field, it indicates that the inherited data updated by a
certain CHN 110 1s stored in the shared memory. When “-”
1s written 1n this field, 1t indicates that the inherited data need
not be synchronized. Although this embodiment has shown
that system administrator data and IP address of CHN need
not be synchronized because these data are never updated,
these data may be synchronized.

A comment etc. concerning each inherited data 1s written
in the “Synchronous Data” field. For example, a filename or
the like for specitying the mherited data can be written in
this field. The synchronizing method management table may

be configured without provision of the “Synchronous Data™
field.

The “Retlection 1in Local LU field 1s a field for selecting
whether or not the updated inherited data 1s also written 1n
the local LU of the other CHN 110 allowed to commonly
access the shared LU or the shared memory 120 when the
updated inherited data 1s written 1n the shared LU or the
shared memory 120 to thereby be synchromized. When “No”
1s written 1n this field, 1t indicates that the updated inherited
data 1s not written 1n the local LU of the other CHN 110.
Accordingly, in this case, the other CHN 110 can refer to the
inherited data by accessing the shared LU or the shared
memory 120. When “Yes” 1s written 1n this field, 1t indicates
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that the updated inherited data 1s also written 1n the local LU
of the other CHN 110. Accordingly, in this case, the other
CHN 110 can refer to the inherited data by accessing 1ts own
local LU.

For example, inherited data low in frequency of update
but high 1 frequency of reference may be stored 1n the local
LU as well as being stored in the shared LU or the shared
memory 120. Hence, the frequency of access to the shared
LU or the shared memory 120 can be reduced so that access
competition between CHNs 110 can be reduced. Accord-
ingly, data access performance can be improved. On the
other hand, inherited data only temporarily referred to or
inherited data updated frequently 1s arranged not to be
reflected 1n the local LU. As a result, the processing over-
head required for reflecting the inherited data in the local LU
can be reduced.

In this manner, in the storage device controller 100
according to this embodiment, the iherited data can be
synchronized by an optimal method 1n consideration of
characteristic according to the inherited data type at the time
of fail-over.

FIG. 17 1s a flow chart showing a process for deciding the
synchronizing method of data handed over at the time of
fail-over according to this embodiment. Incidentally, the
tollowing process can be implemented when the CPU 112
executes the failure management program 705 having codes
for carrying out various kinds of operations according to this
embodiment.

First, control information 1s generated (S1000). The
phrase “control information 1s generated” means that a
request to update inherited data for fail-over 1s received from
another program in the CHN 110, a program in the man-
agement terminal 160 or a program in a certain information
processor 200. For example, there 1s the case where NEFS
user data updated for addition or deletion of an NFS user
provided with file access service 1s received from a certain
information processor 200 or the case where a request to
update heart beat marks to be periodically updated 1s
received from the other CHN 110 in the cluster 180.

These inhenited data may be updated automatically or
may be updated manually by the operator’s operating the
management terminal 160. Or these inherited data may be
updated manually on the information processor 200 side
when the user uses the setting Web page provided by the
NAS manager 706. As the case where these mherited data
are updated automatically, for example, there 1s the case
where heart beat marks are updated. As the case where these
inherited data are updated manually, for example, there 1s the
case where NFS user data are updated.

Then, referring to the “Data Sync Type” field in the
synchronizing method management table, the CPU 112
checks whether the inherited data 1s data used 1n either of the
other CHN 110 and 1n the storage system 600 as a whole or
not (S1001). When the inherited data needs synchronization
with the other CHN 110, the inherited data 1s written 1n the
local LU of own CHN 110 and the process 1s terminated
(51002).

On the other hand, when the inherited data 1s data needing,
synchronization with the other CHN 110, the CPU 112 refers
to the “Data Sync Type” field on the synchronizing method
management table to thereby check whether the inherited
data 1s data needing synchronization in the cluster or not
(S1003).

When the inhernited data 1s data not needing synchroniza-
tion 1n the cluster, the inherited data 1s written 1n the global
shared LU through the connection portion 150 because the
inherited data 1s data needing synchronization in the storage
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system 600 as a whole (S1004). As a result, all CHNs 110
in the storage system 600 can refer to the inherited data
having the same content. Then, the CPU 112 refers to the
“Reflection 1n Local LU” field on the synchronizing method
management table to thereby check whether the inherited
data 1s also retlected 1n the local LU or not (S1005). When
the “Reflection in Local LU” field on the synchromizing
method management table shows “No”, the process 1s ter-
minated as 1t 1s. On the other hand, when the “Reflection 1n
Local LU” field shows “Yes”, the inherited data written in
the global shared LU 1n the step S1004 1s also written 1n the
local LUs of the other CHNs 110. In this case, the inherited
data 1s written 1n respective local LUs of all CHNs 110 1n the
storage system 600 (51006). As a result, each CHN 110 can
refer to the inherited data by accessing 1ts own local LU, so
that each CHN 110 need not access the global shared LU.
Because each CHN 110 need not access the global shared
LU, the frequency of access competition with the other
CHNs 110 can be reduced so that data access performance
can be improved.

On the other hand, when making a decision 1n the step
S1003 that the inherited data 1s data needing synchronization
in the cluster, the CPU 112 examines constituent CHNs 110
in the cluster and specifies a CHN 110 to be notified (51007).
That 1s, the CPU 112 specifies the other CHN 110 belonging
to the cluster to which 1ts own CHN 110 belongs. For
example, the other CHN 110 can be specified on the basis of
its identifier. Then, the CPU 112 refers to the “Synchronizing
Method™ field on the synchronizing method management
table to thereby check whether a network 1s used in the
method for synchronization of the inherited data or not
(S1008). When the “Synchromzing Method” field shows
any other descriptive content than “Network™, the CPU 112
checks whether the shared LU 1s used for synchronization of
the inherited data or not (S1011). When the “Synchromizing,
Method” field on the synchronizing method management
table shows “Shared LU”, the step S1011 goes to “Y” and
the inherited data 1s written in the shared LU 1n the cluster
(S1012). As a result, all CHNs 110 in the cluster 180 to
which own CHN 110 belongs can refer to the inherited data
having the same content.

The other CHN 110 1n the cluster 1s notified of the storage
position of the inherited data 1n the shared LU as occasion
demands (51013). That 1s, the other CHN 110 1n the cluster
1s notified of meta-data of the inherited data. As a result, the
other CHN 110 1n the cluster can know the storage position
of the mnherited data in the shared LU at the time of referring
to the inherited data. Incidentally, the storage position may
be fixed to a specific position according to the inherited data.
In the case of such inherited data, the other CHN 110 need
not be notified of the storage position of the inherited data
in the shared LU.

Then, the CPU 112 refers to the “Reflection 1in Local LU”
field on the synchronizing method management table to
thereby check whether the inherited data 1s also reflected in
the local LU or not (S1014). When the “Reflection i Local
LU” field on the synchronizing method management table
shows “No0”, the process 1s terminated as it 1s. When the
“Reflection 1n Local LU” field shows “Yes”, the inherited
data written 1n the shared LU in the step S1012 1s also
written 1n a local LU of the other CHN 110 i the cluster
(S1015). As a result, each CHN 110 1n the cluster can refer
to the inherited data by accessing 1ts own local LU, so that
cach CHN 110 need not access the shared LU. Because each
CHN 110 need not access the shared LU, the frequency of
access competition with the other CHN 110 can be reduced
so that data access performance can be improved.
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On the other hand, when the “Synchronizing Method”
field on the synchromizing method management table shows
“Shared Memory” in the step S1011, the step S1011 goes to
“N” and the inhernited data 1s written 1n the shared memory
120 (S1016). As a result, all CHNs 110 in the cluster to
which own CHN 110 belongs can refer to the mnherited data
having the same content.

Then, the other CHN i1n the cluster 1s notified of the
storage position of the mherited data in the shared memory
120 as occasion demands (S1017). That 1s, the other CHN 1n
the cluster 1s notified of meta-data of the inherited data. As
a result, the other CHN 110 in the cluster can know the
storage position of the inherited data 1n the shared memory
120 at the time of referring to the inherited data. The storage
position of the imherited data may be fixed to a specific
address according to the inherited data. In the case of such
inherited data, the other CHN 110 need not be notified of the
storage position of the mherited data in the shared memory
120.

Then, the CPU 112 refers to the “Retflection in L.ocal LU”
field on the synchronizing method management table to
thereby check whether the inherited data 1s also reflected in
the local LU or not (S1014). When the “Retlection 1n Local
LU” field on the synchronizing method management table
shows “INo”, the process 1s terminated as 1t 1s. When the
“Reflection 1in Local LU” field shows “Yes”, the inherited
data written 1n the shared memory 120 1n the step S1016 1s
also written 1n a local LU of the other CHN 110 1n the cluster
(S1015). As a result, each CHN 110 1n the cluster can refer
to the inherited data by accessing 1ts own local LU, so that
cach CHN 110 need not access the shared memory 120.
Because each CHN 110 need not access the shared memory
120, the frequency of access competition with the other
CHN 110 can be reduced so that data access performance
can be improved.

On the other hand, when the “Synchronizing Method”
field on the synchronizing method management table shows
“Network™ 1n the step S1008, the step S1008 goes to “Y”.
First, the inherited data 1s written 1n the local LU of own
CHN 110 (51009). Then, the inherited data written in the
local LU of own CHN 110 1s also sent to the other CHN 110
in the cluster through a network (S1010). As a result, the
inherited data 1s also reflected 1 a local LU of the other
CHN 110 1n the cluster, so that the content of the inherited
data stored in the local LU of own CHN 110 can be made
identical to the content of the inhernited data stored in the
local LU of the other CHN 110 1in the cluster.

In this manner, in the storage device controller 100
according to this embodiment, synchromization of the inher-
ited data at the time of fail-over can be made by an optimal
method 1n consideration of characteristic according to the
inherited data type. Because the inherited data 1s synchro-
nized, there 1s no data that needs to be handed over after
failure occurs 1n a certain CHN 110, so that fail-over can be
carried out speedily.

A process for referring to the inherited data will be
described below. The process for referring to the inherited
data 1s implemented when the CPU 112 executes the failure
management program 705 having codes for carrying out
various kinds of operations according to this embodiment.
The CPU 112 can know the storage destination (reference
destination) of the inherited data by referring to an inherited
data reference table shown in FIG. 18. The inherited data
reference table may be stored in the memory 113 of each
CHN 110 or may be stored 1n the shared memory 120. Or the
inherited data reference table may be stored in the local LU
of each CHN 110.
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The inherited data reference table shown in FIG. 18
contains a “Control Information™ field, a “Storage Destina-
tion of Data” field, and a “Notice of Data” field.

The 1nherited data type 1s written 1n the “Control Infor-
mation” field. In this embodiment, examples of the inherited
data type written 1n this field are NFS user data, CIFS user
data, system admuinistrator data, fail-over heart beat, NFS
file lock information, and cluster control information.

The storage destination (reference destination) of the
inherited data 1s written 1n the “Storage Destination of Data™
field. When. “Local LU” 1s written 1n this field, it indicates
that the inherited data 1s stored 1n the local LU of own CHN
110. That 1s, “Local LU” indicates that the inherited data 1s
stored 1n the local LU of own CHN 110 because the inherited
data 1s sent through a network or written 1n the local LU of
own CHN 110 when the inherited data 1s updated by the
other CHN 110. When “Shared LU” 1s written 1n this field,
it indicates that the inherited data 1s stored in the shared LU
allowed to be used in common with CHNs 110 1n the cluster
180 to which own CHN 110 belongs. When “Global Shared
[LU”” 1s written 1n this field, it indicates that the inherited data
1s stored in the global shared LU allowed to be used in
common with all CHNs 110 in the storage system 600. When
“Shared Memory™ 1s written in this field, 1t indicates that the
inherited data 1s stored 1n the shared memory 120.

Whether or not notification of the storage position of the

inherited data 1s received from the other CHN 110 updating
the mherited data 1s written 1n the “Notice of Data™ field.
When “Yes” 1s written 1n this field, it indicates that notifi-
cation 1s received. When “No” 1s written 1n this field, 1t
indicates that notification 1s not received. When “-” 1is
written 1n this field, it indicates that notification 1s unrelated.
When the inherited data 1s NFS user data, the other CHN 110
sends the data through a network on the basis of the
synchronizing method management table shown 1n FIG. 16.
For this reason, no notification of the storage position of the
NSF user data 1s made by the other CHN 110 because own
CHN 110 stores the NFS user data 1n the local LU of own
CHN 110.
In this manner, 1n the storage device controller 100
according to this embodiment, each CHN 110 can know the
storage destination of inherited data by referring to the
inherited data reference table.

FIG. 19 1s a flow chart showing a process for referring to
data handed over at the time of fail-over according to this
embodiment.

First, a request to refer to inherited data 1s recerved
(S2000). The request to refer to mherited data 1s received
from another program of CHN 110, a program in the
management terminal 160 or a program in a certain infor-
mation processor 200. For example, there 1s the case where
the request 1s received from a certain information processor
200 for the purpose of addition or deletion of an NFS user
provided with file access service or the case where the
request to refer to mnherited data 1s received for the purpose
of confirmation of heart beat marks of the other CHN 110 1n
the cluster 180.

Then, the CPU 112 refers to the “Storage Destination of
Data” field on the iherited data reference table to thereby
check whether the mnherited data 1s stored 1n the local LU or
not (S2001). When the “Storage Destination of Data™ field
shows “Local LU”, the CPU 112 refers to the inherited data
by accessing the local LU of its own CHN 110 (52002). The
CPU 112 can know the storage position of the mnherited data
by referring to meta-data.

When the “Storage Destination of Data” field shows any
other descriptive content than “Local LU”, the inherited data
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1s 1n any one of the shared LU, the shared memory and the
global shared LU. Therefore, first, the CPU 112 refers to the
“Notice of Data” field on the inherited data reference table

to thereby check whether notification concerning the inher-
ited data 1s recerved from the other CHN 110 or not (52003).

When notification 1s not received, the inherited data 1s
stored 1n any one of predetermined storage positions of the
shared LU, the shared memory and the global shared LU.
Therefore, the CPU 112 refers to these predetermined posi-
tions periodically to thereby check whether the inherited
data 1s updated or not. Incidentally, the predetermined
storage positions may be recorded in the inherited data
reference table or may be recorded in another table than the
inherited data reference table.

After the CPU 112 waits for passage of a predetermined
time 1 step S2004, the CPU 112 refers to the “Storage
Destination of Data” field on the inherited data reference
table to thereby check whether the inherited data 1s stored in
the shared LU 1n the cluster or not (52007). When the
“Storage Destination of Data” field shows “Shared LU”, the
CPU 112 reads the inherited data by accessing the prede-
termined storage position of the shared LU (S2008). Then,
the CPU 112 refers to the “Storage Destination of Data™ field
on the inherited data reference table to thereby check
whether the imherited data 1s stored 1n the global shared LU
or not (S2009). When the “Storage Destination of Data”
field shows “Global Shared LU”, the CPU 112 reads the
inherited data by accessing the predetermined storage posi-
tion of the global shared LU (82010). When the “Storage
Destination of Data” field shows “Shared Memory”, the
CPU 112 reads the inherited data by accessing the prede-
termined storage position of the shared memory (S2011).

On the other hand, when noftification concerning the
inherited data 1s received from the other CHN 110 in the step
52003, the CPU 112 checks whether the storage position of
the mnherited data 1s designated by the notification or not
(S2005). When the storage position of the mherited data 1s
designated, the CPU 112 reads the inherited data from the
designated position of the shared memory, the shared LU or
the global shared LU (52006).

When the storage position of the inherited data 1s not
designated, the inherited data 1s stored in a predetermined
position of any one of the shared LU, the shared memory and
the global shared LU. Therefore, the CPU 112 refers to the
“Storage Destination of Data” field on the inherited data
reference table to thereby check whether the inherited data
1s stored in the shared LU in the cluster or not (52007).
Heremafter, the same processing as the aforementioned
processing 1s carried out.

In this manner, in the storage device controller 100
according to this embodiment, because the atforementioned
process 1s carried out with reference to the inherited data
reference table, fail-over inherited data stored in various
positions in accordance with the data type can be read
appropriately.

FIG. 20 1s a flow chart showing fail-over control accord-
ing to this embodiment. The CPU 112 included in a CHN
110 executes the faillure management program 7035 having
codes for carrying out various kinds of operations to thereby
implement the fail-over control.

As shown in FIG. 11, the fail-over control 1s carried out
between constituent CHNs 110 of a cluster 180. The {fail-
over control 1s carried out according to an instruction
(fail-over execution request) given from the NAS manager
706 as well as the fail-over control 1s carried out when
tailure occurs 1n a CHN 110. FIG. 20 shows an example of
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the fail-over control in the case where failure occurs in
CHN1 (110) m a cluster constituted by CHN1 (110) and

CHN2 (110).

First, NFS/CIFS file shared data are added by the user
(S3000). The term “NFS/CIFS file shared data” means data
that are allowed to be accessed by an information processor
200 1 which the UNIX (registered trademark) operating
system 15 operated or by an information processor 200 1n
which the Windows (registered trademark) operating system

1s operated, through the LAN 400. The phrase “NFS/CIFS
file shared data are added” means that NFS/CIFS file shared
data are newly written 1n an LU by CHN1 (110). At the same
time, meta-data corresponding to the NFS/CIFS file shared
data 1s written 1n the LU. In addition, NES file lock infor-
mation 1s also updated.

Then, CHN1 (110) carries out the step of synchronizing,
the NFS file lock information (S3001). As written 1n the
“Synchronizing Method” field on the synchronizing method
management table shown i FIG. 16, the NFS file lock
information 1s stored in the shared LLU. Therefore, CHNI1
(110) updates the NFS file lock information stored in the
shared LU. Incidentally, as written 1in the “Reflection 1n
Local LU” field on the synchronizing method management
table, the NFS file lock information 1s not reflected in the
local LU of the other CHN (110) in the cluster.

Then, 1n step S3002, CHN2 (110) checks the updated NEFS
file lock mformation. CHN2 (110) may retlect the updated
NFES file lock information 1n 1ts own local LU as occasion
demands.

CHN2 (110) checks heart beat marks of CHN1 (110).
When the heart beat marks are not updated though a pre-
determined time has passed or when a code indicating
occurrence of failure 1s found from the heart beat marks,
CHN2 (110) starts a fail-over process (53003). The heat beat
marks are data that are written 1n the shared memory 120 by
both CHN1 (110) and CHN2 (110) so that each of CHN1
(110) and CHN2 (110) can check the operating state of the
other.

In step S3004, CHN2 (110) can recognmize the fact that the
NES file lock information 1s stored in the shared LU, by
referring to the “Storage Destination of Data” field on the
inherited data reference table. CHN2 (110) can also recog-
nize the fact that there 1s no notification, by referring to the
“Notice of Data™ field on the inherited data reference table.
CHN2 (110) can recognize the fact that the NFS file lock
information 1s stored in a predetermined storage position of
the shared LU, on the basis of the fact that there 1s no
notification. Accordingly, CHN2 (110) can read the NFS file
lock information from the predetermined storage position of
the shared LU. In this manner, CHN2 (110) can inherit the
NFES file lock information from CHN1 (110). Other inherited
data can be handed over from CHN1 (110) to CHN2 (110)
in the same manner as described above by referring to the
inherited data reference table. As a result, file access service
that has been provided to the information processor 200 by
CHN1 (110) until then can be provided by CHN2 (110)
succeedingly. Thus, fail-over 1s completed (S3004).

In this manner, 1n the storage device controller 100
according to this embodiment, because inherited data are
synchronized, a troublesome data handover process need not
be carrnied out after failure occurs in a CHN 110. Accord-
ingly, fail-over can be carried out speedily. Further, the
synchronizing process can be carried out by an optimal
method 1n consideration of characteristic according to the
inherited data type at the time of fail-over. For example,
inherited data that needs synchronization only with CHNs
110 1n a cluster 1s written in the shared LU, and inherited
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data that needs synchronization with all CHNs 110 1in the
storage system 600 1s written in the global shared LU. The
inherited data written 1in the shared LU may be also written
in the local LU of the other CHN 110. As a result, each CHN
110 can refer to the mherited data by accessing 1ts own local
LU. Accordingly, because each CHN 110 need not access the
shared LU, the frequency of access competition with the
other CHN 110 can be reduced, so that data access perfor-
mance can be improved.

In addition, 1n the storage device controller 100 according,
to this embodiment, because the inherited data can be
referred to while the inherited data reference table 1s referred
to, fail-over imherited data stored in various positions
according to the inherited data type can be read appropri-
ately.

Although the embodiment has been described above, the
embodiment 1s provided for facilitating understanding of the
invention but not for interpreting the invention restrictively.
The invention may be changed or modified without depart-
ing from the gist of the mvention, and may contain changes
or modifications equivalent thereto.

What 1s claimed 1s:

1. A storage device controller comprising:

a plurality of channel control portions each including a
circuit board on which a file access processing portion
for recerving file-by-file data input/output requests sent
from i1nformation processors and an I/O processor for
outputting I/O requests corresponding to said data
input/output requests to storage devices are formed,
said channel control portions being classified 1nto
groups for the sake of fail-over; and

a processing portion configured to decide that data regard-
ing at least one IP address set for said channel control
portions to provide NAS service to said information
processors are stored in a shared volume which 1s a
storage region logically set on physical storage regions
provided by said storage devices and which can be
accessed commonly by any other channel control por-
tion belonging to the same group to carry out fail-over,
wherein said storage device controller comprises a
management table for storing synchronization type
information and synchronization method information
based on the type of data processed by said channel
control portions, wherein said channel control portions
are clustered into a plurality of groups associated with
the fail-over thereby making it possible to send updated
inherited data including an IP address to be inherited to
channel control portions within the same group,
whereby a successor channel control portion belonging
to the same group as a predecessor channel control
portion takes over, by referring to said management
table based on the type of data processed by said
predecessor channel control portion, the IP address of
said predecessor channel control portion to receive data
that have been previously receirved by said predecessor
channel control portion prior to failure thereof.

2. A storage device controller according to claim 1,

wherein:

local volumes which are storage regions logically set on
said physical storage regions provided by said storage
devices and which can be accessed by said channel
control portions individually and respectively are
assigned to said channel control portions respectively;
and

said processing portion further decides that said data are
stored 1n said local volume of the other channel control
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portion belonging to the same group as said channel
control portion updating said data.

3. A storage device controller according to claim 1,

wherein:

local volumes which are storage regions logically set on
said physical storage regions provided by said storage
devices and which can be accessed by said channel
control portions individually and respectively are
assigned to said channel control portions respectively;

said processing portion further decides that said data are
stored 1n said local volume of the other channel control
portion belonging to the same group as said channel
control portion updating said data;

said storage device controller further comprises an inher-
ited data reference table on which reference destina-
tions of said data are recorded; and

said processing portion reads said data from any one of
said shared volume, said shared memory and said local
volumes on the basis of said reference destinations of
said data recorded 1n said inherited data reference table.

4. A storage device controller according to claim 1,

wherein said processing portion stores said data 1n a second
shared volume which 1s a storage region logically set on
physical storage regions provided by said storage devices
and which can be accessed commonly by all said channel
control portions in said storage device controller when said
data are shared data allowed to be referred to by all said
channel control portions in said storage device controller.

5. A storage device controller according to claim 1,

wherein said data handed over at the time of said fail-over
contain at least one of NFS user data, CIFS user data, system
administrator data, fail-over heart beat, IP address of a
channel control portion, NFS file lock information and
cluster control information.

6. A storage device controller comprising:

a plurality of channel control portions each including a
circuit board on which a file access processing portion
for recerving file-by-file data input/output requests sent
from 1nformation processors and an I/O processor for
outputting I/O requests corresponding to said data
input/output requests to storage devices are formed,
said channel control portions being classified into
groups for the sake of fail-over; and

a processing portion configured to decide that data regard-
ing at least one IP address set for said channel control
portions to provide NAS service to said information
processors are stored i a shared memory which 1s
contained 1n said storage device controller and which
can be accessed commonly by said channel control
portions to carry out fail-over, wherein said storage
device controller comprises a management table for
storing synchronization type mformation and synchro-
nization method mformation based on the type of data
processed by said channel control portions, wherein
said channel control portions are clustered into a plu-
rality of groups associated with the fail-over thereby
making 1t possible to send updated inherited data
including an IP address to be inherited to channel
control portions within the same group, whereby a
successor channel control portion belonging to the
same group as a predecessor channel control portion
takes over, by referring to said management table based
on the type of data processed by said predecessor
channel control portion, the IP address of said prede-
cessor channel control portion to receive data that have
been previously received by said predecessor channel
control portion prior to failure thereof.
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7. A storage device controller comprising:

a plurality of channel control portions each including a
circuit board on which a file access processing portion
for recerving file-by-file data input/output requests sent
from 1nformation processors and an I/O processor for
outputting I/O requests corresponding to said data
input/output requests to storage devices are formed,
said channel control portions being classified 1nto
groups for the sake of fail-over; and

a processing portion configured to decide that data regard-
ing at least one IP address set for said channel control
portions to provide NAS service to said information
processors are sent to another channel control portion
belonging to the same group, through a network con-
necting said channel control portions to one another, to
carry out fail-over, wherein said storage device con-
troller comprises a management table for storing syn-
chronization type information and synchronization
method mnformation based on the type of data processed
by said channel control portions, wherein said channel
control portions are clustered into a plurality of groups
associated with the fail-over thereby making 1t possible
to send updated mnherited data including an IP address
to be inherited to channel control portions within the
same group, whereby said another channel control
portion belonging to the same group as a predecessor
channel control portion takes over, by referring to said
management table based on the type of data processed
by said predecessor channel control portion, the IP
address of said predecessor channel control portion to
receive data that have been previously received by said
predecessor channel control portion prior to failure
thereof.

8. A storage device controller according to claim 7,
wherein said processing portion sends said data to all said
channel control portions in said storage device controller
through said network when said data are shared data allowed
to be referred to by all said channel control portions 1n said
storage device controller.

9. A control method for a storage device controller includ-
ing a plurality of channel control portions each having a
circuit board on which a file access processing portion for
receiving file-by-file data put/output requests sent from
information processors and an 1/0O processor for outputting
I/O requests corresponding to said data input/output requests
to storage devices are formed, said channel control portions
being classified mto groups for the sake of fail-over, said
control method comprising deciding that data regarding at
least one IP address set for said channel control portions to
provide NAS service to said mformation processors are
stored 1n a shared volume which 1s a storage region logically
set on physical storage regions provided by said storage
devices and which can be accessed commonly by any other
channel control portion belonging to the same group to carry
out fail-over, wherein said storage device controller com-
prises a management table for storing synchronization type
information and synchronization method information based
on the type of data processed by said channel control
portions, wherein said channel control portions are clustered
into a plurality of groups associated with the fail-over
thereby making it possible to send updated inherited data
including an IP address to be inherited to channel control
portions within the same group, whereby a successor chan-
nel control portion belonging to the same group as a pre-
decessor channel control portion takes over, by referring to
said management table based on the type of data processed
by said predecessor channel control portion, the IP address
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of said predecessor channel control portion to receive data
that have been previously received by said predecessor
channel control portion prior to failure thereof.

10. A control method for a storage device controller
according to claim 9, wherein:

local volumes which are storage regions logically set on

said physical storage regions provided by said storage
devices and which can be accessed by said channel
control portions individually and respectively are
assigned to said channel control portions respectively;
and

said control method further comprises storing said data 1in

said local volume of the other channel control portion
belonging to the same group as said channel control
portion updating said data.

11. A control method for a storage device controller
according to claim 9, wherein:

local volumes which are storage regions logically set on

said physical storage regions provided by said storage

devices and which can be accessed by said channel

control portions individually and respectively are

assigned to said channel control portions respectively;
said control method further comprises:

storing said data in said local volume of the other channel

control portion belonging to the same group as said
channel control portion updating said data;
referring to an inherited data reference table on which
reference destinations of said data are recorded; and

reading said data from any one of said shared volume,
said shared memory and said local volumes on the basis
ol said reference destinations of said data recorded 1n
said inherited data reference table.

12. A control method for a storage device controller
according to claim 9, further comprising storing said data 1n
a second shared volume which 1s a storage region logically
set on physical storage regions provided by said storage
devices and which can be accessed commonly by all said
channel control portions in said storage device controller
when said data are shared data allowed to be referred to by
all said channel control portions in said storage device
controller.

13. A control method for a storage device controller
according to claim 9, wherein said data handed over at the
time of said fail-over contain at least one of NFS user data,
CIFS user data, system administrator data, fail-over heart
beat, IP address of a channel control portion, NFS file lock
information and cluster control information.

14. A control method for a storage device controller
including a plurality of channel control portions each having
a circuit board on which a file access processing portion for
receiving file-by-file data input/output requests sent from
information processors and an I/O processor for outputting
I/0 requests corresponding to said data input/output requests
to storage devices are formed, said channel control portions
being classified ito groups for the sake of fail-over, said
control method comprising deciding that data regarding at
least one IP address set for said channel control portions to
provide NAS service to said information processors are
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stored 1n a shared memory which 1s contained 1n said storage
device controller and which can be accessed commonly by
said channel control portions to carry out fail-over, wherein
said storage device controller comprises a management table
for storing synchronization type information and synchro-
nization method information based on the type of data
processed by said channel control portions, wheremn said
channel control portions are clustered into a plurality of
groups associated with the fail-over thereby making 1t
possible to send updated inherited data including an IP
address to be inherited to channel control portions within the
same group, whereby a successor channel control portion
belonging to the same group as a predecessor channel
control portion takes over, by referring to said management
table based on the type of data processed by said predecessor
channel control portion, the IP address of said predecessor
channel control portion to receive data that have been
previously recerved by said predecessor channel control
portion prior to failure thereof.

15. A control method for a storage device controller
including a plurality of channel control portions each having
a circuit board on which a file access processing portion for
receiving file-by-file data input/output requests sent from
information processors and an 1I/O processor for outputting
I/O requests corresponding to said data input/output requests
to storage devices are formed, said channel control portions
being classified mto groups for the sake of fail-over, said
control method comprising sending data regarding at least
one IP address set for said channel control portions to
provide NAS service to said information processors to
another channel control portion belonging to the same
group, through a network connecting said channel control
portions to one another, to carry out fail-over, wherein said
storage device controller comprises a management table for
storing synchronization type mformation and synchroniza-
tion method mnformation based on the type of data processed
by said channel control portions, wherein said channel
control portions are clustered into a plurality of groups
associated with the fail-over thereby making it possible to
send updated inherited data including an IP address to be
inherited to channel control portions within the same group,
whereby said another channel control portion belonging to
the same group as a predecessor channel control portion
takes over, by referring to said management table based on
the type of data processed by said predecessor channel
control portion, the IP address of said predecessor channel
control portion to receive data that have been previously
received by said predecessor channel control portion prior to
failure thereof.

16. A control method for a storage device controller
according to claim 15, further comprising sending said data
to all said channel control portions 1n said storage device
controller through said network when said data are shared
data allowed to be referred to by all said channel control
portions 1n said storage device controller.
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